Abstract. This study treats an evaporating horizontal binary-liquid layer in contact with the air with an imposed transfer distance. The liquid is an aqueous solution of ethanol (10 % wt). Due to evaporation, the ethanol mass fraction can change and a cooling occurs at the liquid-gas interface. This can trigger solutal and thermal Rayleigh-Bénard-Marangoni instabilities in the system, the modes of which corresponding to an undeformable interface form the subject of the present work. The decrease of the liquid-layer thickness is assumed to be slow on the diffusive time scales (quasi-stationarity). First we analyse the stability of quasi-stationary reference profiles for a model case within which the mass fraction of ethanol is assumed to be fixed at the bottom of the liquid. Then this consideration is generalized by letting the diffusive reference profile for the mass fraction in the liquid be transient (starting from a uniform state), while following the frozen-time approach for perturbations. The critical liquid thickness below which the system is stable at all times quite expectedly corresponds to the one obtained for the quasi-stationary profile. As a next step, a more realistic, zero-flux condition is used at the bottom in lieu of the fixed-concentration one. The critical thickness is found not to change much between these two cases. At larger thicknesses, the critical time at which the instability first appears proves, as can be expected, to be independent of the type of the concentration condition at the bottom. It is shown that solvent (water) evaporation plays a stabilizing role as compared to the case of a non-volatile solvent. At last, an effective approximate Pearson-like model is invoked making use in particular of the fact that the solutal Marangoni is by far the strongest as an instability mechanism here.

1 Introduction

Convective instabilities of horizontal liquid layers are associated with destabilizing vertical temperature or concentration gradients imposed on the system [1],[2],[3]. One speaks of a Rayleigh-Bénard or a Marangoni-Bénard instability depending on whether it is due to buoyancy or surface tension variations. Depending on whether this stems from either the concentration dependence of the density and the surface tension or from their temperature dependence, we speak of solutal Rayleigh-Marangoni-Bénard instabilities or of thermal ones. An additional twist here is that the solutal mechanisms can also act even when it is only temperature gradients that are
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imposed from outside, this being due to the Soret effect. For an evaporating horizontal liquid layer, vertical temperature gradients result already from an evaporation-induced cooling of the interface, be it even in the absence of externally imposed temperature differences. In the case of binary mixtures, evaporation-induced concentration gradients occur as well. This means that evaporation can indirectly destabilize the liquid layer through the thermal and solutal Rayleigh-Marangoni mechanisms. While the evaporation of one-component liquids has been studied rather thoroughly in the literature (e.g. [4], [5], [6], [7], to mention a few), fewer studies exist in what the evaporation of two-component systems into an inert gas is concerned: a theoretical study in a horizontal liquid layer involving the thermal and solutal Rayleigh and Marangoni effects and also taking into account the Soret effect [8], a theoretical study for a droplet with thermal and solutal Marangoni effects [9], a scaling analysis [10], a number of experiments reported e.g. in [11], [12], and the present paper is yet another contribution along this line. It should be noted that the evaporation process makes the thickness of the liquid layer vary with time. The majority of works in the literature rely upon the quasi-stationary assumption in the sense that this variation is slow as compared to the diffusive time scales in the system, and such will also be the case in the present paper. This means that the thickness remains effectively constant on the relevant time scales of the problem. On the other hand, within this framework, one can speak of a quasi-stationarity in another sense: the reference profiles themselves may be either quasi-stationary (as e.g. in [8], [9]) or transient (as e.g. in [12]). In the present paper, the accent is primarily on the latter situation, even though we make a connection with the previous, quasi-stationary study [8], and the frozen-time approach is used for the perturbations. Thus, in the previous work [8], we have analyzed the stability of a quasi-stationary reference profile in a binary-liquid layer, the quasi-stationarity being made possible thanks to a (somewhat artificial) assumption of a constant mass fraction imposed at the bottom. This system turned out to be highly unstable in the water-ethanol case, with critical liquid thicknesses typically about 10 nm to 1 µm, increasing with the transfer distance in the gas. Comparing the Marangoni and Rayleigh, thermal and solutal effects with one another, we have shown that the Marangoni effect is much more important than the Rayleigh effect (which is not surprising in view of such small critical liquid thicknesses) and that the solutal effect is also by far more important than the thermal effect considering an initial solute (ethanol) mass fraction of 0.1. When considering an initial solute mass fraction of 0.001, the thermal effect appeared to become more important, even though the solutal one still remained the strongest. It was thus concluded that the instability mechanism is primarily of the solutal Marangoni type. Given the extremely small critical liquid layer thicknesses obtained in our analysis, we deduce that an initially well mixed binary liquid with a realistic thickness of, say, 1 mm should become unstable very shortly after its exposure to air, much before the transient diffusional boundary layers developing from the free surface have reached the bottom of the liquid. Thus, studying the instability with time-dependent reference profiles is in principle of sufficient interest. In this paper, in a more general model than in [8], we consider an actual time evolution of the concentration profile in the liquid and at the same time include a more realistic concentration condition at the bottom rendering such a transient consideration indispensable. Yet the quasi-stationary assumption is retained in the gas phase as well as for the temperature. This represents a reasonable step forward indeed, given that the time scale for ethanol diffusion in the liquid is typically much greater than the thermal diffusion time scale and the corresponding time scales in the gas phase ($D_l << \kappa_l, \kappa_g, D_g$) provided that the gas layer thickness (associated with a transfer distance here, cf. [8]) is not too big. $D_l$ and $D_g$ are the diffusion coefficients, while $\kappa_l$ and $\kappa_g$ represent the thermal diffusivity in respectively the liquid and gas phases. The subscripts $l$ and $g$ hereafter refer to the liquid and the gas. The essentials of the formulation are presented in more detail in [8], the main difference here being, as already mentioned, a transient mass fraction reference profile in the liquid phase and two variants of the concentration condition at the bottom of the liquid layer. First, in order to draw a parallel with [8], we assume thereat a fixed mass fraction. Then, the model is rendered more realistic by assuming a zero mass flux instead. As in [8], we consider a dilute solution (of ethanol in water) of which the solute (ethanol) is volatile in all cases, whereas two kinds of treatment are used in what
the volatility of the solvent (water) is concerned: it is either neglected altogether or taken into consideration. The aim of the paper is to study the instability threshold in terms of critical liquid thicknesses (below which no instability occurs at any time) and critical times (at which the instability first occurs in accordance with the frozen-time approach for thicknesses above the critical). In doing so, the degree of mutual importance of different instability mechanisms is also assessed along the lines of [8].

2 Model description

As already mentioned, the system of interest in this paper is quite similar to the one studied in [8]. So here we recall only the main assumptions and stress the differences.

A sketch of the system is presented in Fig. 1. The physical system is a horizontal binary-liquid (water-ethanol) layer of thickness \( d_l \) evaporating into an inert gas from a free flat interface on which a local phase equilibrium is assumed. The gas layer, of thickness \( d_g \), consists of a mixture of an inert gas and the vapors of the solute (ethanol) and the solvent (water). At a distance \( d_g \) above the interface (the transfer distance in the gas) a fixed vapor concentration is assumed, which in the present paper will be taken equal to zero, as well as a fixed temperature and pressure of the environment. Air absorption in the liquid is neglected.

![Fig. 1. Sketch of the system](image)

The equations in the bulk of the liquid and gas phases and the boundary conditions except for one (see below) are the same as presented in [8]. In particular, the Boussinesq approximation is used, where the density in the liquid and gas phases linearly depends on the temperature and concentration in the buoyancy terms, while all bulk fluid properties are considered as constant at other places. The boundary conditions at the top of the gas phase are a constant normal stress, a zero shear stress, a constant fixed ambient temperature \( T_b \) (the same as at the bottom of the liquid layer) and a fixed (here zero) mass fraction of the vapor. At the interface the following conditions are involved: the tangential stress balance including the thermal and solutal Marangoni stresses, the no-slip condition, the temperature continuity, the heat flux balance including the heat of evaporation, the mass flux conservation (total and for each of the species), the local equilibrium (Henry's law for the solute and Raoult's law for the solvent). At the bottom of the liquid layer we consider a constant temperature \( T_b \) (the same as at the top of the gas layer), the no-slip condition, a zero normal velocity. As for the concentration condition at the bottom, in [8] we used

\[
\frac{\partial c_l}{\partial z} + \psi_S \frac{\partial T_l}{\partial z} = 0
\]

where \( c_l \) is the solute (ethanol) mass fraction field in the liquid layer and \( c_b \) is a fixed value, whereas the present paper deals for the most part with a more realistic, zero-flux condition instead:

\[ \frac{\partial c_l}{\partial z} = 0, \]

where \( c_l \) is the solute (ethanol) mass fraction field in the liquid layer and \( c_b \) is a fixed value, whereas the present paper deals for the most part with a more realistic, zero-flux condition instead:

\[
\frac{\partial c_l}{\partial z} + \psi_S \frac{\partial T_l}{\partial z} = 0
\]
where \( \psi_S = \theta \frac{D_{T,l}}{D_l} c_b (1 - c_b) \) (Soret separation parameter), with \( D_{T,l} \) and \( D_l \) being respectively the thermal diffusion coefficient and the diffusion coefficient. \( T_l \) is the liquid temperature field non-dimensionalized by subtracting \( T_b \) and dividing by a temperature scale \( \theta \). In the case of Eq. (2), \( c_l \) will refer to the initial mass fraction in the liquid layer, and thus note that Eq. (1) will also formally serve as the initial condition in all transient-profile calculations here. For more details and a full mathematical formulation of the problem, see [8], where the values of physico-chemical properties of the water-ethanol system can also be consulted. We use \( T_b = 300\)K for the ambient temperature and \( c_b = 0.1 \) here throughout.

### 3 Reference profiles

In order to perform a linear stability analysis, it is necessary to know the (horizontally uniform) reference profiles of the mass fraction and the temperature in both the liquid and the gas phases. In the gas phase, as well as for the temperature in the liquid phase, these are assumed to be quasi-stationary, as already described in section 1. Thus, they are of the same form as in [8]. On the other hand, the reference mass fraction profile in the liquid, \( c_{l,\text{ref}} \), is transient and satisfies

\[
\frac{\partial c_{l,\text{ref}}}{\partial t} = \frac{\partial^2 c_{l,\text{ref}}}{\partial z^2},
\]

where \( t \) and \( z \) are the dimensionless time and vertical coordinate with the scales \( d_l^2/D_l \) and \( d_l \) respectively (note that the time scale used in [8] was different by a factor of \( Le_t = \frac{D_l}{\kappa_l} \)). For the boundary condition at the bottom (\( z = 0 \)), we use either (1) or (2) in terms of \( c_l \equiv c_{l,\text{ref}} \), whereas (1) is taken as the initial condition in either case. The (non-linear) boundary conditions at the interface (\( z = 1 \)) are the same as in [8]. The problem for the reference profiles is numerically discretized, using a semi-implicit finite difference method scheme. The values at the interface are found by means of a Newton-Raphson routine. In Fig. 2, examples of the reference solution are presented for the mass fraction for the case \( H = 11 \), where \( H \equiv (d_l + d_g)/d_l \), considering either the fixed-concentration or zero-flux conditions at the bottom of the liquid.

**Fig. 2.** Mass fraction profiles in the liquid as a function of the \( z \)-coordinate for \( H = 11 \) and \( c_b = 0.1 \), considering the fixed-concentration (left) and zero-flux (right) conditions at the bottom, and corresponding to \( t = 0.00315, 0.0126, 0.0315, 0.126, 0.315 \) and \( 1.26 \). The dashed line represents the stationary mass fraction profile that is eventually attained in the first case.

Fig. 2 shows that for small values of \( t \), when the developing concentration boundary layer has not yet reached the bottom, the reference profiles naturally do not depend on the bottom condition, which is obviously not the case for bigger \( t \). A stability analysis for these reference profiles is carried out in the following sections.
4 Principles of the stability analysis

With the exception of the bottom boundary condition for the mass fraction, for which we can use Eq. (2) instead of Eq. (1), the form of the problem for perturbations is here the same as in [8], even though the reference profiles themselves are of course different. Using the frozen-time approach and the normal-mode representation, we obtain for each time \( t \) an eigenvalue problem for the complex growth rates \( \sigma \) as function of the wavenumber \( k \) and other parameters of the problem. This eigenvalue problem is solved by using the Tau-Chebyshev decomposition method (a classical method that can be consulted in, for instance, [13]). The marginal condition is then determined by \( \sigma = 0 \) (here it turns out that the eigenvalues \( \sigma \) are all real and thus the instability monotonic). Chosen the liquids and the ambient conditions, the main control parameters we are left with are \( d_l \) and \( d_g \) (or, equivalently, \( d_l \) and \( H \)). Other key parameters are \( t \) and \( k \). In the present paper, we limit ourselves to a parametric study at fixed values of \( H \). We expect to obtain a critical value of \( d_l \) below which all \( \sigma < 0 \) at all times \( t > 0 \) and for all \( k \). On the other hand, for \( d_l \) greater than this critical value, we expect to calculate the instants of \( t \) at which the system passes through the marginal condition (\( \sigma = 0 \)) at a certain \( k \), that is the critical times. We note that should the system be stable just at a finite time interval (as can be expected here for the case with a zero mass flux at the bottom), there will formally be two critical times, one corresponding to the onset of the instability, the other to its extinction, of which it is the first one that is primarily of interest.

5 Results

5.1 Model validation for a fixed concentration at the bottom

In this subsection, the stability-analysis results corresponding to the fixed-concentration condition at the bottom of the liquid are presented and compared with [8]. Here, as well as in the following subsection, it is assumed that it is only the solute (ethanol) that evaporates from the binary mixture. The critical time as a function of \( d_l \) is represented in Fig. 3 (left) for \( H = 11 \). It can be clearly seen that the critical value of \( d_l \) corresponds to \( t \to \infty \), and thus to the quasi-stationary reference profile the instability of which was studied in [8]. Thus, among the transient reference profiles shown in Fig. 2 (left), it is the final, quasi-stationary profile that is the most unstable. In this previous work [8], limited to the quasi-stationary case, it has been pointed out that the solutal Marangoni mechanism is the most important one at the onset of instability. At the end of this section, it will be checked whether this is still the case for the transient profiles studied in this work.

**Fig. 3.** Dimensionless critical time as a function of the liquid thickness comparing the quasi-stationary model [8] to the model with transient liquid mass fraction reference profiles in the case of a fixed concentration at the bottom (left) and comparing the transient-profile results in the cases of fixed-concentration and zero-flux conditions at the bottom (right), both for \( H = 11 \) and \( c_b = 0.1 \).
5.2 Zero flux versus fixed concentration at the bottom

The present subsection concerns the instability thresholds of the system with transient reference profiles for the liquid mass fraction. The two bottom boundary conditions for the mass fraction are compared: the fixed-concentration condition (1) and the zero-flux condition (2). The results are represented in Fig. 3 (right) for $H = 11$. A noteworthy feature is that the values for the critical time for the two models approach one another for large liquid thicknesses, for which the dimensionless critical time $t_c \to 0$. This means that in the beginning of the evolution, regardless of the bottom condition for the mass fraction, the instability threshold is the same. This can be understood by mentioning that in the beginning, the developing diffusive boundary layer of the reference profile has not yet reached the bottom of the liquid layer. Therefore, the instability threshold in terms of $t_c$ is not affected by the boundary condition for the mass fraction at the bottom. As soon as it has reached the bottom, however, this is no longer the case. For the fixed-concentration case, the ethanol keeps being provided from the bottom, so that a quasi-stationary state is reached (cf. Fig. 2 (left)). That is why, for $d_l$ greater than its critical value corresponding to the quasi-stationary reference profile, the system remains unstable for $t \to \infty$ (while neglecting the evaporation-caused decrease in the liquid layer thickness on the relevant time scales, as done in the present model). In the contrary, for the zero-flux case, ethanol is not provided from the bottom, but is rather getting depleted. In this case, the system is more stable: on the one hand, the critical value of $d_l$ (below which no instability occurs) is about 15% bigger than in the previous case (even though here one cannot help but appreciate a good quality of estimation yielded by that simpler, quasi-stationary consideration with a fixed-concentration condition at the bottom), and on the other hand, the $t_c$ versus $d_l$ curve manifests a turning point at the times at which the transient reference profile can be said to have reached the bottom (cf. Fig 2 (right)) meaning that the reference profile gradients can only decrease henceforth. Now the upper branch of this curve can be interpreted as the thresholds above which the system would regain stability if the reference profiles had not been perturbed by the instability that has set in at shorter times.

5.3 Effect of considering water evaporation

Water evaporation was neglected in the previous two subsections. If now it is accounted for assuming zero humidity at the top boundary of the gas layer (cf. [8]), the results change as displayed in Fig. 4 (left), where the case with a zero-flux condition at the bottom is taken up. It shows that water evaporation is a stabilizing effect, as manifested both by higher values of the critical time for instability to start for a given liquid thickness and by a larger value of the critical $d_l$. This actually reveals a strong solutal Marangoni nature of the instability (as will be shown later on in subsection 5.5). Indeed, while the thermal Marangoni and Rayleigh effects, augmented by water evaporation, nonetheless still remain a small contribution, the concentration inhomogeneities in the liquid get smoothened if water evaporates together with ethanol, hence a more stable system. The stabilizing effect is here remarkably of the same order of magnitude as established in [8] in the case of a fixed concentration at the bottom and a quasi-stationary reference profile.

5.4 Critical wavenumbers

Fig. 4 (right) shows the dimensionless (scale $d_l^{-1}$) critical wavenumbers $k_c$ versus the dimensionless time for all the cases previously discussed in the present section. We observe in particular that higher values of $k_c$ (smaller sized instability patterns relative to the liquid layer thickness) take place at small times.

5.5 The most important instability mechanism

As already mentioned, there are several mechanisms that can contribute to the numerically observed monotonic instability: solutal and thermal Marangoni and Rayleigh effects together...
Fig. 4. Dimensionless critical time as a function of the liquid thickness with and without water evaporation (left) and dimensionless critical wavenumbers as a function of the dimensionless time (right), both for $H = 11$ and $c_b = 0.1$

with the corresponding Soret contributions. Interestingly enough, the "sign" of all these effects in the liquid layer in our water-ethanol setup makes them all destabilizing and thus contributing to the monotonic instability [8]. Yet it was the solutal Marangoni one that has been found to be by far predominant in what the instability threshold is concerned in the case of a quasi-stationary reference profile with a fixed concentration at the bottom [8]. Nothing changes in this regard in the case of transient reference profiles and a zero-flux condition considered in the present paper, and the predominance of the solutal Marangoni effect is clearly illustrated in Fig. 5. All the dimensionless numbers involved are defined in a standard way [8], but here we have defined them at each $t$ using the actual instantaneous concentration or temperature difference between the interface and the bottom within the transient reference profile.

Fig. 5. Relative importance of the solutal, thermal and Soret Marangoni and Rayleigh contributions (respectively the numbers $M_s^\ast$, $Ma^\ast$, $M_a^\ast$, $Rs^\ast$, $Ra^\ast$ and $R_v^\ast$) along the marginal states in the case of zero flux at the bottom and without (left) or with (right) water evaporation, all for $H = 11$ and $c_b = 0.1$

As one can observe from Fig. 5, accounting for water evaporation quite expectedly increases the role of the thermal effects, yet this is not enough to overtake the solutal Marangoni one. Note also that the very model used here (transient profiles for the concentration and yet quasi-stationary ones for the temperature) tends to artificially exaggerate the role of the thermal effects at sufficiently small times ($t \to 0$), for in this way the temperature profile reaches the bottom formally instantaneously while the developing concentration one has not yet penetrated far below the interface.
6 Approximate model

In the present section, the approximate model developed in [8] is applied to situations involving transient profiles of interest here. Only the physical phenomena conjectured to be important enough (from the viewpoint of the instability threshold) are kept therein, and one way to justify the conjectures made is a good a posteriori agreement with the results of a full model. Apart from the physical insight, the approximate approach leads to a much less involved formulation tractable either analytically or with a lesser amount of numerical work.

First of all, given that the predominant instability mechanism is the solutal Marangoni one (cf. subsection 5.5), we neglect the Rayleigh, Soret and thermal Marangoni effects altogether. Second, as shown in [8], the typical temperature differences in our water-ethanol system prove to be small enough as to neglect the temperature dependences of the Henry coefficient of ethanol and of the saturation pressure of water. In this case, we end up with a totally isothermal formulation (the problem for the concentration field is decoupled from the thermal one). Third, convective effects in the gas phase are neglected for both the reference profiles and the perturbations, leading to purely conductive concentration fields therein, which is justified on account of small vapor concentrations in the present setup [8]; besides the dynamic viscosity of the gas is neglected versus that in the liquid. This permits an effective reduction of the two-layer problem to a one-layer formulation. In particular, the interface boundary conditions for the concentration field in the liquid can be written in a self-contained form, without invoking the corresponding variables in the gas. Thus, for the reference profile we have

\[
\frac{\partial c_{l,ref}}{\partial z} = \frac{\rho D}{H} c_{l,ref} (1 - c_{l,ref}) \frac{K_c - \delta_D p_{sat1}}{\delta_M \rho^D} \tag{4}
\]

at the interface \((z = 1)\). Here, \(\rho\) and \(D\) are respectively the gas-to-liquid ratios of the densities and diffusion coefficients, \(K_c\), \(p_{sat1}\) and \(\rho^D\) stand for respectively the Henry coefficient (of ethanol), the saturation vapor pressure (of water) and the atmospheric pressure. \(\delta_M\) and \(\delta_M^c\) represent the molar mass ratios of respectively water to ethanol and air to water, while \(\delta_D\) stands for the vapor diffusion coefficient ratio of water to ethanol. Eq. (4) follows from equation (98) with (100) and (101) in [8] while neglecting the Soret effect and choosing a zero humidity, both in water and in ethanol, at the top of the gas layer \(c_t = c_{i,2} = 0\). The case with no water evaporation formally corresponds to \(p_{sat1} \equiv 0\). The problem for \(c_{l,ref}(t,z)\) is thus given by Eq. (3) with the interface boundary condition (4), the bottom \((z = 0)\) boundary condition \(c_{l,ref} = c_0\) (fixed concentration) or \(\partial c_{l,ref}/\partial z = 0\) (zero flux) and the initial condition \(c_{l,ref} = c_0\) (cf. (1) and (2) while neglecting the Soret effect). Likewise, for perturbations, the interface boundary condition can be represented as \(\frac{\partial c_{i,ref}}{\partial z} + B_{IS}(k,H) C_1 = 0\) at \(z = 1\), where \(C_1\) is the complex amplitude of the concentration perturbation and \(B_{IS}\) is the Biot number, the expression for which can be found in equation (113) of [8] (where note that \(c_{i,ref,\parallel} \equiv c_{l,ref}\|_{z=1}\) and \(c_{i,1} = c_{i,2} = 0\) for the present paper). The bottom \((z = 0)\) boundary conditions are obviously either \(C_1 = 0\) (fixed concentration) or \(\partial C_1/\partial z = 0\) (zero flux). The equation for marginal \((\sigma = 0)\) perturbations has the form \(\frac{\partial^2 w}{\partial z^2} W_1 = (\frac{\partial^2}{\partial z^2} - k^2) C_1\), which can be solved (in general numerically, especially if \(c_{l,ref}(t,z)\) is known only numerically) with the above boundary conditions, known the function \(W_1\) the dimensionless complex amplitude of the vertical velocity perturbation, scale \(D_l/d_l\)). In what \(W_1\) is concerned, equation (41) of [8] becomes, when neglecting the Rayleigh effect and considering the marginal state \((\sigma \to 0)\), \((\frac{\partial^2}{\partial z^2} - k^2)^2 W_1 = 0\). This can be solved by using the boundary conditions \(W_1 = 0\), \(\frac{\partial W_1}{\partial z} = 0\) at \(z = 0\) and \(W_1 = 0\) at \(z = 1\). The former two indicate a solid bottom with a no-slip condition and the latter stems from the neglect of the velocity scale of evaporation with respect to the velocity scale of the convection in the liquid (small evaporation Péclet number [8]). The latter is the fourth principal assumption in the framework of the approximate approach. The (analytically) obtained solution for \(W_1\) (up to one unknown constant) is then filled into the problem for \(C_1\), the solution of which can now be obtained.

Finally, in this scheme of things, the interface \((z = 1)\) tangential stress balance (cf. equation (53) in [8])
\[
\frac{\partial^2}{\partial z^2} W_l + \frac{\gamma C_l k^2 C_l}{D_l u_l} = 0. \tag{5}
\]

the expression for which has been simplified on account of three of the principal assumptions of the approximate approach (negligible thermal effects and gas viscosity, and \( W_l = 0 \) at the interface), serves as the resolvability condition yielding \( d_l = d_l(t) \) along the marginal-stability states. The result is compared in Fig. 6 (left) with the corresponding result of the full model, and the agreement is seen to be good indeed.

![Fig. 6. The non-dimensional (left) and dimensional (right) critical times as a function of the liquid thickness, comparing the full model to the approximative model for \( H = 11, c_b = 0.1 \) and the case with water evaporation.](image)

Thus far, it was the dimensionless time (scale \( d_l^2 / D_l \)) that was used on diagrams. Now, if redrawn in terms of the dimensional time, the diagram looks like Fig. 6 (right). In practical terms, the very small dimensional values of the critical time observed in Fig. 6 (right) imply that in reality the system will become unstable almost immediately. Note that the dimensional critical time grows with \( d_l \) along the lower branch. This is due to the parametric representation at \( H = const \), within which \( d_l^2 \) increases (and thus the evaporation rate decreases) with \( d_l \), rendering the system more stable. On the other hand, the growing discrepancy between the models at larger \( d_l \) is apparently due to a destabilizing contribution of the thermal Marangoni effect, the role of which gets artificially exaggerated within the present full model at small dimensionless times (cf. subsection 5.5). At last, Fig. 7 shows for comparison the results for two other values of \( H \) (\( H = 2 \) and \( H = 101 \)). We observe that, as \( H \) increases, so does the critical \( d_l \), and besides the agreement between the two models becomes better.

![Fig. 7. The non-dimensional critical times as a function of the liquid thickness for \( H = 2 \) (left) and \( H = 101 \) (right), \( c_b = 0.1 \) and the case with water evaporation.](image)
7 Concluding remarks

The theoretical developments of [8], including both the full and the approximate models, has been successfully extended to the case of a zero-flux condition at the bottom of the liquid layer in lieu of a fixed concentration, and to transient mass fraction reference profiles instead of just the quasi-stationary ones. Thus, more precise estimations of the instability thresholds and of the mutual importance of various instability mechanisms have been obtained, even though the estimations given by the simpler model described in [8] have been found to work rather well. A further progress in this line of studies can be achieved by adopting transient consideration for all the entities involved and not only for the concentration field in the liquid. This will permit, on the one hand, a precise evaluation of the role of the thermal effects for thicker liquid layers, and on the other hand, to consider larger gas layer thicknesses (transfer distances), which is important given the small critical liquid-layer thicknesses obtained here. At the same time, one could also get rid of the quasi-stationary approach as far as the evolution of the liquid layer thickness due to evaporation is concerned, which even though simplifying the solution for the reference profiles is not essential at all in the framework of the frozen-time approach. The study has once again confirmed that the water-ethanol system is highly unstable by virtue of the solutal Marangoni mechanism: the critical times and liquid layer thicknesses prove to be extremely small. This result sparks interest in studying the possible natural factors capable of offsetting such a strong Marangoni instability. For instance, it would be quite of interest to see whether a small amount of impurities (e.g. insoluble surfactant) typically present in water can considerably increase the critical times and thicknesses. This is the subject of future work, for which the insight gained from the present paper opens the stage. Should a reasonable amount of impurities be capable of blocking the solutal Marangoni effect, one would expect the Rayleigh (buoyancy) effect to become the predominant instability mechanism. Last but not least, it would unquestionably be of interest to explore the nonlinear regimes of the predominant solutal Marangoni instability studied here, including the question of its possible interactions with other destabilizing mechanisms.
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