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Abstract

Video content delivery is a challenging task due to its
large bandwidth requirements and its sensitivity to trans-
mission errors. In this context, simultaneously providing
scalability and resilience against transmission errors isof
paramount importance. Layered video coding coupled with
multicast video transmission employing no feedback pro-
vides the required scalability features and reduces the net-
work burden. However, it is not easy to provide reliability
in such environments. This is crucial to mobile users as er-
ror rates on wireless links can be high. To compensate for
transmission errors, redundancy must be added to the video
content. This can be added at the application layer by the
employed video coding system, or can be added transpar-
ently by the transport layer.

In this paper, we compare the performance obtained with
a scalable wavelet-based video codec that adds redundancy
using multiple description coding with the equivalent sys-
tem adding redundancy at the transport level, using forward
error correction.

1. Introduction

Delivery of video content over the Internet presents
many challenges. Video traffic requires considerable band-
width and, in real-time or streaming applications, it must
also respect severe delay constraints. Furthermore, com-
pressed videos are extremely sensitive to data losses. Pro-
viding reliability and scalability at the same time is thus an
open challenge.

These problems are even more emphasised by a large
heterogeneity amongst the receivers who may use different
devices (computers, cell phones, PDAs, . . . ) with differ-
ent displays and computing power. In this context, scal-
able or layered video coding is a desired feature in order to
meet each user’s requirement. Moreover, from the network
perspective, channel capacities may also vary widely from

lossy low-bandwidth wireless connections to high band-
width wired connections.

Multicast alleviates the bandwidth requirement as it al-
lows servers to stream videos to more than a few users at a
time, without exhausting their network capacity. In multi-
cast transmissions, the same stream sent by the server can be
used by many clients. Each packet passes only once on the
(overlay) links and many users share the same bandwidth.
Packets are duplicated only as needed (when the paths to
different receivers split) and resources usage is minimized.

The heterogeneity of receivers may be tackled by decom-
posing the video stream into several layers. A single layer
provides a basic quality suitable for low capacity receivers.
More powerful receivers can use additional layers to pro-
gressively refine the quality of the received video. Using
multicast, each user can subscribe to a number of layers
adapted to its capacity and network state.

However, to obtain a fully scalable transfer scheme, we
must avoid any feedback from receivers to the source. This
feedback traffic would else grow with the number of re-
ceivers and could exacerbate the network condition. Some
schemes exist to bound this feedback (such as the TRee
based ACKnowledgment, TRACK [1]), but they are com-
plex and not widely deployed (multicast itself is far from
being fully deployed in today’s Internet). Moreover, some
receivers may have an expensive return path or no return
path at all (e.g.on satellite broadcasting links). Finally, the
delay constraint posed by video streaming may be shorter
than the round-trip time, thus rendering retransmission use-
less.

As transmission errors cannot be corrected by on de-
mand retransmissions, the server should provide the users
with a compressed stream which is resilient to packet losses.
This becomes especially important today with the increas-
ing use of mobility, because wireless links can have much
higher error rates than their wired counterparts [2].

One possible solution is to add redundancy at the video
coding stage. This is achieved by using multiple descrip-
tion coding (MDC) [3], which generates multiple comple-
mentary versions (descriptions) of the input video. Each



description provides a representation of the source at an ac-
ceptable quality. Combining all the received descriptions, a
more accurate reconstruction is obtained. It is also possible
to smoothly increase the quality provided by each coded de-
scription, as more data is available from the stream. This ap-
proach is referred to as scalable multiple description video
coding. As the video encoder knows which information
contributes the most to the perceived quality, it can effi-
ciently add redundancy by protecting critical information
more strongly [4].

Another approach that can be used to add redundancy is
the use of forward error correction (FEC). The compressed
video stream is fragmented into blocks. Recovery blocks
are computed upon these video blocks using general error
correcting channel codes. The channel-coded blocks are
then transmitted. Even though some blocks may be lost, the
original video data can be completely recovered, provided
that enough blocks have been received.

The scope of this paper is to perform a comparative anal-
ysis of the two basic approaches of adding redundancy to
the video content (MDC at the application layer versus FEC
at the transport layer) and to shed some light on their ad-
vantages and disadvantages. The remainder of this article
is structured as follows. A brief overview of scalable mul-
tiple description video coding is given in section 2. The
basic principles of forward error correction are briefly pre-
sented in section 3 while our our experimental methodology
is presented in section 4. Comparison of the results of the
different methods is discussed in section 5. Finally, section
6 draws the conclusion of our work.

2. Scalable Multiple Description Video Coding

The employed scalable video coding system [4] is com-
posed of three parts. First, the input video stream is tem-
porally and spatially decomposed via wavelet based mo-
tion compensated temporal filtering (MCTF). Then, MDC
is applied on the resulting coefficients using embedded
multiple description scalar quantizers (EMDSQ) [5, 6], in-
troducing a fixed amount of redundancy. Finally a post-
compression rate-distortion optimization is employed to
adapt the amount of redundancy in the coded stream to the
channel conditions.

2.1. Motion Compensated Temporal Filter-
ing

Motion compensated temporal filtering removes the tem-
poral redundancies in the video sequence by performing a
wavelet transform along the motion trajectory.

In a first stage, the input video frames are filtered, re-
sulting intoL1 frames (low frequency or average) andH1

frames (high frequency or difference). This filtering is
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Figure 1. MCTF pyramid. The top row rep-
resents successive input frames. Solid lines
represent low-pass filtering and dashed ones
represents high-pass filtering. Sent frames
are encoded using a wavelet transform. Mo-
tion vectors are omitted for clarity.

performed in the direction of motion. Assuming HAAR

wavelets, MCTF can be written using the lifting formula-
tion [7] as follows:

H1
t (x, y) =

1
√

2
(F2t+1(x, y) − F2t(x + νx, y + νy)),

L1
t (x, y) =

√
2F2t(x, y) + H1

t (x − νx, y − νy)

where(νx, νy) is the motion vector representing the motion
of the input frameF2t with respect to the frameF2t+1.

At a second filtering stage,L1 frames are further decom-
posed intoL2 frames (average of average) andH2 frames
(difference of average). Iterating this processT times pro-
duces a pyramidal decomposition as illustrated in figure 1
for T = 3.

The above temporal filtering yields the first form of scal-
ability. In fact, the decoder readily obtains an estimation
of the input sequence at (dyadically) reduced frame rate
by halting the temporal synthesis without processing one
or more lower temporal levels.

The second coding stage consists of applying a spatial
wavelet transform to the lowestL frames andH frames
to remove spacial redundancies. This spatial transforma-
tion brings a second level of scalability because the decoded
frames may be reconstructed at (dyadically) reduced spatial
resolutions by excluding one or more levels from the spacial
synthesis.

The final coding stage consists in embedded quantiza-
tion of the produced spatio-temporal sub-bands (and rela-
tive motion vectors) followed by embedded entropy coding.
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Figure 2. Quantization example. (a) 2-bit
quantization. (b) First 1-bit description. (c)
Second 1-bit description. (d) Reconstruction
from the two 1-bit descriptions.

Therefore the accuracy of the reconstructed sub-bands and
motion vectors is progressively refined as more data is re-
ceived. This latter form of scalability is referred to as qual-
ity scalability

2.2. Multiple Description Coding with
EMDSQ

A large number of MDC techniques exist in the liter-
ature. For an excellent survey, the reader is referred to
[3]. This section focuses on the MDC scheme employed
in this paper, which uses embedded multiple description
scalar quantization (EMDSQ) to build quality-scalable mul-
tiple descriptions [5, 6].

The principle of multiple description scalar quantization
is explained by means of the following example. Imagine
you want to transmit, with finite accuracy, a value between
0 and 1. If you encode this value with two bits, you can par-
tition the [0, 1] domain into22 = 4 intervals as illustrated
in figure 2 (a). The encoding then consists of mapping a
value to the interval where it lies. At the decoder, the value
is taken as being at the centroid of the corresponding un-
certainty interval. Generally, some accuracy is lost in the
process, due to the quantization error. In our example, the
accuracy (maximum reconstruction error) is 1/8.

If you want to transmit the value on two descriptions
which can mutually refine the accuracy on the decoded
value, you can partition the quantization interval differently
on each description. An example using two 1-bit descrip-
tions is given in figure 2 (b) and (c). If only one description
is received, the decoding process is the same as previously,
the value is taken as the centroid of the indicated interval.If
more descriptions are received, the interval where the value
lies is the intersection of the individual intervals from each
description. The accuracy improves as we receive more de-
scriptions because the uncertainty interval where the origi-
nal value lies becomes smaller.

In our example, if you receive 0 for the first description,
then you know that the value lies between 0 and 2/3 and it
is decoded as 1/3 with a maximum error of 1/3. Similarly,
if you receive 1 for the second description only, you know
that the value is between 1/3 and 1 and you decode it as 2/3
with a maximum error of 1/3. If you have received both
bits, then you know that the value lies between 1/3 and 2/3.
It is decoded as 1/2 with an accuracy of 1/6.

The advantage of using such quantizers for the two de-
scriptions rather than sending high and low order bits di-
rectly is that the two generated descriptions are balanced,
i.e. equally important, since they yield on average the same
accuracy.

Clearly, the redundancy between the descriptions has a
cost. We obtain an accuracy of 1/6 with our two 1-bit de-
scriptions when the 2-bit representation had an accuracy of
1/8. Information received from the two descriptions is only
log2 3 = 1.58 bits instead of two so we have lost more than
20% of the information in the process.

This toy example is meant to provide a general idea
of the principles behind multiple description quantization.
Without entering the details, the employed EMDSQ can be
considered as the extension to embedded quantization of the
above example. For more detailed information, the reader
is referred to [5, 6].

Coupling the MCTF decomposition with EMDSQ, we
obtain a fully scalable MDC video codec [4]. Multiple
descriptions are created during the quantization stage, as-
suming a worst-case scenario and introducing a maximum
amount of redundancy. Then, an optimized rate-redundancy
allocation can be performed in order to reduce the amount
of introduced redundancy whenever the channel is more re-
liable than the worst case. We mention here that such adap-
tation can be performed on the fly, without additional cod-
ing steps. For further details the reader is referred to [4].

3. Forward Error Correction

Forward Error Correction consists of adding redundant
information to the transmitted data, which allows the recon-
struction of some amount of missing data at the receiver.

The more frequently used FEC codes employed at the
transport level are the so-callederasure codes. An (n, k)
erasure code encodesk source packets inton > k pack-
ets, which are then transmitted via an erasure channel. At
the receiver, the originalk source packets can be recovered
provided that a sufficient number of transmitted packets are
received. Such a sufficient number of packets may be ex-
actly k (we then say it is anoptimal code) but may be a
little bit more thank as in the case of Low Density Parity
Check (LDPC) codes [8].

When the FEC code islinear, the encoding and decoding
processes may be represented as matrix operations. Letx =



x0 . . . xk−1 be the source data andG a n × k matrix. A
(n, k) linear erasure code may be represented by

y = Gx

whereG is such that any sub-matrix made ofk rows from
G is invertible. y gives the data to transmit. Ify contains
a verbatim copy of all elements ofx, the code is said to be
systematic. The advantage of a systematic code is that de-
coding is not needed if no source packet was lost. A simple
way to achieve a systematic code in linear erasure codes is
to include the identity matrix intoG.

Assuming thaty′ made of anyk elements ofy is avail-
able at the receiver, the original source data is recovered by
solving the system ofk equations withk unknowns given
by

x = G′−1y′

whereG′ is thek × k matrix representing these equations
(G′ is the sub-matrix ofG which has the samek rows as
y′).

In our experiments, we have used the REED - SOLOMON

code based on the implementation by [9]. This code, based
on Galois fields (or finite fields), is linear and systematic. It
can be implemented efficiently in software provided thann

is not too high (say lower than 256). So it is well adapted
to protect multimedia content in interactive applications
(where the blocks must be small due to delay constraints).

4. Experimental Methodology

The experiments reported in this paper have been con-
ducted on the two classical YUV color sequencesbusand
football, featuring CIF resolution and 30 frames per second.
The sequences are encoded using two instantiation of the
MCTF-based wavelet codec. The first instantiation applies
EMDSQ to produce two descriptions. The second codec
is based on single description (SD) instantiation and intro-
duces redundancy within the transmitted stream by means
of FEC.

For MDC, different streams targeting the desired bit-rate
are produced for various expected probability of loss. That
is, for each case, the MDC encoder varies the amount of re-
dundancy within the stream, matching the expected channel
conditions.

For the FEC experiments, on top of the SD stream gener-
ated by the MCTF encoder, we varied the redundancy level
by adding FEC packets to the video data. The SD stream
bit-rate was decreased accordingly to compensate for the
addition of FEC packets. So, in all experiments, the rate
and amount of transmitted data were kept constant.

In both MDC and FEC-based systems, the redundancy
is added considering groups of pictures (GoP) of 16 frames
at a time. The efficiency of error correction is higher on

larger blocks of data, as this allows for fighting the effect
of burst of losses. However, if we use larger blocks, we
must delay their transmission which is incompatible with
real-time applications.

Encoded video streams were transmitted between two
machines in our network testbed composed of a few com-
puters and routers. We used network traffic generators to
load the links and nodes on the path of the video streams in
order to produce losses. These simulations were repeated
several thousands times with the two error-protection meth-
ods and with different redundancy levels between 0 (no pro-
tection) and 30% of redundancy or expected loss rate.

Motion vectors have not been considered in our experi-
ments. They were not transmitted and were made available
at the receiver reliably. We point out that such assumption is
reasonable since the motion vector rate constitutes a negli-
gible fraction of the high bit-rate chosen for the simulations.
As such, we can safely assume that a sufficient number of
replicas are transmitted to ensure correct reception.

At the receiver, the streams were decoded and compared
to the original sequences to compute the average PSNR of
all the frames and the average PSNR of the worst three con-
secutive frames for the luminance (Y) component.

In the experimental section we focus on the transmission
of the football sequence at 2048 Kbits per second (Kbps).
Given the video content (football contains a lot of motion),
we selected a bit-rate providing good visual quality and al-
lowing us to safely neglect the bit-rate needed to transmit
the motion vectors. Similar results were obtained for the
bus sequence.
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Figure 3. Average luminance PSNR for MDC.
We see MDC improves the quality in presence
of losses with a smooth quality degradation.
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Figure 4. Luminance PSNR of the worst three
consecutive frames for MDC. We see a dras-
tic improvement with MDC which allows a far
higher loss rate than the SD stream.

5. Experimental Results

5.1. Multiple Description Coding

Figure 3 shows the average luminance PSNRvs loss rate
for several redundancy levels. The 25 dB line corresponds
to the minimum acceptable quality as subjectively evaluated
by a human viewer. Results have been aggregated in 3%
bins which corresponds on average to 60 simulations per
bin and per curve.

The results show that although the use of MDC may im-
ply a loss of 1 dB in the no loss case, it drastically improves
the video quality when losses do occur. The improvement
is even more important when we consider the average lu-
minance PSNR of the worst three consecutive frames of the
sequence. This information is interesting because a defect
in the image becomes noticeable if it last across three con-
secutive frames. We see in figure 4 that the MDC coded
stream allows for as much as 15% losses with an accept-
able quality while the SD coded stream becomes heavily
corrupted with as little as 1% losses.

We must mention that the decoder does not try to esti-
mate missing information using prediction (in other words,
it does not perform error concealment). Missing blocks are
treated as zero-valued samples which causes black or col-
ored rectangles to appear. This allows us to estimate the
MDC protection alone rather than the combined effect of
MDC and error concealment techniques.

We notice that the redundancy level does not seem to in-
fluence the output very much. Once the transmitted stream
switches from SD coded to MD coded, we obtain an signif-
icant improvement in error resiliency. However, the curves
describing the behavior of the streams targeting non-zero
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Figure 5. Average luminance PSNR for FEC.
We see the improvement brought by FEC is
directly related to the redundancy level. The
higher the redundancy level, the better the
improvement but at the cost of a decrease in
quality for low-loss receivers.

redundancies almost overlap. This is due to the fact that the
encoder we used generates at most two descriptions. When
a maximum of only two descriptions is generated, and when
high bit-rates are targeted, the MDC streams generated for
various non-zero redundancy levels tend to be very similar.

The non-monotonic behavior occasionally observed for
the PSNR curve is due to the sensitivity of the MD codec to
the loss pattern. A particular loss pattern can have a more
devastating effect than a different pattern featuring the same
amount of losses (or even more losses).

5.2. Forward Error Correction

FEC results for both average and worst three consecu-
tive frames PSNR are shown in figures 5 and 6 respectively.
We observe again a great improvement in comparison to the
non protected stream. This seems to indicate that in hetero-
geneous networks, bandwidth is better allocated by addition
of redundancy than by increasing the video bit-rate. We
must however mitigate this affirmation because we used a
high bit-rate. The results might be very different for lower
bit-rates.

Contrary to the MDC case, the redundancy level has a
more visible impact on the performance. Small level has
little impact (2% FEC gives nearly no improvement) due
to block effect (burst losses) while high redundancy lev-
els allow for a very big loss rate (up to the redundancy
level) without compromising the minimum quality. How-
ever, high redundancy levels penalize receivers experienc-
ing few losses because they receive redundant data, which
unnecessarily consumes bandwidth. The redundancy level
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Figure 6. Luminance PSNR of the worst three
consecutive frames for FEC. We see that FEC
brings a large improvement but quality still
degrades sharply if the loss rate exceeds the
redundancy level.

is then more difficult to choose with the FEC method. The
loss in quality when we overrun the redundancy level is also
sharper than with MDC.

This sharp decrease in quality when we overrun the re-
dundancy level is due to the all-or-nothing nature of FEC.
Contrary to MDC where all the redundancy can be used to
refine the quality, FEC information may not be useful. If
there are few losses, most of the FEC packets are discarded
because corresponding source blocks have been received.
These FEC packets are purely redundant and do not bring
any information if all source packets have been received.
On the other hand, if too many packets are lost, FEC pack-
ets cannot be used for recovery (at least with RS codes) and
then have a negative impact of performance (bandwidth is
consumed without improving the decoded quality).

5.3. FEC or MDC?

Comparison plots for MDC and FEC are given in figure
7. We plotted curves for both fixed and adaptive redundancy
levels. We choose a redundancy level of 20% for the fixed
case for FEC and 4% for MDC (as we saw in section 5.1,
the quality increase at high loss rates does not compensate
for the loss of quality at low loss rate motivating the choice
of a lower redundancy level for MDC).

Adaptive curves are hypothetic curves that would result
of a constant adaptation of the redundancy level to the re-
ceiver’s conditions optimizing the luminance PSNR. The
curves are obtained by choosing the redundancy level which
gives the higher average luminance PSNR at each loss rate.

The fixed case is the easier to deploy, as it concerns only
the streaming server. The server adds the redundancy once
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Figure 7. Comparison of MDC and FEC for
average luminance PSNR. FEC gives a bet-
ter quality for low-loss and middle range re-
ceivers but MDC gives better results for high-
loss receivers, when the loss rate overrun the
redundancy level.

for all and transmits the protected stream to all receivers.
The more losses are expected, the higher the redundancy
level.

For fixed rates, figure 7 shows that FEC generally per-
forms better for low-loss and middle-range receivers while
MDC gives better results for high-loss receivers. Differ-
ence in quality between the two schemes is rather small for
users in the first part of the loss rate range (between 0%
and 15%), but it increases when we approach or overrun the
redundancy level (between 15% and 30%).

The adaptive case generally gives better results than the
fixed one. However, it has the drawback that, for heteroge-
neous networks, transcoding at edge nodes may be neces-
sary. In fact, the addition of redundancy must occur near the
receivers. The video could be transmitted with high bit-rate
and low redundancy by the server. On edge nodes where the
loss rate increases (e.g.at the access point of a wireless net-
work), the video can be transcoded by sacrificing bit-rate for
redundancy. The video stream can also be augmented with
redundancy, increasing the total bandwidth consumed by
the video stream. Adding sufficient redundancy is the only
option for a FEC-based system if we want full transparency
and generality (which does not involve video transcoding),
but FEC can also be used with transcoding.

6. Conclusions

The transmission of video in very large and heteroge-
neous networks can use multicast but should avoid any feed-
back from receivers to source as the feedback traffic grows
with the number of receivers and can exacerbate the net-



work condition. To alleviate or suppress the need of feed-
back, the video streams must be resilient to transmission er-
rors. This resiliency can be obtained by adding redundancy
to the transmitted video stream. This can be achieved at the
application level using MDC or at the transport level using
FEC.

The choice of MDC or FEC for resilient video transmis-
sion is not easy. It will largely depend of the goal you want
to achieve and what you privilege most as both have ad-
vantages and drawbacks. MDC makes a good use of re-
dundancy for low-loss receivers. It can be parametrized
robustly and supports both transcoding (keeping the same
bit-rate) and augmentation (addition of redundancy). FEC
is a more general technique, especially if we restrict our-
selves to addition of redundancy without the need to un-
derstand the underlying video encoding process. It gives
good results as long as you do not overrun the loss rate cor-
responding to the redundancy level. However, it must be
parametrized with care (maximum qualityvsaccepted loss
rate range). Video quality degrades also more sharply with
FEC than with MDC with which the transition is smoother.

Another key advantage of MDC over FEC is its inherent
support for splitting the video stream over multiple layers
for multicast streaming (stacking the different descriptions).
As the descriptions may be decoded independently and may
be of different sizes, it gives a very flexible and attractive
scheme for multicast distribution. FEC can also be used to
produce multiple descriptions [10] but this is less flexible
than EMDSQ.

To conclude, MDC and FEC both have their advan-
tages and drawbacks for resilient video transmission and the
choice of one or the other must be driven by our own design
constraints and priorities. Although MDC is in general less
efficient than FEC in our experiments, it is still performing
largely better than the unprotected stream while providing
an unmatched level of flexibility for multicast distribution.

Future research directions could be to combine MDC
and FEC in an hybrid scheme and to expand our analysis
to the case of video distribution with multiple layers using
multicast. It is possible that a cross-layer solution could
provide flexibility and efficiency at the same time. Finally,
we should extend our investigations to lower bit-rate video
transmissions and study the impact of the loss pattern on the
results.
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