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Abstract

This thesis is devoted to the preventive assessment and enhancement of voltage stabil-
ity and security in electric power systems. However, in the course of deriving all the
proposed methods we have paid attention to keeping them compatible with the (more tra-
ditional) handling of thermal overloads, thereby providing a unified treatment of voltage
and thermal security.

The approaches presented in this work apply to both deregulated environments and clas-
sical, vertically integrated ones.

The heart of most methods developed in this thesis is : (i) the derivation of sensitivities
indicating the relative efficiency of the various bus injections to restore voltage stability

or increase an insufficient voltage security margin, and (ii) the use of these sensitivities in
linearized security constraints that can be incorporated to various optimization problems.

Using this formulation, we deal with three different problems of interest in preventive
security analysis:

1. congestion management. We propose two optimization-based approaches to man-
age congestions due to voltage instability and/or thermal overload. The control
variables are either power injections (generation rescheduling and load curtailment)
or power transactions;

2. computation of Available Transfer Capabilities (ATCs). We determine the simul-
taneous ATCs of multiple transactions by means of a single optimization-based
computation;

3. evaluation of security margins interval. To face the uncertainty affecting power
transfers, we present an optimization-based computation of the minimal and max-
imal margins under the assumption that individual injections vary within specified
bounds.

Besides this main theme, the thesis offers additional reflections on the:

o filtering of contingencies. We propose a simple and reliable technique to filter out
harmless contingencies when computing voltage security margins of a large set of
contingencies;

e evaluation of reactive reserves with respect to a contingency, an important topic for
voltage security reasons as well as within the context of a deregulated market where
providing reactive reserves is an ancillary service which should be properly paid.

Most of the methods proposed in this thesis were successfully tested on realistic power
system models.

From a practical viewpoint all the above computations have been coupled to the fast time-
domain quasi steady-state simulation used in the ASTRE software developed at the Uni-
versity of Liege.
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Notation

As a convenience to the reader, we have collected below some of the more frequently used
abbreviations and symbols.

TSO Transmission System Operator

BM  Balancing Market

MP  Marginal Price

VSA \oltage Security Assessment

SOL Secure Operation Limit

ATC Available Transfer Capability

M security Margin

S system Stress

BS Binary Search

SBS Simultaneous Binary Search

IC Injection Control

TC  Transaction Control

QSS Quasi Steady-State

LT Long-Term

SNB Saddle-Node Bifurcation

OEL OverExcitation Limiter

LTC Load Tap Changer

m total number of system buses

b total number of system branches

g total number of system generators in service
t total number of transactions

c total number of specified contingencies

«; the participation factor of the source @th bus to a power transfer
G the participation factor of the sink @fth bus to a power transfer
Sy \oltage Security region

St Thermal Security region

By \oltage security region Boundary

Br  Thermal security region Boundary

n Normal vector

P Power injections vector
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| ntroduction

1.1 Theroad towardsderegulation: short history

The first distribution power system was built in the early 1880’s based on the idea of
Thomas Edison. It provided Direct Current (DC) electricity to some customers of Man-
hattan. However, the delivery of DC electricity over long distances, while keeping almost
the same low voltage at all consumers, was impractical due to the high losses associated.
This difficulty was overcome by using electric transformers within Alternating Current
(AC) power systems. A first such system was built in 1886 by George Westinghouse and
William Stanley. AC systems quickly prevailed over the DC ones, so that by the end of
the 1890'’s the entire electricity supply was at AC.

Since their beginning power systems have operated monopolistically. One single com-
pany has provided the services of generation, transport and sometimes distribution of
electricity. For a long time, every of these sectors was thought of as a natural monopoly.

As far as the combined transmission and distribution network is of concern it was argued
that one network serving all customers had lower costs per customer than several dupli-
cating networks each serving only some customers (network economies) [Hym98]. On
the other hand, competing in these sectors would raise another problem related to the fact
that, in a power system, power flows obey the physical (Kirchhoff’s) laws ! Thus inter-
connecting networks belonging to different rival companies would affect their respective
capacities to carry power [BB0OO]. Moreover, environmental constraints deterred the pres-
ence of wires (in amounts more than necessary) “covering the sky” or “digging up the
streets”.

As regards generation, the larger the power plant capacity, the lower the cost per unit of
output [Hym98, BB0O]. Therefore, in order to achieve the lowest price of electricity the
largest generators have to operate at their maximum output (economies of scale). This
gave no economic incentives for operating many competing smaller plants. Moreover,
huge investments required for building large power plants were also discouraging for
potential private investors.
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The economies of scale attained the maximum efficiency in the 60’s. From there on it
started to be gradually undermined by a series of events such as: a significant technolog-
ical improvement of turbine efficiency, the decline of gas price and the revocation of the
prohibition on gas burning which had been imposed in some countries [HS96, Hym98].
Clearly, smaller gas turbine and combined cycle units have become cheaper than the old
plants. This created the premises of the movement towards the liberalization of the gen-
eration segment. Besides, significant difference in prices between neighbouring power
systems have brought a supplementary motivation for creating a free market where they
can compete together.

Started in Chile in 1982, the process of unbundling the electricity services is nowadays
widespread around the world. The deregulation of electricity markets has been driven
by political decision and changes in ideology. It belongs to a large process of economy
liberalization which encompassed the restructuring of different services, e.g. natural gas,
telecommunications, airlines, etc. [Hym98, BB0O, RV02]. The initial goal of deregulation
was twofold: to lower prices and to improve reliability. To attain the former objective a
free competition has been first allowed at generation level and in some countries also at
the distribution level. The transmission system remains, however, a natural monopoly at
least for three reasons. The first two concern the network economies and the physical
laws, explained earlier. The third motivation is that splitting the existing transmission
system between several private companies would lead to higher electricity prices (each
company needs separate service of human resources, equipment maintenance, etc.) as
well as security problems.

While in order to protect customers against abusive electricity prices governments intro-
duced caps on the profit of monopolistic companies, in the deregulated environment the
prices are freely established from the supply and demand offers. Electricity is no longer
a public service but a product.

1.2 Deregulation models

1.2.1 Market playersand transmission system oper ator

The advent of deregulation has brought many changes in the operation and control of
power systems. Depending on the particular characteristics of every power system, vari-
ous forms of electricity services unbundling were implemented. However, despite specific
achievement differences, two conceptual models emergegbotiienodel and thebilat-

eral contract model [SHP98, WV99, Dav98]. Initially, power markets around the world
have rather adopted one of these two models in its pure form. The need to bring more
choice to customers while maintaining the advantages of centralized operation has pro-
gressively led to a hybrid pool-bilateral contract model. Thus, nowadays one encounters
markets where the emphasis is put more on the pool model (e.g. Chile, UK, Sweden,
Argentina, Spain), while others are based mostly on bilateral transactions (e.g. USA,
Norway).
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A common feature to all deregulated environments is the creation of two new basic insti-
tutions, namely amlectricity market and atransmission system operator.

Electricity market is the place where market participants (generators, distributors, bro-
kers, etc.) trade energy or sign financial contracts. One may broadly distinguish between
three temporal electricity markets: long-, mid- and short-term. Since in this work we will
mainly deal with on-line aspects of security, only gmert-term market will be consid-

ered. There are two short-term markets: dag-ahead and thebalancing market®. The

role of the day-ahead market is to set up the schedule of power exchanges between mar-
ket players for the each hour of the next day. This task is similar to the traditional unit
commitment in a vertically integrated environment. The purpose of the balancing market
is to correct in real-time the mismatch between generation and load, owing to the load
deviation from the forecasted value.

The Transmission System Operator (TSO) must ensure nondiscriminatory access to the
transmission network by all market participants and be independent of their financial in-
terest. In some markets, the TSO is completely independent, not only of generating com-
panies but also of the transmission company. This is known as an Independent System
Operator (1SO), a non-profit entity regulated by the state. In other markets, the TSO is
also the owner of the transmission grid, and may be a for-profit or a non-profit company.

The TSO is responsible for maintaining the security of the integrated generation and trans-
mission system, even if it owns none of them. To this purpose, the TSO runs an “ancillary
services” market (e.g. automatic generation control, spinning reserve, var support, etc.)
in order to procure enough operating reserves to the system. An important task of the
TSO is thecongestion management. A power system is said to be “congested” when it
operates beyond one or more transfer limits. Congestion management consists in control-
ling the transmission system such that no transfer limit is exceeded [CWWO0O0]. Removing
congestion is more challenging in a deregulated environment than in the former vertically
integrated structure because the TSO does not have anymore the full control on genera-
tors. In order to provide more choice to control power system security the participation
in both the day-ahead and the balancing market should be mandatory (as in UK) and not
optional as is still the case in some countries (e.g. Argentina).

1.2.2 The pool model

In this model there is a neutral entity, namely tarket Operator (MO), who operates

the wholesale day-ahead energy market (also called in this nspoteinarket or power
exchange). All trades are done only with the MO, who buys electricity from the competing
generators and sells it to the distribution companies.

The salient features of the pool model are a bid-based auction dispatch to match gener-
ator supply with customer demand as well as a pricing scheme of electricity. There are
generally two such pricing methods:

Iknown also asegulating or hour-ahead market
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e theuniform pricing (e.g. Spain, Alberta, former system in UK, New England and
Ontario schemes)

e thelocational (nodal) spot pricing (e.g. New York, PJM, California)

A common feature of both pricing methods is that they start with an auction-based dis-
patch [CGAO03]. The goal of the latter is to maximize toeial benefit 2, i.e. the power
producers should obtain the largest prices for their energy while the consumers should
pay the lowest prices for the purchased energy.

Let us first describe this auction procedure for the operation of the day-ahead market in
intervals of one hour of the next day. Generators and distributors submit bids to the MO.
Each generator bid consists of the minimum price at which the generator is willing to sell
power and the corresponding amount of power. Similarly, each distributor bid consists of
the desired amount of power and the maximum price at which it is willing to pay for this
power. The MO establishes a merit order of generators (by increasing order of their offer)
and distributors (by decreasing order of their offer), and then aggregates the supply and
demand curves (see Fig. 1.1). The crossing point of these curves defindarthiaal

Price (MP), or clearing price, of the system and the quantity of traded power, or total
cleared power. Note that in some systems there is an auction on the generators side only,
and the demand curve is replaced by the forecasted load level in the concerned interval of
time. In this case, the demand curve corresponds to a vertical line (inelastic load). This
situation leads to a particular objective, which has been extensively used in vertically
integrated systems, i.e. minimize the generation cost for a given consumption.

price

supply curve

marginal
price

—| demand curve

power

cleared
power

Figure 1.1: Supply-consumption bid curves

One can remark that thigiconstrained least-cost dispatch computed by the MO is iden-
tical to the classical economic dispatch, with the distinction that generator cost curves
are replaced by bid prices. However, unlike the cost curves which are known with cer-
tainty, the bid prices vary according to the strategy followed by the suppliers and may be
different from the real costs.

Once the unconstrained dispatch is known, the uniform pricing method encompasses two
successive steps [MGC02, CGAO03]. One first checks whether this dispatch violates any

20r social welfare
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transmission limit. If it is the case, a redispatch is carried out to remove congestion. The
transmission losses are then computed and allocated to producers and consumers.

The TSO should relieve the congestion by redispatching at the least cost the generators
whose bids were accepted (initially “constrained-on” or “in-merit” generators). If the con-
gestion cannot be removed by redispatching the constrained-on units, one must envisage
the commitment of generators with unsuccessful bids (initially “constrained-off”, “out-
of-merit”, or “must-run” generators) taking into account their cost and their efficiency
for congestion relief. This may require the withdrawal of the most expensive initially
constrained-on generators.

According to the uniform pricing theory, in a lossless system, if there is no congestion the
price of electricity is the same everywhere in the system and equal to the price bid by the
most expensive generator scheduled to operate. In other words, each generator is paid at
the MP and each customer pays this price.

The uniform pricing method is thus very simple and transparent. On the other hand,
its main drawback stems from the separate handling of transmission congestions and
losses. However, techniques to handle all three steps together were recently proposed
in [MGCO02, Mil03].

The spot pricing method takes into account, for a given unconstrained dispatch, trans-
mission limits and losses simultaneously. Simply stated, according to this theory, the
price is adjusted for each market player in order to take into account its contribution to
network losses and constraints. The nodal prices are usually obtained as dual variables
(or Lagrange multipliers) of anptimal power flow computation performed to compute

the optimal dispatch. The Lagrange multiplier associated with each power flow equation
represents the variation of the overall generation cost for an increment of load at that bus.
Thus, each generator is paid a price based on the marginal cost of serving an increment of
load at its location. Generally, the nodal prices are higher at the consumer locations than
at suppliers locations.

It is noteworthy that in an uncongested and lossless system, if one ignores reactive power,
both the uniform and spot pricing methods provide the same results, i.e. the price of

electricity is the same everywhere in the system, and equal to the MP. Both methods
reflect, albeit differently, the contribution to congestion price.

There are two main advantages of nodal pricing over uniform pricing. Firstly, it reflects
the contribution of each market player to network losses. Secondly, by considering loca-
tion dependent prices, it gives incentive for building new power plants at the proper place.
As any method, it has also weaknesses. It is more complex and much less transparent
comparatively to the uniform pricing because the solution of a set of nonlinear equations
is required. On the other hand, the main drawback of nodal pricipgice volatility,

namely large variations of spot prices, under congested conditions, due to subtle changes
in dispatch. These variations may stem from [FHR97]: (i) additional congestion con-
straints becoming active (or inactive) under changing load and generation; (ii) changes in
bid price by suppliers and distributors; (iii) subtle load variation while bids and congestion

Swhose theory was first proposed in [SCT88]
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constraints remain unchanged. The first is the most significant cause of volatility.

We mentioned that when using uniform pricing, the last-in generator determines the clear-
ing price paid to all other in-merit plants. This system of pricing is non-discriminatory
because all winning generators are paid the same price, regardless of their individual
bids. This kind of auction creates incentives for bidders to bid their true costs and avoid
guessing the bids of others. In an ideal market it is each generator interest to bid its true
marginal cost, otherwise it could be rejected from the market.

Significant decrease in prices were reported in some pool markets after deregulation, e.g.
the Nordel pool. Nevertheless, it is not the case everywhere (e.g. UK system and Califor-
nia) because this type of auction is vulnerable to “gaming” [Bia02]. The latter refers to a
strategic behaviour of generators aimed at artificially increasing the clearing price. This
situation may occur in a market with a lower extent of competition in the generation sector
(calledoligopoly market), e.g. when few companies own all generators. In such an envi-
ronment, the higher the load conditions, the greater the possibility for gaming. The reason
is that under high load conditions few generators among the most expensive compete for
establishing the clearing price. Conversely, under light load conditions generators which
would be prone to increase their bid risk to be displaced by other, cheaper generators. Let
us finally note that the simplest mechanism of gaming is by inflating the bid price whereas
all in-merit plants benefit from any clearing price increase (tacit collusion) [Bia02].

1.2.3 Thebilateral contract model

This paradigm relies on the conjecture that free market competition is the best way to

achieve economic efficiency. In this model consumers have “direct access” to a supplier
of their choice. Consumers and suppliers independently arrange trades, setting by them-
selves the amount of generation and consumption and the corresponding financial terms
[SHP98, WV99]. Obviously, consumers seek for the cheapest generators while generators
seek for the best-paying consumers.

It is noteworthy that, unlike the pool, this model has no centralized dispatch of generators.
The brokers or scheduling coordinators take care of balancing each production with the
corresponding consumption.

The underlying element of this model is ttransaction. The latter is a bilateral exchange

of power between a selling and a buying entity. The selling (resp. buying) entity is called
source (resp.sink) and each one can encompass more than one generator (resp. one load).
The transactions can be of two types: firm and non-firm. Firm transactions are not subject
to curtailment and are willing to pay a cost in case of congestion. Conversely, non-firm
transactions are unwilling to pay congestion cost and are subject to curtailment.

In this environment, a crucial information is the determination ofAtlable Transfer
Capability (ATC) for all foreseen trade paths [ATC96, ESO01b]. Each ATC represents
the maximum increment of power which can be transmitted from a supplier to a consumer
without violating any security constraint. These values are typically computed for the next
hour as well as for several hours ahead. They are put on a website known as OASIS (for
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Open Access Same-time Information System), operated by the TSO. Each market player
can use them in order to make reservation [CWWO0O0]. Reservations can be made on the
day-ahead market for each hour of the next day.

We briefly describe an auction mechanism to establish bilateral contracts [SLL02]. Gen-
erators submit bids to loads taking into account the posted ATC values. A load accepts
electricity delivery from the generator with the lowest bid as long as this price is lower
than what it is willing to pay. If the lowest price requested by generators is too high
with respect to the load offer, the load either modifies its offer for a second auction or
withdraws from the bilateral market. Note that generators are also responsible for paying
system losses and transmission charge. Situations where a generator wins the auction of
more than one load can occur. In this case the generator sells its available power, in de-
creasing order, to those loads that give it the highest profit. Once the auction is closed,
the TSO has to check whether all desired bilateral trades are feasible or not. If there is
no congestion, the schedules can be easily fulfilled by the TSO. Otherwise, the TSO has
to either adjust transactions or redispatch at the least cost generators competing in the
balancing market. In the latter case a challenging problem is to allocate in a fair way the
extra cost due to congestion among transactions.

Two problems arise in this model. First, the lack of coordination among the independent
trades may lead to a violation of transmission constraints because ATCs are usually com-
puted for each transaction separately whereas they occur simultaneously. Second, it may
be difficult to allocate losses to the various transactions.

In this model the role of the TSO is considerably reduced, one speaks of a minimum TSO
model, as opposed to a maximum TSO model in the pool model [NNO2]. Indeed, in this
model the TSO does not control any energy market while in a pool it often manages the
spot market and consequently replaces the market operator. However, in both paradigms,
the TSO runs the balancing as well as the ancillary service market.

The strategic behaviour of market players still exists in this model [SLLO2]. However it
is significantly reduced in comparison with the pool model.

1.3 Motivation and objectives of thiswork

With the opening up of large electricity markets, in many countries, more and more power
transactions have been established. Interconnections in particular have started to be more
extensively used for trading (due to price differences on both sides of the border), in-
creasing thus the size of the generation market. Besides, significant unidentified flows
(stemming from trades between third countries) have been observed in some systems
(e.g. Belgium in June 1999 [Bor01]). Obviously, system operation is pushed closer and
closer to its limits. Moreover, power systems often operate in unforeseen conditions since
transactions follow different patterns than those assumed at the planning stage. Accord-
ingly, operation limits that were seldom met in the past could become more constraining
in this new environment.
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Actually, some power systems operated under rather stressed conditions even before
deregulation. The last two decades especially were characterized by an important increase
in electricity demand. At the same time transmission network expansion was slower and
deterred by environmental, society and financial constraints. Besides, an increase of trans-
mission capacity through FACTS devices was impractical in most cases due to their still
prohibitive cost.

\oltage instability andthermal overload are two significant threats of power systems.

Thermal overload is the earliest cause of insecurity in power systems. It is related to
the maximal allowable current which can be transferred through an equipment without
damaging it irreversibly nor causing dangerous conductor sags. Some transmission lines
may be equipped with overcurrent protections that disconnect them after some time. Their
tripping by these devices or by operator may cause the overload to be “redirected” to other
system elements thus leading to cascade trippings and eventually to a blackout (USA 1965
and 2003, New York 1977, Italy 2003 etc.).

The operation of power systems under the above mentioned stressed conditions has em-
phasized another danger to power system security, namely voltage instability. The lat-
ter stems from the attempt of load dynamics to restore power consumption beyond the
amount that can be provided by the combined transmission and generation system [VCV98,
VCO00]. Many incidents around the world have resulted in severely depressed voltage pro-
files or even system collapse (France 1978 and 1987, Belgium 1982, Florida (USA) 1982,
Sweden 1983, Japan 1987, etc.) [Tay94].

While already a major concern in vertically integrated companies, Voltage Security As-
sessment (VSA) becomes even more important in the open access environment. VSA
should be performed in control centers for operating points forecasted on the each hour of
the next day (by the day-ahead market) but also in real-time, in order to face unforeseen
events. The TSO should evaluate security margins with respect to credible contingen-
cies. For on-line applications an adequate contingency filtering is indispensable in order
to quickly identify harmless contingencies and limit the analysis to the harmful ones. In
case of congestion, i.e. when security margins are deemed insufficient or when the sys-
tem has no margin with respect to a plausible contingency, the TSO should determine
the best preventive actions to restore such margins. A particular case of security margin
computation is the determination of non-simultaneous ATCs, a much needed information
in an open access environment. Because the cumulative effects of transactions may lead
to congestion, improved ATC values taking into account simultaneous power transfers
should be considered.

Finally, because the system evolution assumed in the computation of security margins
involves some uncertainty, the robustness of these margins with respect to parameter
changes should be investigated, especially in a deregulated environment where the pre-
ventive actions taken should not be discriminatory.

Efficient computer methods are needed to carry out all these VSA tasks.

The main objective of this thesis was to derive such rigorous, although realistic procedures
for the preventive analysis of voltage security in the day-ahead or real-time environments.
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In the course of deriving such procedures we have paid attention to keeping them com-
patible with the (more traditional) handling of thermal overloads, thereby providing a
unified treatment of voltage and thermal security constraints. Note that, very often, these
two security aspects are analyzed separately, thermal overloads through linear techniques
[WW96] and voltage instability through nonlinear ones [VCV98]. In some systems, the
two aspects can be coupled.

1.4 Structureof thethesis

The remaining of this thesis encompasses seven chapters.

Chapter 2 recalls basic power system stability notions, with emphasis on voltage instabil-
ity. In this respect, two mechanisms of long-term voltage instability are briefly reviewed
through theoretical examples.

Chapter 3 deals with voltage (and thermal) security assessment. More precisely it con-

centrates on the computation of security limits (and margins). Two related problems of

practical importance are also considered, namely the filtering of contingencies and the
evaluation of reactive reserves.

Chapter 4 details the derivation of a sensitivity type of information, aimed at ranking
candidate controls with respect to their efficiency in restoring or enhancing voltage and
thermal security. After reviewing the available approaches, we propose a new sensitivity
formulation. The linearized security constraints built on these sensitivities will be used to
solve three distinct problems, discussed in the subsequent chapters.

Chapter 5 is devoted to the timely problem of congestion management in a deregulated
environment. Two optimization approaches are proposed to cope with both voltage and
thermal congestions. The first one considers power injections as control variables while
the second one relies on power transactions.

The purpose o€Chapter 6 is to evaluate available transfer capabilities in the presence of
several simultaneous transactions. Simultaneous ATCs are obtained as the solution of a
voltage and thermal security constrained optimization problem. The fairness of allocating
transmission capacity among multiple market players is discussed through the choice of
the objective. We also compare the merit of this approach with that of non simultaneous
ATCs.

The topic addressed @hapter 7 has to do with the uncertainty affecting the anticipated
power transfers. More precisely, for given bounds on the individual injection variations,
and for a given contingency, we determine the interval of variation of a security margin.
To this purpose, we use once more an optimization formulation. We then pay attention to
the sensitivity of the minimal margin with respect to the above bounds. We also discuss
the extension to several contingencies.

General conclusions as well as directions for future work are presen@thpter 8.
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1.5 Publications

Most of ideas presented in this thesis can be found, albeit in a more compact form, on the
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Chapter 2

Voltage stability

This chapter contains a very brief introduction on the voltage instability phenomenon.
We first give a short overview of the three forms of instability (angle, frequency and volt-
age) which a power system may exhibit. Then, we present the reference model for the
time simulation of voltage stability phenomena, focusing especially on the Quasi-Steady
Sate approximation which is at the heart of the software used throughout this whole re-
search work. Finally, we present two typical examples of long-term voltage instability
mechanisms.

2.1 Definition and classification

Power system stability is essentially a single problem. However, in order to properly
understand and effectively deal with the various forms of power system instability, it
is convenient to make simplifying assumptions which allow to analyze them using the
right degree of detail of system representation and appropriate analytical techniques. The
classification and the short description provided in this section are largely borrowed from
[CTFO2].

The instability forms that a power system may undergo aotor angle, frequency and
voltage instability (see Fig. 2.1).

Rotor angle stability refers to the ability of synchronous machines of an interconnected
power system to remain in synchronism after being subjected to a disturbance. It depends
on the ability to maintain/restore equilibrium between electromagnetic torque and me-
chanical torque of each synchronous machine in the system. Angle instability occurs in
the form of increasing angular swings of some generators leading to their loss of synchro-
nism with other generators.

Small-disturbance (or small-signal) rotor angle stability is concerned with the ability of

the power system to maintain synchronism under small disturbances. In practice, this
form of instability is usually associated with insufficient damping of oscillations due to
the lack ofdamping torque. Large-disturbance rotor angle stability or transient stability,

11
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Figure 2.1: Classification of Power System Stability according to [CTF02]

on the other hand, is concerned with the ability of the power system to maintain syn-
chronism when subjected to a severe disturbance, such as a short circuit. This kind of
instability usually occurs in the form of aperiodic angular separation due to insufficient
synchronizing torque.

Both forms of angle stability can be captured by simulating the system behaviour during
10-20 seconds following a disturbance.

Frequency stability concerns the ability to maintain/restore equilibrium between the total
generation and the total |oad powers, with minimum unintentional loss of load. Frequency
instability typically occurs in the form of frequency decay or rise leading to tripping of
generating unitsand/or loads. In large interconnected power systems, thistype of situation
ismost commonly associated with extreme conditions following splitting of systemsinto
islands. Historically, improvementsin protections and voltage regul ators have reinforced
considerably the system against angle instability. With the enhancement of the angle
stability limit, in some systems, voltage instability has become more limiting.

\oltage stability refers to the ability of a power system to maintain steady voltages at all
buses in the system after being subjected to a disturbance. Voltage instability generally
occursintheform of aprogressivefall of voltages of some buses. Notethat an overvoltage
instability, manifesting as a progressive rise of voltages of some buses, also existsand has
been experienced at least on one system [VCM97].

One term used in conjunction with voltage instability is voltage collapse. It refers to
the process by which the sequence of events accompanying voltage instability leads to a
blackout or abnormally low voltages in a significant part of the power system.

Loads are the driving force of voltage instability, and for this reason this phenomenon has
also been called load instability. Note, however, that |oads are not the only responsiblefor
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instability. A transmission system has alimited transfer capability, asiswell known from
the Circuit Theory. This limit (also affected by the generation system) marks the onset
of voltage instability. The cause of voltage instability is the attempt of load dynamics
to restore power consumption beyond the capability of the combined transmission and
generation systems[VCV98].

For conveniencein analysis and for gaining useful insight into the nature of stability prob-
lems, it isuseful to characterize voltage stability in terms of the following two categories:

¢ small-disturbance voltage stability which refers to the system ability to maintain
steady voltages when subjected to small perturbations such asincremental changes
in system load. This form of stability isinfluenced by the characteristics of loads,
continuous controls, and discrete controlsat agiveninstant of time. It can be studied
with steady-state approaches that use linearization of system dynamic equations at
agiven operating point [GMK92, GMK96];

¢ large-disturbance voltage stability which concerns the system ability to maintain
steady voltages following large disturbances such as system faults, loss of gener-
ation, or transmission line outages. This ability is determined by the system and
load characteristics, and the interactions of both continuous and discrete controls
and protections. It can be studied by using nonlinear time-domain simulations.

The time frame of interest for voltage stability problems may vary from a few seconds
to tens of minutes, according to the speed of load restoration. Therefore, the analysis of
voltage stability can be decomposed in two time scales:

¢ short-term voltage stability which corresponds to a time-frame of several seconds.
It is motivated by loads with fast restoration, such as: induction motors, electron-
ically controlled loads and HVDC interconnections. Thisis also the time scale of
synchronous generators and their regulators (Automatic Voltage Regulator (AVR)
and governor) and FACTS devices (e.g. static var compensators. Since thisis aso
the time scale of angle stability, thereis not always a clear separation between volt-
age and angle stability problems;

¢ |ong-term voltage stability which corresponds to a time-frame of several minutes.
The main restoration mechanism comes from Load Tap Changers (LTC) and ther-
mostatic loads. The most relevant system components to voltage stability in this
timescaleare: controllers (secondary voltage control, |oad-frequency control, shunt
capacitor/reactor switching) and protecting devices (OverExcitation Limiters (OELS),
armature current limiters).

Note, however, that small-disturbance and large-disturbance voltage instability manifests
in the same way, that is as a progressive and uncontrollable fall of voltages. Therefore,
this distinction is not as important as in the case of rotor angle stability, where transient
and small-disturbance stabilities relate to distinct problems.

Thiswork mainly focuses on long-term large-disturbance voltage instability.
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2.2 Timesimulation of voltage stability phenomena

Multi-time-scale simulation of voltage stability phenomena requires the numerical inte-
gration of alarge set of differential-algebraic, continuous-discretetime equations[V CV98].
The reference model takes on the general form:

x =f(x,y, 2, Zq) (2.2)

0=g(x,y, 2 2q) (2.2)

z. = h.(X,y, 2, 2q) (2.3)

zq(k+ 1) = hy(x,y, 2, 24(k)) (2.4)

The differential equations (2.1) describe the behaviour of the short-term dynamics of gen-
erators, induction motors, HDVC and FACTS components, etc. x istheir corresponding
state vector.

The algebraic equations (2.2) represent the network equations, whose responseis assumed
instantaneous. y isthe vector of bus voltage magnitudes and phase angles.

The equations (2.3) capture the continuous-time long-term dynamics, z. being the corre-
sponding state vector. For instance, such equations model the recovery of thermostatic
and aggregate loads and also appear in the PI control laws of secondary frequency and
voltage controllers.

Finally, the equations (2.4) capture the discrete-time long-term dynamics, z, being the
corresponding state vector. The latter includes, for instance, shunt susceptances or the
ratio of transformers equipped with LTC.

When devising fast methods to analyze voltage stability it is convenient to exploit thetime
separation which exist between the short and the long-term phenomena. Thus two main
approximations can be made [VCV 98]

¢ when short-term voltage stability is of concern, the slow variables (z. and z,) are
assumed as practically constant during the fast transients. Note that z, is actu-
aly constant in the interval between discrete variable changes (e.g. in between tap
changes). Short-termvoltage stability simulation relies therefore only on (2.1, 2.2).
Note that thisis the model used in angle stability studies, with proper account of
load behaviour. Thus, in principle, the numerical integration methods used for angle
stability studies apply equally well to short-term voltage stability studies;

¢ when long-term voltage stability is of concern the short-term dynamics are con-
sidered infinitely fast. This leads to the Quasi-Seady Sate (QSS) approximation
simulation of the long term dynamics [VCV 98], which consists in replacing the
fast dynamics (2.1) with their equilibrium equations:

0= f(Xv Yy, 2z, Zd) (25)

By neglecting the short-term dynamics (up to some point) the analysis of long-term
voltage instability mechanismsis considerably speeded up.
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The QSS approximation is at the heart of the ASTRE software, developed at the Uni-
versity of Liege and now used by four power companies. This software has been used
throughout this whole research work.

This method, which has been validated with respect to detailed time simulation [VCM97],
offers better accuracy and richer interpretations than those based on load flow equations.
For instance, in unstable cases, the area in trouble is automatically pointed out, while
complementary diagnosis tools, such as those developed in this thesis, can be run on the
unstable system trgjectory in order to identify appropriate remedial actions.

Thus, the method offers an interesting compromise between the computational efficiency
of static methods, which is required for real-time applications, and the above advantages
of time-domain based approaches.

While the equations (2.5) are formally obtained from the equilibrium conditions of (2.1),
in practice, each synchronous generator, its governor and its AVR, are represented by
three nonlinear algebraic equations which take into account the generator saturation, the
AVR steady-state gain and the speed droop. The corresponding three variables x are the
rotor angle, the electromotive force (e.m.f.) proportional to field current and the e.m.f.
behind saturated synchronous reactances [VCV98]. These three nonlinear equations are
solved at each time step, together with the network ones (2.2).

One of the typical load models used is represented in Fig. 2.2. Voltage dependent active
and reactive powers are assumed at the MV bus behind the HV-MV distribution trans-
former, in parallel with a shunt compensation capacitor. Load power restoration mainly
comes from the LTCs operating in such transformers.

HV

MV
- | R=PR(R/V)"

Q2 = Q3(V2/V5)’

Figure 2.2: Exponential load model

QSS simulation reproduces the long-term dynamics of LTCs, OEL s, automatically switched
shunt compensation, secondary voltage control (if any), protecting devices, etc. Thissim-
ulation takes into account the (initial and subsequent) delays in between transformer tap
changes, the delays before a synchronous machine is switched under constant field cur-
rent, etc. More details about the method as well as a discussion of its limitation can be
found in [VCV98] and related publications.
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2.3 Voltageinstability mechanisms

From a system theoretical perspective, when a large disturbance causes a power system
to be long-term voltage unstable, three main instability mechanisms can be thought of
[VCV9g]:

e LT1: lossof equilibrium of the long-term dynamics;
e LT2: lack of attraction towards the stable long-term equilibrium;

e LT3: growing voltage oscillations.

LT1 isthe most typical instability mechanism, with the load trying either to recover their
pre-disturbance powers through LTC actions or to reach their long-term characteristics
through self-restoration. This scenario is further described in Section 2.3.1. Incidentally,
in a system with no long-term load power restoration, LT1 voltage instability is not likely
to be a concern.

A typical example of LT2 instability would be an LT1 scenario followed by a delayed
corrective action which restores a stable equilibrium but not fast enough for the system to
be attracted by the stable post-control equilibrium. This mechanism is further discussed
in Section 2.3.2.

The LT3 instability mechanism, LT3 has apparently not been observed in a real power
system.

Let usrecall that similar instability mechanismsexist in the short-term timeframe, leading
to short-term voltage instability. They are out of scope of the present work. Moreover,
along-term instability may in turn trigger an instability of the short-term dynamics. The
interested reader may refer to the Chapter 8 of [VCV98].

2.3.1 Exampleof LT1instability

Let us consider the simple system of Fig. 2.3, inwhich aload isfed by agenerator through
a double circuit line and a transformer with LTC. The transformer is assumed ideal for
simplicity.

E Vv Va

A - 7o

P —|—Qc

Figure 2.3: Two-bus LTC system
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We assume an exponential short-term load characteristic :

V2 \*° V©

P_p, (V—) _p, (7) (26)
Vs B 1% B

Q=0 <i) = Qo <@) (2.7)

witha > 1, 8 > 1 and we take the LTC setpoint V., as reference for the exponential |oad.

In this system the long-term dynamics are due to the LTC. Neglecting the LTC deadband
effects, the long-term equilibrium is such that V;, = V;? (or equivalently P = P,) which
means that the long-termload characteristic is constant power.

A large-disturbance long-term voltage instability scenario is sketched in Fig. 2.4 using the
well-known PV curves, related to the primary side of the transformer. The solid curves
represent the pre- and post-disturbance network characteristics, respectively. The dotted
curves are the short-term load characteristics corresponding to equations (2.6), for various
values of r. Finaly, the dashed vertical lineisthe long-term load characteristic.

Let us consider that the system operates initially at the point A, the intersection between
the pre-disturbance network characteristic and the long-term load characteristic P = P,
see Fig. 2.4. Let us assume that a disturbance occurs, e.g. the loss of one circuit of
the line. Consequently, the network characteristic shrinks and the short-term equilibrium
point “jumps’ in B, the intersection between the short-term characteristic and the post-
disturbance network characteristic. As point B is characterized by a lower load power,
and hence, alower load voltage V5, the LTC starts decreasing the transformer ratio » with
the intention to restore the load voltage V5. This causes the short-term characteristics to
change as shown in the figure. The corresponding successive short-term equilibria are
points D,E,F,G.

pre—disturbance

Figure 2.4: Loss of long-term equilibrium

Note that during this transition the system has crossed the point C which is the “nose’
of the post-disturbance network characteristic. We call this point the critical point of the
system evolution. The corresponding voltageis called the critical voltage. After thispoint
both voltage and load power restoration by the LTC fail.
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The nature of instability is revealed by observing that the long-term characteristic does
not intersect the post-disturbance network characteristic (see Fig. 2.4). Thisisclearly a
case of LT1 instability, for which the long-term equilibrium equations have no longer a
solution. Any algorithm trying to solve them will diverge.

In this simple example and under the assumption «, 3 > 1 thereis aways an intersec-
tion point between the short-term load characteristic and the post-disturbance network
characteristic. However, in amore complex system, there may be alast point of intersec-
tion between the two characteristics as intentionally depicted by the point G in Fig. 2.4.
Beyond thispoint, afurther decrease of theratio r will lead to aloss of short-term equilib-
rium. The short-term dynamics thus become unstable and the system collapses. Note that
the final outcome of an LT1 instability may also be a pseudo-stabilization at low voltage
due to LTC limitation. We mention that such a state should not be mistaken by declared
it stable because other load recovery mechanisms, such as distribution regulating trans-
former, thermostatic loads, etc. may become active driving the voltage decline further
towards a collapse. Thusit is more reasonabl e to consider the final operating condition as
unstable, since any attempt to restore load will drive the system to further degradation.

Wefinally mention that, in areal-life system, the maximum power that can be delivered to
loads, and hence the critical point, is strongly influenced by the reactive power limitation
of generators (and compensators). The switching of generators from AVR control to field
current limit by OELSs causes the network PV characteristic seen by the loads to further
shrink, in addition to the disturbance effect. Thisis shown graphically in Fig. 2.5. Since
the limitation takes place after some delay, the operating point moves as indicated by the
dotted arrows. The maximal power delivered to the load with the generator under OEL
control, which corresponds to the point C (see Fig. 2.5), is significantly less than with the
generator under AVR control.

v

under
AVR
control

under

OEL
control

P

Figure 2.5: Effect on PV curves of generator limitation

2.3.2 Exampleof LT2 instability

L et us come back to the example of Fig. 2.4, with the PV curves reproduced in Fig. 2.6.
The system is initially operating at the point A on the pre-disturbance network charac-
teristic. Asin the previous example, a disturbance causes post-disturbance characteristic
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to no longer intersect the long-term load characteristic P = P, thereby leading to LT1
instability. Before the LTC starts acting the operating point jumps to B (the intersec-
tion between the dotted short-term load characteristic and the new network curve). The
subsequent load restoration takes the system along the post-disturbance curve, passing
successively through the points D,E,F and G. This is shown in Fig. 2.6 with a series of
dotted short-term characteristics.

V pre-disturbance

capacitor disturbance
switching

Figure 2.6: Loss of attraction towards along-term equilibrium

Let us assume that a significant amount of shunt compensation is available at the load
bus (see Fig. 2.3), and is switched in the system after some delay [BTS96]. Thisyields
a new post-control network PV characteristic, on which there are now two long-term
equilibrium points S and U. It can be easily shown [VCV98] that S (resp. U) is stable
(resp. unstable) with respect to the long-term dynamic of the LTC.

Let ¢; be the time instant at which the capacitor switching takes place. The short-term
equilibrium point jumps accordingly from F to the point with the consumed power P(t)
(see Fig. 2.6). Since at this point the load power exceeds that of the long-term character-
istic P,, it results from equations (2.6) that V5, > V.?. Consequently, the LTC will increase
the ratio r in order to decrease the voltage 1, and the system will be attracted by the
stable equilibrium S. Now, if the switching action is taken at the time ¢, > t;, when the
system operates at the point G, the power consumed just after switching is P(¢2). From
P(ty) < P, itresultsthat V, < Vi and consequently the LTC will keep on decreasing
the ratio » and instability will continue. In fact, the region of attraction of the stable
equilibrium S is bounded by the unstable equilibrium U. This example shows that if the
control istoo much delayed, instability takes place by lack of attraction towards the final
equilibrium (LT2 mechanism).
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Chapter 3

Evaluation of voltage security margins

While the previous chapter offered a succinct introduction to voltage instability phe-
nomenon, this one focuses on security issues. We first introduce the conceptually at-
tractive notion of security region. We then consider two levels of security analysis. the
evaluation of contingencies at a given operating point and the determination of secu-
rity margins with respect to contingencies. After describing practical procedures for the
computation of these margins, we address the important problem of filtering a large set
of contingencies. We present numerical results of margin computations and contingency
filtering obtained on two real-life systems. The chapter ends up with an approach to eval-
uate reactive power reserves with respect to contingencies, as a by-product of margins
computation.

3.1 Security analysis

Power system security can be defined as the ability of the system to withstand any “credi-
ble’ contingency. Withstanding a contingency impliestwo aspects. First, the system must
reach a post-contingency equilibrium as well as survive the transition towardsit. Second,
at this point no physical constraints must be violated.

The above characterization of system security underlinestwo aspectsof itsanalysis[DL 74,
FC78, CTF02]:

e static security analysiswhich involves steady-state analysis of the post-contingency
system conditions to verify that no equipment rating and voltage constraint is vio-
lated;

e dynamic security analysis which involves the examination of the different cate-
gories of system instability (rotor angle, frequency and voltage) described in the
previous chapter.

Security analysis consists in checking the system ability to undergo specified contingen-
cies. When voltage instability and thermal overload are of concern, the system is said to

21
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be secure if none of the specified contingencies causes an unstable voltage evolution or
leads to branch currents above their physical limits. Otherwiseit isinsecure.

Credible contingencies are disturbances with a reasonable probability of occurrence. For
both long-term voltage stability and thermal overload analysis, the relevant contingencies
are outages of transmission or generation facilities. In this time frame the sequence of
events that leads to such outages does not really matter. On the contrary, for short-term
voltage stability, the system response to short-circuits must be investigated, in addition
to outages. A well-known criterion isthe N — 1 security, according to which a system
must be able to withstand any single transmission or generation outage without major
conseguences. In some cases, multiple outages having a single cause may be considered
asan N —1 contingency. Besides, multiple (N — &) contingencies may also be considered,
for instance the tripping of all equipments connected to a bar owing to a bus-bar fault.

System protection devices may contribute to stabilizing the system in post-contingency
configuration and hence must be taken into account in contingency evaluation. We may
distinguish between “normal” countermeasures, which do not affect the quality of power
delivery, as opposed to “emergency” countermeasures. Compensation switching, increase
in generator voltage set-points and secondary voltage control are examples of the former,
while LTC blocking, LTC voltage reduction, and in the last resort, |oad curtailment belong
to the second category. A common practice is to assess the system ability to survive
credible contingencies with the sole help of normal countermeasures.

3.2 Contingency evaluation approaches

Thewell-known linear nature of thermal overload problemsallowsto deviserather simple
contingency evaluation approaches. The simplest and fastest one is the DC load flow
[BS70, WW96]. Thelatter servesonly for computing MW flows on transmission elements
but gives no indication on what happens to voltage magnitudes or both Mvar and MVA
flows. In cases where pre- and post-contingency voltage magnitudes remain close to their
nominal values the DC load flow provides sufficient accuracy with respect to MW flows.
Let us recall, however, that overcurrent protections and conductor heating have to do
with Amperes and not MegaWatts. Although, in practice, high currents are determined
mostly by active rather than by reactive power flows, neglecting the Mvar flows represents
another source of inaccuracy of this technique.

An accurate evaluation of pre- and post-contingency branch currents can be obtained us-
ing a full (or AC) load flow. Nowadays computers are fast enough to easily perform
on-line thermal security analysis based on AC load flow computations. One should rely
on more detailed techniques, e.g. QSS simulation (see Section 2.2) only when the post-
contingency load flow may diverge due to the impossibility to take into account some
discrete post-contingency controls or when voltage and thermal problems are strongly
coupled.

As regards voltage security, the benchmark technique for contingency evaluation is the
multi-time scale numerical smulation [SBD89, DS93, VCV98]. It providesthe best mod-
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elling accuracy, the highest interpretability of results (in terms of the sequence of events
leading to voltage instability or collapse), the possibility to obtain information on reme-
dial actions and the possibility to capture all types of voltage instability. On the other
hand, it is much time consuming and therefore almost impossible to use during the short
time period of on-line analysis.

Satic methods are more suitable to cope with these strong time requirements. Basically,
they focus on the computation of a post-contingency long-term equilibrium point. The
simplest static approach is the post-contingency load flow. However, the load flow di-
vergence may result from purely numerical problems which do not relate to a physica
voltage instability. Another shortcoming of this technique is the lack of additional in-
formation (nature and location of the problem, possible remedies) in a truly unstable
case. These aspects are somewhat improved when using the *“non-divergent” load flow
[STA71] or the VQ curve technique [CTF87]. Nevertheless, two common drawbacks of
all static approaches still remain: they cannot take into account the post-contingency con-
trols whose activation depends on the system time evolution (e.g. shunt compensation
switching, OEL) and the existence of a post-contingency equilibrium does not guarantee
a stable system behaviour, when instability results from alack of attraction towards this
equilibrium (see example of Section 2.3.2).

The Quasi-Steady Sate (QSS) simulation [V CJ95] is a third type of contingency evalua-
tion technique. Its principle was presented in Section 2.2. This approach realizes a good
compromise between the accuracy and diagnosis capability of dynamic methods, and the
speed of computations of static methods. It is perfectly applicable within a rea-time
environment [CCM00, VMKO03].

In this work we rely on QSS simulation to evaluate contingencies, though, as explained
before, thermal security can be efficiently dealt with through the simpler AC load flow. In
this context, contingencies are eval uated with QSS simulation and, if the post-contingency
state is voltage stable, branch currents are checked at the final operating point. Note that
an unstabl e voltage scenario leaves no information about branch currents.

3.3 Security regions

3.3.1 Introduction

A security analysis which relies on contingency evaluation only is however unsatisfac-
tory in two respects. First, when available, post-contingency voltages do not provide an
explicit measure of system security 1. Second, it focuses on a particular operating point.
Even when the system is voltage and thermal secure at a given operating condition, it is
desirable to know how far the system can move away from its current operating point and
still remain secure.

Lpost-contingency currents may, however, quantify the degree of system security with respect to thermal
overload
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As regards voltage stability, there are two approaches to predict the proximity (in terms
of system response to increases in power transfers) to voltage instability:

e state-based voltage stability indices are based only on the current operating state
information. For most of them no particular power transfer pattern is specified.
They range from voltage drops to sensitivities, eigenvalues and singular values
[TMI83, KG86, GMK92, YHC97, Bul98, VCV 98, BFD98, Can02]. Although very
fast, most of them have a tendency to abruptly change when generators reach their
reactive limits, which generally yields a poor prediction capability;

e direct methods compute explicitly the maximal power transfer point [AJ89, Cut91l,
AC92, CTF94, IWT97, VCV98, Bul98, CMM99, Can02]. They have been often
used as the benchmark for analyzing the prediction capability of the former meth-
ods.

In the thermal case, as long as voltage magnitudes remain nearly constant, sensitivities
of branch currents to power injections permit a very good prediction of overload due to
changes in the operating point. These sensitivities can be easily derived from the set of
equations used in DC load flow, AC load flow or QSS simulation, as will be explained in
the next chapter.

3.3.2 Notations

Let us consider the 2m-dimensional space (where m is the total number of buses of the
system) of the active and reactive power injections, which we will call power injection
gpace for short. Such a space is defined for both pre- and post-contingency states. Each
point of the pre- (resp. post-) contingency space corresponds to a particular value of pre-
(resp. post-) contingency power injections.

Let us denote by P; and @; the active and reactive power injections at the i-th bus (i =
1,...,m), which we decompose into:

P;=P’+ AP =P’ +AP"—AP7 AP, AP >0 (3.2)

Qi =@ +AQi = Q7 +AQT —AQ;  AQT, AQ; >0 (32)

where P? (resp. ()?) isthe base case value of the active (resp. reactive) power injection,
AP; (resp. AQ;) the corresponding variation with respect to the base case, AP;" (resp.
AQ;") the additional active (resp. reactive) power injected into the network, and AP,”
(resp. AQ);") the one drawn fromthe network, all relative to bus .

3.3.3 Security regionsin the pre-contingency power injection space

We first define two regions of the power injection space relative to the system in its pre-
contingency state.
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The set of pre-contingency pointsfor which power system operationisfeasible(i.e. aload
flow solution exists for the given vector of power injections) defines the pre-contingency
feasible region F,. Inside F,, the set of pre-contingency points for which al branch
currents are under their limits defines the pre-contingency viability region V,,. Note that,
in this work, viability refers to thermal constraints only, albeit, it may aso concern bus
voltage magnitudes, generators reactive power productions, etc.

We now define two regions relative to a set of contingencies.

We define the voltage secure region Sy, asthe set of pre-contingency pointsfor which the
system responds in a stable way to each of the specified contingencies. Stable response
of the system requires the existence of a post-contingency equilibrium and the system
attraction towards the latter. This sub-space is bounded by a (nonlinear) boundary By, .

In practice, clearly, the determination of a security region depends to some extent on the
computational tool used to evaluate the system response to the contingencies. If aload
flow was used (instead of QSStime simulation asin thiswork), Sy, could be defined asthe
set of pointsfor which the post-contingency load flow converges after any of the specified
contingencies.

We finally define the thermal secure region S as the set of pre-contingency points for
which no branch current is above itslimit after any specified contingency. This sub-space
is bounded by a boundary B .

For a single contingency, a graphical representation of the above concepts in a two-
dimensional power injection space is given in the left part of Fig. 3.1, where A,, B, and
C, represent three vectors of power injections. For the sake of simplicity, we only show
that part of the power injection space corresponding to positive (indifferently active or
reactive power) injections P;,P,. Let us mention that P;,P, can also stand for the AP},
APy or AP, AP, power variations, which are positive by definition. For instance,
these injections can represent two generator outputs, two load powers or a combination
of both.

Py

pre—contingency injection space post—contingency injection space

Figure 3.1: Secureregionsin the power injection space
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Note that the above defined regions are expected to satisfy the general relationship:

F, 2V, D8 D Sr (3.3)

For asystem operating point corresponding to an injection vector located outside Sy, such
as A, inFig. 3.1, thereis either no post-contingency equilibrium or not enough attraction
towards the existing equilibrium. Hence post-contingency thermal overloads cannot be
checked, since the latter are typically checked at along-term equilibrium of the system.
It results that the thermal secure region St isincluded into the voltage secure region Sy, .
Therefore, Sy can be also defined as the set of points for which no one of the specified
contingencies causes voltage instability or thermal overload.

3.3.4 Security regionsin the post-contingency power injection space

Before defining security regions in the post-contingency power injection space, let us re-
call that for a power system at a given operating point, the pre- and post-contingency
power injections are generally different. Indeed, if the considered contingency is the loss
of agenerator, the resulting production deficit is compensated in the post-contingency sit-
uation by the other generators participating in frequency regulation. If the contingency is
aline outage that does not cause network splitting, the pre- and post-contingency power
generations are only slightly different since only transmission losses change and this vari-
ation isagain shared by the various generators participating in frequency control. A major
reason for having different power injections after a contingency is the sensitivity of loads
to voltage?. However, if loads are controlled by LTCs, a very common situation of inter-
est in voltage stability studies, and the system is long-term stable with no LTC limit met,
the load voltages and hence the load powers are restored close to their pre-contingency
values. Nevertheless, under the effect of LTC deadbands, the load voltages and powers
do not exactly come back to their pre-contingency values. Incidentally, these effects are
seldom taken into account in standard load flow computations, where it is common to
consider constant power loads. However, even in this simplified analysis, the variation of
generated powers under the effect of the contingency still remains.

We now define two regions of the power injection space relative to the system in its post-
contingency state.

We define the post-contingency attracting region A as the set of post-contingency points
such that the pre-contingency point belongsto Sy,. In other words, whatever the point of
Sy there exist apoint in A which isitslong-term equilibrium and the system is attracted
towards the latter. This sub-space is bounded by a (nonlinear) boundary B,

For instance, in the example of Fig. 3.1, if the system operatesinitialy at point B, € Sy,
there is a post-contingency equilibrium point B and the system is attracted towards it,
while for A, ¢ Sy, the system either has no post-contingency long-term equilibrium or
has such an equilibrium but without sufficient attraction.

2and frequency if the latter changes significantly
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Once again, if aload flow is used (instead of QSS simulation) to determine the system
response to contingencies, only the loss of post-contingency equilibrium can be captured
only, not the lack of attraction towards such an equilibrium. In this case, the region A is
thus approximated as the set of post-contingency injection vectors such that both the pre-
and post-contingency load flows converge.

Finally, we define the post-contingency viability region V as the set of post-contingency
injection vectors from A for which no post-contingency branch current is above its limit.
The boundary of this region is denoted as B2

3.4 Security limitsand margins

3.4.1 System stress

The security margins considered in this work rely on the definition of a system stress.
The latter consists in changes in bus power injections which make the system weaker
by increasing power transfers over relatively long distances and/or drawing on reactive
power reserves.

In an open access environment any transaction can be expressed in terms of two typical
stresses:

A) apower transfer from a generation to aload area, characterized by:

APY = o S i€ Gt (3.4)
AP = B.S ieL (3.5)
AQ; = B Stgps i€l (36)

B) apower transfer between two generation areas, characterized by:

APF = oS ieGt (3.7)

7

AP~ = B3S icG (3.8)

7

where S, referred to in the sequel as the system stress, isthe total additional power trans-
ferred (in MW), (o, 3;) are positive real numbers, defining the “direction of stress’, ¢, is
the phase angle between voltage and current at bus, G* (resp. G~) isthe set of increased
(resp. decreased) generators and L the set of increased loads. G* (resp. G~ and L) will
be called hereafter as source (resp. sink).

In thiswhole thesis, loads are assumed to vary under constant power factor cos¢p; in the
pre-contingency configuration®. If reactive load variations were considered independent,

3when lacking information about the power factor, a common practice is to use the base case one, i.e.
Lk

cosp; = cosps; = 7(P0)27+(Q0)2
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the equations of type (3.6) would be adjusted and straightforwardly handled by the meth-
ods described in the sequel.

With the above notation, AP;" corresponds to a generation increase only, while AP,
corresponds to either aload increase (asin stress A) or a generation decrease (asin stress
B). AQ); correspondsto aload increase only.

The participation factors are normalized according to:

Yo Bi=1 D a=1+40 (3.9)

i€Lor G~ 1€eGt

where § takes into account the losses. The latter are thus assumed to vary linearly with S,
for simplicity.

Taking (3.4-3.8) into account, equations (3.1, 3.2) can be written in vector form as:
P=P°+5d (3.10)

where P isavector of businjections, P? its base case value, and d a vector defining the
direction of stress.

3.4.2 Secureoperation limit and margin

Procedures to compute security limits and margins involve two steps. computation of the
stressed states and contingency simulation. Depending on the order in which these two
steps are carried out, one may distinguish between [VCV98]:

e a post-contingency loadability limit for which one first simulates the contingency,
then stresses the system progressively until it reaches instability, and

e a secure operation limit for which one stresses the system progressively until its
response to the contingency becomes unstable.

Given a direction of system stress, the Secure Operation Limit (SOL) with respect to
a contingency corresponds to the most stressed among the operating points, such that
the system can withstand the contingency. Accordingly, the secure operation margin M
relative to a contingency is the maximum value of S such that the system can withstand
the contingency. Such a margin refers to pre-contingency parameters that operators can
either observe (e.g. load increase) or control (e.g. generation rescheduling). Unlike a
post-contingency loadability limit, an SOL refers to the present, i.e. pre-contingency,
system configuration and provides a security margin that is easier to interpret in system
operation [CMM99].

An SOL encompasses three types of information: direction of system stress, opera-
tor/controller actions while the system is stressed and post-contingency controls. We
briefly comment hereafter on the last two aspects.
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Prior to any contingency, operators or controllersreact to the stressimposed to the system.
Most often they role is to keep the voltage profile within limits and to maximize reactive
reserves readily available to face incidents. Typical examples of such actions are: shunt
capacitor/reactor switching, secondary voltage control, operator adjustment of generator
voltages to keep network voltages within limits (e.g. at the high voltage of the step-up
transformer), operator adjustment of ratios of transformers connecting two transmission
levels, etc.

As mentioned earlier in this chapter, post-contingency controls are typicaly automatic
and hence faster than human operators, who play a role in the pre-contingency situation
only.

Note that, if one neglects both pre-contingency operator/controller actions and post-con-
tingency, the post-contingency loadability limit and the secure operation limit should be
close to each other.

3.4.3 Intuitive view of a secure operation limit

Figure 3.2 illustrates graphically the concept of SOL within the context of security regions
defined in Section 3.3.3. In thisfigure the thermal security region Sy istinted in gray and
isincluded in the voltage security region Sy, as explained earlier. Each point of By (resp.
Br) can be seen as corresponding to a voltage (resp. thermal) secure operation limit, for
aparticular direction of stress. For instance, when considering the stress direction d, the
voltage (resp. thermal) security limit corresponds to point Ly (resp. Lt), the intersection
between the boundary 5y, (resp. Br) and the straight line corresponding to d,. For this
stress direction the thermal overload margin is lower than the voltage stability one. In
practice, one may encounter situationswhere voltage instability is more constraining than
thermal overload, i.e. no branch isoverloaded in the post-contingency state corresponding
to the voltage secure operation limit. In some neighbourhood of such a limit boundaries
By, and By coincide. In Fig. 3.2 this situation occurs for the stress direction d, with the
overal limit corresponding to point L.

Py

d,

Figure 3.2 Intuitive view of an SOL by means of security regions
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3.4.4 Formal description of a secure operation limit

We attempt to provide hereafter a more formal description of an SOL, although the equa-
tions shown cannot capture the full complexity of apractical SOL determination, asillus-
trated in Section 3.7.

Let us consider the set of long-term dynamics equations (2.2, 2.3, 2.4, 2.5) written in a
compact form as:

z =h(x,y,z) (3.11)
0="f(x,y,z) (3.12)
0=g(x,y,2) (3.13)

where equations (3.11) relate to both the continuous and the discrete long-term dynamics
(conveniently replaced by a continuous-time approximation), and thus replace (2.3) and
(2.9).

Assuming that voltage instability stems from the loss of a long-term equilibrium point
(which isthe main cause in practice: see example of Section 2.3.1), the determination of
an SOL, for agiven direction of stressd, can be formulated as an optimization problem:

max S (3.14)
subject to: 0 =h,(x,y,z, P°+5d) (3.15)
0="F,(x,y,z,P°+Sd) (3.16)
0 =g,(x,y,2,P°+ 5d) (3.17)
0 = h(Xpost, Ypost> Zpost: Ppost) (3.18)
0 = f(Xpost, Ypost> Zpost:s Ppost) (3.19)
0=g (Xpost7 Yposts Zpost Ppost) (3.20)

where P° is the vector of bus injectionsin the base case, P° + S d is the corresponding
vector after pre-contingency stress and P, is the vector of bus injections at the post-
contingency long-term equilibrium point reached by the system. Notethat P .. generally
differsfrom P° 4 S d, asexplained in Section 3.3.4.

The pre-contingency long-term equilibrium equations (3.15-3.17) expressthat the limitis
sought among steady-state operating points. On the other hand, equations (3.18-3.20) ex-
press that in the post-contingency configuration the system settles at a long-term equilib-
rium. Additionally, operating constraints may be imposed to this long-term equilibrium,
but the latter have not been included for the sake of clarity.

The solution of this optimization problem is the secure operation margin M and the SOL
corresponds to the injection vector P* = P° + M d.

Note that if a post-contingency loadability limit (or margin) was sought, only the post-
contingency equations would be kept in the above optimization problem. Supposing that
P>, 1sthe post-contingency equilibrium point when the system operatesin the base case
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P?, the optimization problem would take on the form:

max .S (3.21)
subject to 1 0 = N(Xpost, Ypost: Zposts Ppost + 5 d) (3.22)
0 = f(Xpost, Ypost: Zpost: Pog + 5 d) (3.23)
0 = g(Xpost, Ypost Zpost; Ppost + 5 d) (3.24)

Note that any point of B (see Fig. 3.1) can be seen as corresponding to a post-contin-
gency loadability limit, for a particular direction of stress. Indeed, as far as the security
margin is computed with respect to voltage instability, the post-contingency long-term
equilibrium that corresponds to the maximum pre-contingency stress P* is“on the verge
of instability”. It isthus aloadability limit of the system in its post-contingency configu-
ration.

These considerations are illustrated graphically in Fig. 3.3 using ssmple PV curves and
assuming that the load restores to constant power under the effect of an LTC. For a pre-
contingency stress larger than M, the system has no post-contingency long-term equi-
librium since the long-term load characteristic does not intersect the post-contingency
network characteristic (see Section 2.3.1). For a pre-contingency stress equal to M, the
system settles down at the “ultimate” long-term equilibrium point C. As shown by thefig-
ure, Cisaloadability limit, since any further increase in load would make the equilibrium

disappear.

174 base case
v/

Pe P P

Figure 3.3: Saddle-node bifurcation

In the terminology of System Theory, C is a Saddle-Node Bifurcation point (SNB) of the
long-term dynamics [Dob92, VCV98].

The necessary condition for an equilibrium of the general model (3.11-3.13) to bean SNB,
isthe singularity of the Jacobian J of the corresponding equations, i.e. det J = 0, which
isequivalent to say that J has a zero eigenvalue. In order to identify a zero eigenvalue of
J asmall-disturbance analysisis needed. The system (3.11-3.13) isthus linearized into:

Az h, h, h, Az
0 | =18 g 8 Ay (3.25)
0 £, £, f Ax

J
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Eliminating Ay and Ax yields:

Az = Az (3.26)
with
-1
A=h,—[hy hx][% %X} [%} (3.27)
y X z
—_—

where J isassumed to be nonsingular.

Using the determinant Schur’s formula:
detJ =detJ, - det A (3.28)

impliesthat, when J, in nonsingular, A and J become singular together.

An SNB point thus satisfies the set of equations:

0 =h(x,y,z) (3.29)
0="f(x,y,z) (3.30)
0=g(x,y,2) (3.31)
detJ =det A =0 (3.32

Note that the reactive power limits of generators may yield another type of loadability
limits, namely the Breaking-Points (BP) [DL92b, VCV 98], dso caled limit-induced bi-
furcations by some authors [Can02]. The case where the ultimate post-contingency long
term equilibriumisaBP is shown graphically in Fig. 3.4.

Vv base case
v/

pre—contingency

post—contingency
under AVR control

e post—contingency
under OEL action

M

pe P P

Figure 3.4: Breaking point

A BP also corresponds to a maximum stress in the post-contingency configuration but
does not obey equation (3.32), i.e. J isnonsingular at a BP.

Let usfinally mention that in an SOL computation, the post-contingency long-term equi-
librium may be requested not only to exist but also to satisfy operating constraints, for
instance to have al voltages above some minimal value. Clearly, it will not be an SNB
or a BP, if this constraint is met before the equilibrium is lost in the post-contingency
configuration.
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3.5 Practical determination of secure operation limits

3.5.1 Binary search: handling of a single contingency

The margin relative to a contingency can be determined by Binary Search (BS) (also re-
ferred to as bisection method or dichotomic search) which is asimple and robust method.
This consistsin building a smaller and smaller interva [S, S, ], where S, corresponds to
an acceptable post-contingency evolution and S, to an unacceptable one, until S, — S,
becomes lower than a tolerance A. The search starts with S, = 0, the base case and
Sy = Smaz,» @ maximum stress of interest. At each step, the interval is divided in two
equal parts; if the midpoint isfound acceptable (resp. unacceptable) it istaken as the new
lower (resp. upper) bound. Thefinal value of S, isthe sought margin M.

This procedure is illustrated in Fig. 3.5 by means of PV curves. The pre-contingency
(resp. post-contingency) curve is sketched with dashed (resp. solid) line. Let us assume
once more that the load restores to constant power under the effect of an LTC. In this
illustrative example we consider as acceptable a post-contingency system evolution for
which there is a stable long-term equilibrium point. Stresslevels S,,..., S1, S2, S3 and Sy
are tested successively. For the stress levels Sy, Ss, and .S, the post-contingency system
evolution is acceptable while for S, and Ss it is unacceptable. The SOL correspond to
the marginally acceptable case.

v

o — — _ _ __ __

0 Sl 52 S4 53 Smax P

Figure 3.5: Binary search

Note that, for the sake of simplicity, we have drawn a single PV curve for al pre-
contingency situations as well as a single curve for all post-contingency ones. In reality,
thereisafamily of such curvesdetermined by both pre-contingency and post-contingency
control actions.

Whether the system response to a contingency is acceptable must be defined with respect
to appropriate criteria. At least, voltage stability is required, but in addition to being
stable, the system might be requested to meet some post-contingency viability constraints,
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i.e. post-contingency voltage magnitudes and branch currents to be within limits:

ymin <oy =1 m (3.33)
I < e j=1,....b (3.34)

In these equations, V; is the post-contingency voltage at the i-th bus, V™" (resp. V,™7)
is the minimal (resp. maximal) allowed value of this voltage, I; is the post-contingency
current in the j-th branch (b isthe number of branches) and 77"** is the maximum allowed
current in the j-th branch. In this situation one can compute at the same time an overall
security margin with respect to voltage instability, voltage quality and thermal overload.

There are basically two computational tasks involved in a binary search, namely the pre-
contingency stress and the contingency evaluation. The system operating states corre-
sponding to various stresslevels S’ can be computed with a standard |oad flow (or possibly
an optimal power flow) in which the operator/controller reaction to the system stressis
taken into account, as already discussed. We use the QSS simulation in order to evaluate
the impact of a contingency at a given stress level.

3.5.2 Binary search: handling of several contingencies

When the objectiveis to determine the SOL with respect to the severest contingency of a
given set, it would be awaste of time to compute the individual limit of each contingency
and finally keep the smallest value as the global limit. It is more efficient to perform a
Smultaneous Binary Search (SBS) [CMM99]. In this procedure, at a given step of the
binary search, the various contingencies stemming from the previous step are simulated.
If at least one of them is unacceptable, the acceptable ones are discarded since their limits
are higher than the current stress level; the search proceeds with the unacceptable ones
only. By so doing, the procedure provides for each contingency an interval containing
its SOL. The more dangerous the contingency, the smaller the width of thisinterval. In
particular, for the severest contingency the width of thisinterval is dightly less than the
requested accuracy A.

The procedure isillustrated in Fig. 3.6 for a simple case of three contingencies. C1, C2
and C3 are the post-contingency PV curvesrelative to these contingencies, while the pre-
contingency curveis depicted with dashed line. At maximum stress, the third contingency
is found acceptable and is thus already discarded. The same happens at the stress S, for
the second contingency. The severest contingency isthefirst one, and its SOL isthusthe
overall SOL.

3.5.3 Linear methods for thermal limits

When security margins are sought with respect to thermal overloads only, the binary
search method becomes too complex. Indeed, this problem being often linear, smpler
approaches can be thought of, as explained hereafter.
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Figure 3.6: Simultaneous binary search

In order to compute a thermal security margin one has to determine which post-con-
tingency branch current will first reach its maximum allowed value following a system
stress in the specified direction. To this purpose one can rely on sensitivities of branch
currents with respect to system stress. An analytical derivation of these sensitivities will
be presented in Section 4.2.

It iswell known that (pre- or post-contingency) branch currents vary almost linearly with
bus power injections and, thereby, with the stress S which is nothing but a linear combi-
nation of power injections. The post-contingency thermal viability constraints (3.34) can
thus be linearized into:

o a[]O max ;
Ij:IjJraSASglj j=1,...,b (3.35)
where I¢ is the post-contingency current in the j-th branch when the system operates at

[}

oIy . e
base case and 5 bj” isthe sensitivity of the same current to system stress.

Figure 3.7 presents asimple example of linear approximation of athermal security margin
for asimple case with two branches. Let us denote by 7, (resp. I,) the current in the first
(resp. second) branch. If only the first (resp. second) branch constraint is taken into
account, the thermal margin is M; (resp. M,) and corresponds to the projection onto
the stress axis of point A (resp. B). It is easily seen that the first branch is the most
constraining for the stress under concern because its current reaches the maximal value
while the second branch current isstill under itslimit. Obviously the overall marginisthe
smallest among the two margins, i.e. M. Note that the difference between the maximal
and base case currents as well as their sensitivity to the stress matter for establishing the
margin. In this example, despite the fact that the second branch is closer to its maximum
current (17" — 19 < I7"** — I7) thefirst branch first reaches its maximum current due to
its greater current sensitivity to stress (917 /05 > 915/9S and fi 570 1 577 I ).
1 2
oS oS

This figure suggests a first way to compute a thermal security margin which consists of
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Figure 3.7: Linear approximation of athermal security margin

estimating the margin for each branch separately, and finally keeping the smallest among
these values. This can be expressed in mathematical terms as.

M= mi -4 3.36
A, or (3-36)
dS

This approach involves the smulation of the contingency in the base case as well as the
computation of the 0I/0S sensitivities at the post-contingency equilibrium point of the
system. The computation of these sensitivities requires the solution of a single linear
system, as we will show in Section 4.2.

To account for nonlinearities, one can check all branch currents at the estimated value
of margin M. If they are too far from their predicted values, especially for the most
constraining branch, one can improve each 917 /0SS sensitivity by using instead the ratio
(1M —12)/M, where I represents the post contingency current in the j-th branch for the
system operating at the stresslevel M. The margin may then be computed by interpolation
or extrapolation.

A second technique to compute a thermal security margin consists in computing branch
currents for two different stresslevels# and directly determining the margin by interpola-
tion or extrapolation. Thus, thisapproach uses afinite-difference approximation of 91/05
sensitivities. Since nonlinearities are better taken into account, this technique is appro-
priate for cases where voltages and currents are strongly coupled. On the other hand, it
is a bit more time consuming because it requires to solve a second load flow instead of a
single linear system asin thefirst approach.

Let us finally mention that it is aso possible to compute a thermal security margin by
solving the simple linear optimization problem:

max S (3.37)
N o a]‘;) max N
subject to : Ij+aSS§Ij j=1,...b (3.38)

“4one of them may be the base case
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3.5.4 Increasing an interface flow as system stress

In some systems (mainly in North America) security limits are expressed on interface
flows, i.e. on the total power flowing through a set of branches linking two adjacent
systems. To obtain such a limit, sources can be placed on one side of the interface and
sinks on the other side.

Obvioudly if thereisno parallel flow spanning third systems, the stress defined previously
in this chapter will coincide with the interface flow (if one ignores variations of losses)®
[SKLOO, GLBO1].

On the other hand, if there is a parallel path between the two adjacent systems, some
power will flow through this path when increasing the stress ©. In this case, one can only
say that there is a one-to-one correspondence between the overall system stress and the
interface flow. The limit value of the latter can be taken as the power flowing in the
interface when the system stressis at itslimit M. Alternatively, it is possible to directly
use the interface flow asthe varied pre-contingency parameter, while constraining sources
and sinksto follow thisincrease. To thispurpose, one can re-use atechniquefirst proposed
in [Bri69], asfollows:

¢ inthe pre-contingency load flow, add a new equation corresponding to the interface
flow:

> Fj— Fues =0 (3.39)

JET

where 7 is the set of branches crossing the interface, F; the power flowing in the
j-th branch and F;., the desired interface flow;

e inthe combined equations (3.1, 3.4 and 3.5):
P =P’ + &5 — 55

S becomes an unknown, balancing the additional equation (3.39). The participation
factors «; and 3; are chosen as previously explained in this chapter;

e perform the binary search on the value of F...

The remaining of thiswork relies on the formulation presented in the previous sections of
this chapter and does not consider the interface flow formulation.

5in the case of the UCTE system, for instance, this would apply to the interface between Portugal and
Spain, or Spain and France.

Sthis is typically the case of the French-Belgian interface: when a transfer takes place from France
to Belgium, most of the power enters Belgium across its South border, but the remaining flows through
Germany and the Netherlands before entering Belgium from the North
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3.6 Contingency filtering

3.6.1 Introduction

When alarge set of contingencies has to be processed, contingency filtering (or selection)
becomes essential. This holds true for operational planning studies but even more for
real-time applications.

Contingency selection has been first investigated within the context of static security anal-
ysis[ILS79, EW79, ZWP80]. The goal isto quickly identify those contingencies which
can lead to the violation of operating constraints, e.g. branch currents or bus voltage
magnitudes outside limits. Two-three decades ago, post-contingency thermal overloads
were identified by using very fast techniques such as the DC load flow [BS70] or the fast
decoupled load flow [SA74, ABH82]. The AC load flow provided better accuracy for the
filtering of contingencieslikely to cause thermal overloads, but was found too slow. Inthe
meantime, computers have achieved very high computation speeds such that, nowadays,
evaluating contingencies with a standard load flow is not areal problem anymore.

Recently, emphasis has been put on contingency filtering within the context of secu-
rity margin computations [RAU93, Oved4, EIM96, CWF97, SMC98, VFX99, GDA99,
CMM99, BZMOQO, Cap00, FGDO02]. Here, the objective of contingency selection is to
quickly identify those contingencies whose security margin islower than some threshold.

Contingency sel ection techniques generally have two steps. The contingencies under con-
cern are first ranked according to a Severity Index (SI). Then, contingencies with an S
smaller than a threshold are discarded while the others are kept for a more detailed anal-
ysis.

Idedlly, the lower the security margin, the greater the index. Setting up an Sl that varies
monotonically with the voltage security margin is not an easy task [Cap00]. Indeed, such
an S| must take into account not only the disturbance but also the direction of system
stress, since the respective severities of contingencies usually change with the assumed
stress. Also, what mattersishow the SI decreases when the stressincreases rather than the
Sl value at a given stress level. Finaly, as discussed in the sequel, it may be impractical
to compare contingencies with different impacts on the system.

However, as long as the objective is to filter out harmless contingencies, by discarding
those with an SI smaller than a threshold value, the SI does not need to be sophisticated.
“Inthelarge” it should be larger for contingencies with low margins, but some “irregular-
ities’ can be tolerated. Clearly, the rgjection threshold should be chosen prudently: low
enough to avoid missing harmful contingencies and high enough to avoid too many false
alarms.

Methods to rank contingencies must find the best compromise between accuracy and
speed. From this perspective two types of methods may be distinguished.

Thefirst type of method simulatesthe contingency explicitely and exploits post-contingency
system information [RAU93, Oved4, EIM96, CWF97, VFX99, CMM99, Cap00]. Some
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of these methods yield fairly accurate Sls with acceptable time requirements. For in-
stance, we proposed in [Cap00] to rank contingencies according to the sum of the squared
mismatches provided by a“non divergent” post-contingency load flow computation .

The second type of method relies on first or second order sensitivity information [GDA99,
BZMO0O0, FGDO02]. These techniques are appealing because they attempt to provide addi-
tionally estimates of security margins. They are faster than the former because no explicit
contingency simulation isrequired. For instance, Refs. [GDA99, FGD02] proposeto first
compute the pre-contingency loadability limit of the system for the assumed stress direc-
tion. If this limit corresponds to a saddle-node bifurcation, the security margin of aline
outage is then approximated by the sensitivity of the pre-contingency system loadability
limit with respect to either the branch admitance, as in [GDA99], or the power flow in
the lost branch, as in [FGD02]. Note, however, that the accuracy of these methods is
questionable when the instability mode of the pre-contingency loadability limit differs
significantly from the post-contingency instability mode [SMC98]. This partly explains
the errors obtained with these techniques [GDA99]. A dlightly improved ranking is ob-
tained by using the second term of the Taylor series expansion [GDA99].

On the other hand, Ref [BZMO0Q] aims at ranking line outages according to the line load-
ability margin (the system stress being the increase of a line power flow at a time). It
uses the sensitivity of the maximal singular value of the inverse load flow Jacobian to
the power flow of the contingent branch. Obviously, the higher the power flowing on the
contingent branch, the less accurate the linear estimate of the margin. In this case using
the second order sensitivity information yields a considerably improved ranking.

If an accurate ranking of the contingencies is sought, one should take into account that it
makes no physical sense to compare contingencies which relate to (very) different volt-
age instability modes. Ref. [SMC98] points out three types of voltage instability modes,
namely: wide, middle and narrow. They are related to the two major causes of voltage
instability: (i) the exhaustion of reactive reserves leading to the loss of voltage control
at some buses (wide mode) and (ii) the increase of electrical distance between loads and
generators (middle and narrow modes) [ Sch98].

Let usfinally mention that in large power systems severa weak areas prone to voltagein-
stability may exist. Obviously, security analysis and hence contingency selection should
be performed for each of them separately. Moreover, in a weak area (or a whole sys-
tem) exhibiting multiple instability modes, for some Sls it may be required to split the
initial contingency set in clusters of comparable contingencies. These clusters, however,
should be updated when operating conditions (mainly topology) change. Such treatments
may lack the computational efficiency and the reliability required by automatic real-time
applications.

3.6.2 The proposed approach

We describe hereafter a practical contingency filtering procedure which has been found
to provide very satisfactory results on several tested systems. This procedure is aimed at
being applied before the SBS described in Section 3.5.1.
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A form of filtering takes place at the first step of the SBS, i.e. at maximum stress S,
when discarding contingencieswhich yield an acceptable system response. Thus harmless
contingencies may be discarded at the (low) cost of a single QSS simulation per contin-
gency. However, in spite of the QSS simulation speed, it may take too long to simulate
the system response to each contingency of along list.

Hence, the idea of performing a pre-filtering test in order to identify those contingencies
likely to yield an unacceptable system evolution at maximum stress. Note that this does
not require to define an SI, but just to label each contingency as potentially harmful or
potentially harmless. From there on, only potentially harmful contingencies are going to
be processed by SBS. In a mgjority of systems, the post-contingency load flow can be
advantageously used to this purpose.

Load flow equations with constant power loads and enforcement of generator reactive
limits correspond to the long-term equilibrium that prevails after load voltage restora-
tion by LTCs and machine excitation limitation by OELs. Insofar as voltage instability
results from the loss of such an equilibrium, the corresponding load flow equations no
longer have a solution and the Newton-Raphson algorithm diverges. However, using the
divergence as an instability criterion meets the following difficulties:

1. divergence may result from purely numerical problems (this is particularly true
when controls have to be adjusted and/or many generators switch under limit)

2. some dynamic controls that help stability cannot be taken into account in the static
load flow calculation

3. conversely, some system dynamics may be responsible for an instability not de-
tected by the load flow.

Within the context of filtering, errors 1 and 2 will induce false aarms and hence some
more computational effort for the binary search. Error 3, on the other hand, will mask
some potentially dangerous contingencies. To reduce this second risk, a contingency is
declared potentialy harmful not only if the load flow diverges but aso if some voltages
drop by more than some amount .

To reduce the above errors, it is essential that the load flow data match closely the model
used in QSS simulation. More particularly:
e generator reactive power limits must be updated with the active power output and

terminal voltage;

e any active power imbalance (caused by a generator tripping or aloss of connexity)
must not be left to the slack-bus but distributed over the generators according to
frequency control.

To speed up the post-contingency load flows we use the following short-cuts:

‘it is more reliable to check voltage drops than post-contingency voltages themselves since in some
cases low voltages may exist even in pre-contingency situation, which will lead to many false alarms.
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e divergence is early detected by monitoring the square root of the sum of squared
mismatches p(y) = />, g7(y), where g;(y) = 0 denotes the i-th load flow equa-
tion and y is the vector of bus voltage magnitudes and phase angles. If ¢(y) in-
creases from an iteration to the next, divergence is declared and the computation
stops. If the load flow equations have no solution, the Newton-Raphson algorithm
diverges, which is quickly observed through an increase of ¢. On the other hand, if
an increase of ¢ isonly due to atemporary convergence difficulty, the contingency
ismisclassified as potentially harmful. However, this situation israrely observed in
practice; most of the time, the value of this function decreases from one iteration
to the next. Thisruleisillustrated in Fig. 3.8 where the computation is stopped
at points C and D, and divergence is declared. Thistest is skipped at the iteration
which follows the enforcement of generator reactive limits, since ¢(y) increases
owing to the added generator reactive power equations, not necessarily because of
divergence. The latter situation corresponds to point B in the same figure;

tolerances on mismatches are somewhat relaxed and the maximum number of it-
erations somewhat decreased. Additionally, as soon as ¢(y) falls below a thresh-
old ©,,:n, @ Situation which corresponds to point E in Fig. 3.8, the computation is
stopped;

controls which moderately improve voltage stability margins may be ignored. A
typical example is secondary voltage control 8 [PLT87, VPL96]. Thus the supple-
mentary iterationsfor adjusting generator terminal voltages are skipped. Moreover,
being a conservative choice, it goes hand in hand with security.

Pmin

________________________ iteration
E © STOP number

Figure 3.8: Iterations stop

Note finally that this approach is also suitable for filtering contingencies which do not
cause thermal overload at S,,,,...

8this approximation is used in the filtering load flow, not in the subsequent QSS simulations
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3.7 Practical examples

3.7.1 Examplesfrom the RTE system
By way of illustration, we first give an example of SOL computation on the RTE system.
A description of thissystem is provided in Appendix A.2.

The stress considered is a national load increase (S,,,.. = 7000 MW), compensated by
French generators.

We consider a set of 105 contingencies involving mainly two regions (West and South-
East) where voltage stability is known to be a concern, and including: single and double
line outages, single and double generator outages, busbar faultswith two to four lineslost.
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Figure 3.9: QSS evolutions of a pilot bus voltage (in pu)

Figure 3.9 showsthe QSS time evol ution of the voltage at a pil ot bus of the Western region
after a severe busbar fault, at four levels of pre-contingency stress S: 0, 0.08 S,,,,., 0.10
Smaz @A S,,... The time step of QSS simulation is 10 s. The contingency is applied at
t=10 s. The pre-contingency voltage is the same in the first three cases due to secondary
voltage control, while at maximum stress the reactive reserves were aready exhausted in
the pre-contingency situation making it impossible to maintain the pilot bus voltage. In
the base case, the voltage recovers to aimost its pre-disturbance value. This holds true
in the marginally stable case as well but for alonger time ssmulation (about 900 s). The
“mild” evolution of voltages in this system is due to the rather smooth nature of post-
contingency controls.

Table 3.1 describes the various steps of the SBS applied to the 19 contingencies found
unstable by the QSS simulation at maximum stress. The overall SOL is the limit of
contingency Nb. 16, and isin the interval [0.1250 ; 0.1406] S .. = [875 ; 984] MW.

The computing time on a500-MHz 128-Mb Pentium 111 PC (running WindowsNT 4.0) is
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Table 3.1: RTE system: successive steps of the SBS

successive unstable stable
stress levels contingencies contingencies
1.000 92,94,58,45,39,44,54,103,105,21, 86 others
100,35,89,60,102,56,99,24,16
0.5000 56,99,24,16 39,92,94,58,45,44,54,21,
103,105,100,35,89,60,102

0.2500 56,99,24,16
0.1250 56,99,24,16
0.1875 56,99,16 24
0.1562 16 56,99
0.1406 16

of 2min 30 sfor the SBS®. In order to refine the SOL s of the remaining 18 harmful contin-
gencies, one can process them through individual BS. The corresponding computing time
isaround 2 minutes. The method is thus fully compatible with real-time requirements.

In this system, contingencies can be pre-filtered very efficiently by a post-contingency
load flow, as confirmed by the following results.

A post-contingency load flow is run for each contingency, at maximum stress, and only
those contingencies declared potentially harmful will be processed in the BS. The short-
cuts listed at the end of Section 3.6.2 have been used as well. Secondary voltage control
istaken into account when computing the pre-contingency operating points and obviously
in the QSS simulations, but not in the filtering post-contingency load flows.

Table 3.2 lists both the false alarms and the masked contingencies obtained with four
filtering criteria, namely:

A : load flow divergence
B : load flow divergence or some voltage drops AV > 0.20 pu
C : load flow divergence or some voltage drops AV > 0.15 pu

D : load flow divergence or some voltage drops AV > 0.10 pu

When criterion A is used, 4 contingencies (out of the 19 harmful ones) are not detected.
Note that the SOL of the severest among them is rather high (about 5633 MW). Let us
also underline that in all cases the early stop technique of Fig. 3.8 has correctly antici-
pated the divergence of the full load flow. By adding a voltage drop criterion, as with
criterion B, one more harmful contingency isidentified. Decreasing the threshold AV (C
and D criteria) makes false alarms appear but expectedly more harmful contingencies are
identified as well.

%on recent computers equipped with 2.5-GHz processors, this computing time can be merely divided
by 5.
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Criterion C leads to a good compromise between the two types of errors; the single
masked contingency is the same as with criteria B and A. Let us repeat that all false
alarmsintroduced by the load flow filtering technique are discarded by the first QSS sim-
ulation at maximum stress. It is thus more convenient to accept some more false alarms
in order to detect aimost al harmful contingencies. Note also that the filtering procedure
correctly points out the most critical contingencies.

Table 3.2: Classification errors with post-contingency load flows performed at 7000 MW of stress

criterion | potentially harmful | undetected harmful | false alarms
contingencies contingencies
A 15 4 0
B 16 3 0
C 21 1 3
D 32 0 13

By choosing the maximum stress a bit larger, for instance S,,,.. = 7500 MW, while still
seeking to identify contingencies with margins below 7000 MW, the filtering isimproved,
as shown by the results of Table 3.3.

Table 3.3: Classification errors with post-contingency load flows performed at 7500 MW of stress

criterion | potentially harmful | undetected harmful | false alarms
contingencies contingencies
A 19 1 1
B 20 0 1
C 24 0 5
D 36 0 17

The computing time for the pre-filtering load flow on a500-MHz PCisof 19s.

Extensive tests of this contingency filtering approach on the RTE system, for a different
operating point than that used in the above examples, have been also reported in [EDFO0].
In thisstudy a set of 1555 contingencies belonging to 8 areas has been considered. Instead
of considering a national stress, as in the above examples, each area has been stressed

separately.

Table 3.4 synthesizesthefiltering resultsfor each area and different val ues of the threshold
AV. Theseresults clearly illustrate the compromise between fal se alarms and undetected
harmful contingencies. In this case, athreshold AV = 0.07 pu proves to be a very good
choice.

The following are some guidelines for the choice of AV. In principle, AV should be
adapted to S,,., and the contingencies. As regards the dependence on S,,.., gener-
aly the higher the maximum stress, the larger the voltage drops between pre- and post-
contingency system states. As regards the contingencies, AV should be adjusted when
the basic set of contingencies change significantly, e.g. when adding some N — 2 con-
tingencies. On the other hand, the choice of AV is generally quite robust with respect
to variations of the operating point. An off-line simulation of contingencies at maximum
stress usually suffices to obtain a good threshold AV'.
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Table 3.4: Contingency filtering: overall resultsfor different AV values
Area | total number of | AV (%) | undetected harmful | false filtered
No | contingencies contingencies alarms | contingencies
1 290 5 0 56 234
7 0 36 254
10 1 16 274
20 2 8 282
2 239 5 1 20 219
7 1 15 224
10 1 9 230
20 1 5 233
3 225 5 0 25 199
7 0 19 206
10 0 10 215
20 0 7 218
4 167 5 0 15 152
7 1 10 157
10 2 7 160
20 6 3 164
5 284 5 0 37 247
7 3 21 263
10 5 13 271
20 11 10 274
7 148 5 0 11 137
7 0 10 138
10 0 9 139
20 0 6 142
8 123 5 0 23 100
7 1 18 105
10 3 2 121
20 3 0 123

45

The computing time on a 500-MHz PC is around 2 hours and 10 minutes for the exhaus-
tive computation by BS of the security limits of all 1555 contingencies. When using the
pre-filtering load flow the same operations are performed in 40 minutes which highlights
the importance of the filtering.

The above results confirm that, in systems with rather smooth post-contingency controls,
contingencies can be very efficiently and reliably filtered using a post-contingency load
flow. Incidentally, very good results were also obtained on the Nordic 32 test system

[Cap00].
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3.7.2 Examplefrom the Hydro-Québec system

We proceed with an example of SOL computation on the Hydro-Québec (HQ) system
whose description is provided in Appendix A.3. Asindicated in this appendix, the system
is equipped with automatic shunt reactor tripping devices, named MAIS ° which sig-
nificantly contribute to stabilizing the post-contingency evolution of transmission system
voltages.

The stress considered correspondsto aload increasein the Montréal area (S,,,.. = 3000 MW
above the base case, the system load being around 33000 MW) with 55 % (resp. 45 %)
of the power provided by the James Bay (resp. Churchill Falls and Manic-Outardes)
generators.

For test purposes, a set of 90 various contingencies has been considered, including: 31
single line outages at the 735-kV level, the same with 330-Mvar shunt reactor tripping, 8
line outages each with the loss of an SV C, the same with 330-Mvar shunt reactor tripping,
6 double line outages, the same with 330-Mvar shunt reactor tripping.
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Figure 3.10: QSS evolution of a 735-kV bus voltage (in pu)

Figure 3.10 shows the QSS time evolution of the voltage near Québec City after the
most severe contingency (applied at t=1s), at four levels of pre-contingency stress S:
0,0.17 S,,42,0.19 S,,,.. and S,,,... Thetime step of the QSS simulationis1s. Thisfigure
confirms that voltage dynamics are strongly influenced by the MAIS (responsible for the
many jumps). The number and the timing of reactor trippings strongly influences voltage
stability.

Table 3.5 describes the various steps of the SBS. The overall SOL is the limit of contin-
gency Nb. 6, andisintheinterval [0.1719; 0.1875] 5,4 =[516 ; 563] MW.

Note that on the Hydro-Québec system it was found impossible to filter contingencies

Ofrench acronym for “Manoeuvre Automatique d I nductances Shunt”



Chapter 3 47

Table 3.5: Hydro-Québec system: successive steps of the SBS

successive unstable stable
stress levels contingencies contingencies
1.000 6,9,16,19,38,39,40,51,67,83,85 79 others

0.500 6,51 9,16,19,38,39,40,67,83,85
0.2500 6 51
0.1250 6
0.1875 6

0.1562 6
0.1719 6

with a post contingency load flow. Such a static tool does not allow to guess how many
and when reactor switchingstake place. In this system, one hasto rely on QSS simulation
to filter out contingencies at the maximum stress.

In order to assess the efficiency of QSS simulation, the above set of 90 contingencies has
been analyzed in 10 system configurations differing by the lines out of service and/or the
number of MAIS devices in operation. The average computing time on a 500-MHz PC
ranges between 1 min 20 s and 4 minutes.

Note that the QSS computational efficiency can be considerably improved, without af-
fecting quality, by adding a self-stopping criterion within the QSS simulation [CCM 00,
Cap00]. The aim of the self-stopping strategy is to anticipate as soon as possible whether
a post-contingency scenario is stable or not. Further details can be found in [CCMOQO,
Cap00].

On the average, with respect to the computation of all individual SOLs, SBS allows to
save 50 % of the computing time while SBS together with the self-stopping criterion
alowstoa75 % saving.

Let us finally mention that, in very large systems, it may be advantageous to distribute
contingencieson several computersin order to improvethefiltering speed, at low software
development costs.

3.8 Ontheevaluation of reactive power reserves

3.8.1 Motivation

Following a disturbance, most generators, synchronous condensers and static var com-
pensators of a power system react to maintain their voltages at (almost) constant values,
by producing more reactive power. Thisis possible as long as no physical limit prevents
this additional reactive power from being produced. When such limits are encountered,
transmission voltages fall down more or less progressively, until instability occurs either
in the form of aloss of synchronism (insufficient voltage support to transfer active power
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over long distances) or avoltage instability at the load ends (inability of the transmission
and generation system to meet the load demand).

Reactive reserves are thus necessary for both angle and voltage stability. Although we
focus on the second aspect, let us mention that the proposed method can be used in a
more general context.

It is rather easy to compute or measure the individual reactive reserve available on the
above components. However, it is well-known that reactive power cannot be transmitted
over long distances. For instance, remote generators cannot provide a significant voltage
support. Even if a generator has a large reserve with respect to its physical limit, its
effective ability to help remote incidents may be limited. In other words, in large systems,
reactive reserves cannot be obtained by merely summing up individual reserves.

Although the above facts are well known, there is no clear method to evaluate reactive
power reserves with respect to a contingency.

Reference [AF92] proposed to monitor reactive margins on voltage zones in order to as-
sess the voltage profile quality. A voltage zone is defined as a group of “tightly coupled”
generator buses, together with the union of the sets of load buses that they mutually sup-
port. The voltage zone margin is the difference between: (i) the zone reserve, obtained by
adding the individual reserves of generators within the zone, and (ii) the additional reac-
tive generation needed to maintain acceptable voltage levels after any given contingency.
The partition of the system into zones relies on load flow sensitivity information.

References [Sch98, SHC91] rely on the notion of voltage control area, defined as the set
of load and generator buses whose voltages respond “coherently” to outside changesin
reactiveload and generation. The “reactivereserve basin” of the areaisthen defined asthe
sum of the reactive reserves exhausted at the minimum of the VQ curve [ Tay94, VCV 98]

relative to any bus of the area. The percentage of basin reactive reserve remaining after a
disturbance is used as a measure of proximity to voltage instability.

As long as the above voltage (control) areas are identified from sensitivity analysis of a
pre-contingency configuration, their validity may be questioned when seeking reserves
with respect to instability (not just voltage profile quality) and severe contingencies.

Two methodsfor determining the * effective” reactive reserve of a specific voltage area are
outlinedin[TR98]. Thefirst method relieson VQ curves determined at one bus or for one
area. Thereserveistaken asthe sum of individual reserves of the generators under limit at
the minimum of the curve. It isthus an image, on the generation side, of a particular load
power margin. The second method computes an effective power reserve as the weighted
sum of individual reserves; the weights are based on sensitivities of generator reactive
outputs to reactive loads.

The evaluation of reactive power reserves has gained attention within the context of un-
bundling of generation and transmission. Provision of reactive power reserve is an ancil-
lary service that has to be valuated and paid accordingly. The value of this service must
be assessed with respect to the capability of helping the system to face incidents.
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To valuate individual reactive reserves, reference [ XZdS00] proposes an “equivalent re-
active compensation” method. The latter consists of adding fictitious synchronous con-
densers at all or selected load buses, and switching al reactive sources under constant
power. The synchronous condenser outputs are monitored while the production of each
source is varied from base case to maximum capability. This provides a basis for com-
paring the relative efficiencies of the various sources. Note, however, that transferring
voltage control from the generation to the load side results in a fundamental change of
system behaviour: problems of load flow divergence, overvoltage and unusual sensitivi-
ties can be experienced. The proper location of the synchronous condensersis a key step
in this method, to avoid abnormal operating conditions and obtain meaningful results.

In thiswork we propose to eval uate reactive reserves as a by-product of the secure opera-
tion margin computation.

3.8.2 Towardsadefinition of reactive reserves

3.8.3 Effective capability of generators

Consider the simple 3-bus system of Fig. 3.11. In this system, the load at bus L isfed by
generator 1, electrically closeto bus L, and generator 2, located farther away (the linesin
Fig. 3.11 represent both step-up transformers and transmission lines).

—_——

Q

1

Figure 3.11: Simple 3-bus system

We denote the generator reactive power capabilities by Q1™ and Q5™, respectively. As
is well-known, these limits are mainly dictated by the thermal overload capability of the
field or armature winding, as depicted by the machine capability curves [Tay94, Kun94,
VCV9g].

Figure 3.12.a shows the PV curve relating the load voltage V' to the load active power
P. Theload is assumed to increase under constant power factor and the two generators
respond to the active demand increase according to some participation factors. The break-
point B corresponds to the loss of voltage control by generator 1, under the action of an
overexcitation (or, possibly, a stator current) limiter. P™* is the maximum power that
can be delivered to the load by the combined generation/transmission system.

The reactive power response of each generator is considered in Fig. 3.12.b. Under the
effect of reactive power losses, both productions increase more than linearly. Aslong
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Figure 3.12: PV and PQ curves of the 3-bus system

as it controls its voltage, generator 1, located closer to the load, is more responsive, as
indicated by the higher slope of the ), vs. P curve. For simplicity, we assume that,
once under limit, generator 1 has a constant reactive power output Q'™ 1. When the
system operates above P = Pg, the whole reactive power has to come from the farther
generator 2. Hence, the slope of the (0, vs. P curve increases suddenly when passing
through point B. At the loadability limit P = P™*, this curve has an infinite slope, a
well-known characteristic of saddle-node bifurcations[VCV98].

Let Q// be the reactive production of generator 2 at the loadability limit. We call this
value the effective reactive limit of generator 2, as opposed to the physical limit Q5. For
generator 1, which produces Q'™ at the bifurcation point, both limits coincide. For gener-
ator 2, on the other hand, transmission system constraints prevent from taking advantage
of Qi — Q5/7 Mvars, at least when load isincreased at busL.

The total reactive reserve with respect to the effective capabilitiesis given by:
R=(Q — Q1)+ (@5 — Q)

Clearly, this reserve decreases as the load increases and vanishes at the loadability limit
point, i.e.

R—0 when P — pm (3.40)

What has been said applies to all reactive power sources. We will continue speaking of
generators but the proposed definition and method apply to synchronous condensers and
static var compensators as well.

this simplifying assumption is not needed if the QSS simulation is used
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3.8.4 Reactivereservewith respect to a contingency

Consider a power system with g generators in service. We denote by ¢ the reactive
production of the i-th generator (i = 1,.. . , g) at the current operating point and by Q'™
its reactive capability (or physical limit).

Following a contingency, most controlled reactive power sourcesreact by increasing their
production in order to keep their controlled voltages (almost) constant. 1n other words, the
contingency will “consume” some of the reactive power reserve available on generators.
We know that the farther the generator, the lower its support. Hence, the question: out of
the total reserve ", Q™ — Q?, how much is needed and on which generators, in order
the system to respond to the contingency in an acceptable way ?

Whether the system response to a contingency is acceptable must be defined with respect
to appropriate criteria. At least, voltage stability is required, but in addition to being
stable, the system might be requested to meet some operating constraints.

The approach followed here consists in stressing the system in its pre-contingency con-
figuration, until reaching an unacceptable post-contingency response. A simple analysis
of the last acceptable situation, or marginally stable case, will provide us with the sought
information, as explained hereafter.

Let M be the security margin with respect to the contingency. We denote by:

e Q). ; thereactive power production of the i-th generator in the pre-contingency con-
figuration, after the system has been stressed at the critical level M

° Q%Sm the reactive power production of the same generator in the post-contingency
situation, for the same level of stress.

Since M is such that the system response is marginally acceptable after the contingency
has occurred, we consider Q7. ; astheeffective capability of thei-th generator. Similarly
to what was said in section 3.8.3 for aload increase::

e any additional Mvar available on this machine cannot be used to face the contingency
in an acceptable way;

e in this particular post-contingency state, some generators may be at their limits while
others may still have some reserve. For the latter the effective capability is smaller than

the physical one, while for the former both limits coincide.

The system response to the contingency in the marginally stable case is given by:

g
Ry =Y QMyi—Q.. (3.41)
=1

Now, those generators not involved in (e.g. located far away from) the contingency are
characterized by:

Mo QM (342)

post, i

and hence, will not significantly contribute to the above sum. In practice, we identify the
set of generators involved in the contingency as:

E={i: Q¥ —QY . >¢) (343)

post, i
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where e isatolerance. Thus, for a small enough ¢, we have:
RM = Z Q%sti - Q;\g@i (3'44)
ic€
Thisformulation conveys abit more information in the sense that it focuses on generators
playing a significant role.

The corresponding reserve at an operating point characterized by productions )¢ is given
by:

R=3QM, .~ Q (3.45)

€€

Note that generators not involved in the contingency may respond to the stress and hence
be characterized by:

Qpre,i > QF
or, taking (3.42) into account:

%st,i > on
Hence, extending the sum in (3.45) over all generators would include in reserve R asig-
nificant contribution from generators that do not respond to the contingency. Therefore,
it isessentia to restrict the summation in (3.45) to the set £ only. Unless otherwise speci-
fied, we will use the corresponding formula (3.44) for the system response to contingency
in the marginally stable case, for the sake of symmetry.

Finally, notethat thereisarisk of not including asignificant generator inthe £ set, if: (i) it
approachesits (physical) limit by lessthan e in the stressed pre-contingency situation, and
(i) hitsitslimit after the contingency. In this case, one could re-simulate the contingency,
at the stress level M, with the limit removed. If the “freed” generator responds by more
than e to the contingency, itisincluded in £.

3.85 A security index

It follows from the above derivation that:
R— Ry when S— M (3.46)

which is an extension of (3.40) considering the contingency effect. In fact, (3.40) can
be seen as a particular case of (3.46) for an infinitely mild disturbance that can be faced
without consuming any reactive reserve, i.e. R, = 0.

Clearly, the system is secure with respect to the contingency as long as:

R > Ry
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or in dimensionless form:
_ R— Ry
Ry

The larger the index I, the higher the system robustness with respect to the contingency
of concern.

1

>0 (3.47)

The above indices depend to some extent on the stress chosen to push the system towards
itslimits. This aspect isfurther discussed in Section 3.8.7.

3.8.6 Computational procedure

The determination of Ry, and R relieson Q)] ; and Q. ; which in turn require to
determine the security margin M. This can be done using the binary search algorithms of
Section 3.5.1. In this context, the reactive reserves are obtained at no cost as a by-product
of the limit search. In some sense, the index I is an alternative way of presenting results,
looking from the generator side. In addition, it brings complementary information on the

generators responsible for unacceptabl e voltage profiles.

3.8.7 Numerical resultsfrom the RTE system

We present resultsrelative to two N — 2 contingencies, namely the tripping, in the Western
part of the system, of two double-circuit 400-kV lines, referred to as A and B, respectively.

We first take as system stress a national load increase covered by French generators. Ta-
ble 3.6 gives the corresponding values of margin M, number of generatorsin £, response
to the contingency (3.41) at the security limit, reserve (3.45), and security index (3.47).
A threshold ¢ = 20 Mvar has been chosen to identify the set £. Theloss of line A isa
contingency with local effects, the system becoming voltage unstable in its very Western
extremity. Themarginissmall and soistheindex /. Theloss of line B hasawider impact
but the load must be increased by a much larger amount before this contingency becomes
harmful. Expectedly, this system has only a small subset of generators involved in each
contingency. The more local the contingency, the smaller this subset.

Table 3.6: RTE system : margins and reserve

contingency: M nb of gen. | Ry R R — Ry
loss of (MW) in& (Mvar) | (Mvar) Ry
line A 490 13 1350 1461 0.08
line B 4142 30 2897 5165 0.78

Figure 3.13 relates to generatorsin £ only. It confirms that the loss of line A has a more
local impact. For both contingencies, generators A1 and A2 are the closest to the tripped
lines and are field current limited in the marginally accepted post-contingency situation.
Generator B1 (resp. B2) has a large reactive capability but the effective reserve is only
one half (resp. onethird) of it.
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Figure 3.13: RTE system : valuesof Q¢, Q4 M . and QY™ of generatorsin £
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Figures 3.14 and 3.15 show how the value of R and R, relative to agiven (base case) op-
erating point changes with the direction of stress used to compute them. To this purpose,
loads have been increased homothetically in 12 “concentric” areas, al including the area
most affected by the contingency. The abscissain Figs. 3.14 and 3.15 isthe base case |oad
power consumed in the stressed area. Each figure shows M, R, and R, respectively. The
left (resp. right) plot of each of these figures corresponds to the loss of line A (resp. line
B).
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Figure 3.14: Influence of stressed area (left plot: loss of line A, right plot: loss of line B)

The plots of Fig. 3.14 have been obtained in the absence of secondary voltage control.
When the latter is in operation, the curves of Fig. 3.14 become those of Fig. 3.15. This
figure shows the expected improvement in the margin M relative to each contingency.
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Figure 3.15: Same as Fig. 3.14 with secondary voltage control

The corresponding security index I isalso larger.

As can be seen, the security margin M decreases (almost) linearly with the size of the
stressed area. Theresponse R, on the other hand, remains rather constant, provided that
the stressed area does not approach too much the “heart of instability”. The invariance of
R, for the most dangerous contingency (loss of line A) is noteworthy. The reserves R
undergo more important changes, which seem to follow those of R,,.

Figures 3.16 and 3.17 show how the reserve evolves with the system stress. Let us em-
phasize that in these figures, a national load increase is assumed to compute R and R,
(this corresponds to the rightmost point in each plot of Fig. 3.14).
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Figure 3.16: Evolution of reserve with stress (left plot: loss of line A, right plot: loss of line B), same stress
used to compute reserve

In the plots of Fig. 3.16 the system is stressed along the direction assumed when comput-
ing thereserves. Asthe stressincreases, the availablereserve R decreases. Dueto theway
it iscomputed, the system response in the marginally stable case R, remains unchanged.
The R and R, curves necessarily intersect at a stress level equal to the margin M given
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in Table 3.6. Thelinear variations of R (and hence of I) are noteworthy.
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Figure 3.17: Evolution of reserves with stress when the system is locally stressed (left plot: loss of line A,
right plot: loss of line B)

In the plots of Fig. 3.17, on the other hand, the system is stressed more locally, which
yields much smaller margins (37 and 355 MW, respectively). Despite the fact that, at
each operating point, R and R, were computed assuming a national load increase, the R
and R, curves still intersect at a stress level equal to the margin M. The fina increase
observed in the right plot of Fig. 3.17 is due to some generators lately entering the set
& as well as a dlightly larger response Q)7 ; — Q.. ; to the contingency. The method
could still be improved to avoid such variations. Note, however, that the security index /
decreases linearly towards zero as the stress approaches the margin M.

3.8.8 Summary and final remarks
The ideas developed in this section can be summarized as follows:

1. thereactive power produced by a generator at the post-contingency operating point
corresponding to its security limit is taken as the effective capability of this genera-
tor, for the contingency of concern. For most generators of a (large enough) system,
the effective capability is smaller than the physical one, due to the impossibility of
transmitting reactive power over long distances,

2. at agiven pre-disturbance operating point, the reactive reserve R available to face
the contingency is a sum of differences between the effective capability and the
current production. This sum extends over the set £ of generators responding sig-
nificantly to the contingency;

3. theresponse R;, needed to face a contingency is the total reactive power produced
in response to the contingency, when the system has been previously stressed at its
security limit;

4. theratio (R — Ry)/ Ry iSaconvenient, dimensionless security index.
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Although the proposed method can be used in any context where it makes sense to com-
pute reactive power reserves, we focused here on voltage instability.

Further encouraging results obtained on the Nordic 32 as well as the RTE systems can be
found in [CV CO1].

There is some dependency of the so obtained reactive reserves on the direction of stress
used to compute them. However, the results presented here tend to show that, up to some
point, the R, is rather insensitive to the above choice. Also, even if the system is being
stressed along another direction than the one assumed to compute the reserves, the dif-
ference R — R); between the current reserve and the system response to the contingency
at the security limit - and hence the 7 index - decreases towards zero as the system ap-
proaches an operating point where the contingency becomes harmful. A linear decrease
has been observed in many cases.

Whereas the key role of reactive reserves is to support the voltage profile in response to
contingencies and stress, and thereby contribute to system security, the concepts summa-
rized under items 1 to 3 above constitute a basis for the valuation of reactive reserves.
With respect to a single contingency, it sounds reasonable to reward a generator up to
the amount corresponding to its effective capability (see item 1). To take the whole set
of credible contingencies into account, one could either consider the maximum effec-
tive capability over all scenarios or aweighted sum cumulating the effects of the various
contingencies.

A possible drawback of our approach concerns the criterion used to incorporate a gen-
erator into the set £. The criterion used here appears somewhat rigid especially when a
generator responds to a contingency a bit less than the threshold ¢, and, consequently is
not included in £. It may be advantageous to use weights in the formulaof R and R,
for instance:

g
_ M M
RM - sz ( post,i pre,i)
=1

However a satisfactory definition of weights w; remains to be found.
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Chapter 4

Ranking of preventive controls for
secur ity enhancement

This chapter is devoted to the ranking of candidate control actions according to their effi-
ciency in enhancing security. We first recall a useful general sensitivity formula. e then
consider the (simpler) case of thermal security. WWe proceed with the case of voltage se-
curity where two appealing approaches are presented. We finally derive general security
constraints with respect to thermal overload and voltage instability.

4.1 Thetwo levelsof security analysis

Before presenting the methods for ranking the controls, we briefly introduce the two se-
curity levelswhich will be considered throughout this thesis:

e security restoration requires that no one of the specified contingencies causes volt-
age instability or thermal overloads. Thisis basically a“point-wise” analysis per-
formed on the system current operating conditions. The analysis consistsin check-
ing whether the present injection vector belongsto St, or Sy, or none of these two
regions!;

e security margin restoration additionally requires the system to have sufficient volt-
age and thermal security margins with respect to the postulated contingencies. The
computation of voltage (resp. thermal) security margin requiresto find the intersec-
tion point between the straight line that characterizes the assumed stress direction
and the boundary By, (resp. Br), as shown in Fig. 3.2. Thus, the present injection
vector must not only belong to the security region of concern but the distance (mea-
sured in MW/Mvar) between this point and the security region boundary should be
larger than some threshold.

Hor instance, at point C,, of Fig. 3.1, the system is secure from the voltage stability and thermal overload
viewpoints; at point B, the system is voltage but not thermally secure

59
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When, following asecurity analysis, the system isdeemed asinsecure one hasto answer to
the twofold question: where and of how much to act in order to restore security (margin) ?

In this chapter we focus on the first part of the question, while the second one will be
treated in the next chapter. In thisrespect, we concentrate here on the ranking of candidate
control actions (mainly changes in power injections) according to their efficiency.

4.2 Sensitivity of dependent variableswith respect to power
injections

In this section we recall the derivation of a general sensitivity formula [DT68, FOC90,
WW96, VCV 98] which will be used at severa placesin thiswork.

Let us consider a power system in steady state described by a set of algebraic equations,
which we write in compact form as.

o(u,P) =0 (4.1)

where ¢ is a vector of smooth functions, u is the vector of algebraic variablesand P is
the 2m-dimensional vector of power injections. In the context of QSS simulation, these
equations are the long-term equilibrium equations (3.11, 3.12, 3.13) and u = (x,y,z). In
the reminder of this thesis we denote by nbeq the total number of long-term equilibrium
equations. If asimple load flow model is used, there are only 2m network equations and
u =y, the vector of bus voltage magnitudes and phase angles.

Let » be ascalar quantity of interest which we consider, for smplicity, to depend only on
u and not on P 2. 5 can be for instance the reactive power output of a generator, a bus
voltage magnitude, a branch current, etc.

If some changes in power injections P take place, the system will generally operate at
another value of u still satisfying (4.1). Asaresult, n will also change. For small changes
in P we are interested in determining the sensitivity of n to each P;:

on . Apg
oP, Alflyrgo AP, (4.2)

Differentiating n(u) according to the chain rule yields:

on
_ 3.7
dn = du 7u 4.3)
On the other hand, differentiating (4.1) gives:
pudu+epdP =0 (4.4)

2the case where 1) depends explicitly on P can be straightforwardly taken into account
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where ¢, is the Jacobian of the long-term equilibrium equations (4.1). It is a nbeq x
nbeq matrix containing the partial derivativesof each long-term equilibrium equation with
respect to each component of u. Assuming that ¢, ishonsingular one obtains:

du=—p;' ppdP (4.5)

Introducing (4.5) into (4.3) yields:

_, 0
dn = —dP o} (p.") ' 51 (46)

and hence the sought sensitivity vector is given by:

I~ bl (@7

op ~ PrW¥Wu) 5y

In the above formula:

e pp isavery sparsenbeq x 2m matrix. Theonly 2m nonzero elements correspond to
the derivative of thei-th (active and reactive) power mismatch equation with respect
to the i-th power injection?;

an . . . : : .
o 21 isa2m-dimensiona vector. It is also sparse in as much as the n function

Ju )
involvesfew u variables.

Note that, following the same reasoning, one can derive the sensitivity of a vector of
guantities p with respect to a given power injection P. The formulais:

op _10p
8—P = —Pufu 8—P (48)
where:
° % is a nbeg-dimensional vector of zeros except for the component which corre-

sponds to the sole mismatch equation involving P;

e p, isan a x nbeq matrix, where a is the dimension of the vector p. Thismatrix is
also very sparse in as much as p involves few u variables.

The implementation of the above sensitivity formulasis rather straightforward. Indeed,
the Jacobian matrix ¢,, needs to be computed and factorized only once. Then, each vector
of sengitivitiesis obtained by solving alinear system having the appropriate sparse vector
as independent term. Note also that the sensitivities need to be computed only for a
restricted number of injections P;.

3in QSS simulation there is one active and one reactive power mismatch equation at each bus of the
system.
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4.3 Thermal security restoration

When dealing with athermal overload one hasto identify the best controlsto decrease the
magnitude of some branch currents. To this purpose it is appropriate to rely on sensitivi-
ties of currents to injection.

In principlewe need to compute the sensitivitiesof post-contingency currents with respect
to pre-contingency power injections. To solve this problem exactly, two analytical solu-
tions have been proposed, based on the Inverse Matrix Modification Lemma [SAM87]
or the compensation method [AST83], respectively. In this work, we approximate the
derivatives of post-contingency currents to pre-contingency injections by the derivatives
of post-contingency currents to post-contingency injections. The latter can be obtained as
adirect application of the sensitivity formulae (4.7) or (4.8).

4.3.1 Derivation of branch current sensitivitieswith respect to power
injections

Let us assume that the j-th branch (which can be a line or a transformer) links buses :
and k. A general equivalent scheme of a branch is given in Fig. 4.1, where the shunt
elements have been neglected for simplicity. This scheme contains the branch resistance
R; and reactance X; and an ideal transformer of ratio . When it is used to represent a
transformer, r is the transformer ratio and the primary and secondary currents are given

by:

Iy = rIy = Y\ JV2 + (rVi)? — 2rViVi cos (6, — 6,) (4.9)

whereY; = 1/,/R3 + X7 and V; (resp. 0;) is the magnitude (resp. the phase angle) of
the voltage at bus i, and similarly for bus k. When this scheme is used to represent a
line,r = 1and I, = I, = I;. For atransformer we monitor only the side which is more
loadedi.e. [; = max ([, /17", I/15'") where [7%* (resp. 13"**) isthe maximal allowed
current on the primary (resp. secondary) transformer side.

vile, £ L2 Vil
— {
) Rj Xj k
r.l

Figure 4.1: A simplified scheme of aline or transformer

The sensitivity of the current in the j-th branch to achange A P; in the i-th power injection
isgiven by:

o, .. AL
oP, Alzlzgo AP,

j=1,....,b i=1,...,2m (4.10)

and indicates how much the current in the j-th branch varies when either:
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e 1 pu of active power is injected at the i-th bus, this excess power being compen-
sated by the generators. In QSS simulation, we mainly focus on primary frequency
control and hence generators participate according to their speed droops (provided
they are not limited). In aclassical load flow calculation, this excess active power
is absorbed by the slack-bus only;

e 1 pu of reactive power isinjected at the i-th bus, this additional power being com-
pensated by the generators controlling their terminal voltages. In practice, only
generators close to the i-th bus will react.

The first approach to come to mind for computing the above sensitivitiesis that of finite
differences. In this“brute-force” approach, AP, MW (or Mvar) are successively injected
at each bus of the system and the corresponding variation AZ; (j = 1,...,b) of each
branch current is computed. This requires to compute the new branch currents 2m times
and the procedure must be repeated for each post-contingency configuration. Although
very simple, this technique remains too computationally demanding, especially for on-
line applications.

For this reason it is more efficient to rely on the sensitivity formulae detailed in Sec-
tion 4.2.

In equation (4.7), 2—77 contains only four nonzero elements, namely the partia derivatives
u

of I, with respect to V;, V, 0; and 6. These derivatives are easily obtained from (4.9).

In equation (4.8), the j-th line of the p, matrix contains only four nonzero elements,
namely the partial derivativesof /; with respect to V;, V;, 6; and 6;.

Let us finally mention that in order to further increase efficiency we use formula (4.7)
when the number of controlsis greater than the number of branches overloaded or likely
to be overloaded, and formula (4.8) otherwise.

4.4 Thermal security margin restoration

We now seek to rank controls aimed at increasing an insufficient thermal security margin.
T

To this purpose we rely on the sensitivities of this margin to power injections, i.e. 5P
The latter can also be computed analytically. '

We have explained in Section 3.5.3 that, for a given stress direction, a single branch
generally determines the value of the thermal margin. Let us denote by £ this branch. For
small enough injection variations the same branch will remain the most constraining for

the new thermal margin. Considering that the margin A/ 7 is afunction of the current I,
which inturnis afunction of the injections P one can write:

oM™ OMT 9l
opF, ~ 9l P,

(4.11)
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The sengitivities of branch current to power injections can be determined using formula
(4.7), as explained in the previous section. The sensitivity of the therma margin to the
k-th branch current results from (3.36) as:

oMT oM™ 1
oL, = oIy _—@ (4.12)
S

Alternatively the above sensitivity may be computed from the optimization problem (3.37)
in Section 3.5.3. Indeed, at the optimum solution of this problem, the Lagrange multiplier
associated to each branch current constraint is nothing but the sensitivity of the thermal
margin with respect to the branch current, i.e.

OMT
My =
7o,

j=1,....b (4.13)

Whereas only the k-th branch current is active at the optimum . # 0 while for the other
branches ji; = 0, Vj # k.

Now, depending on the magnitude of the variation A P; it may happen that the most con-
straining branch changes. In this case, we have to identify the new constraining branch
by computing the new operating point and use the latter in (3.36). Formula (4.11) till
appliesto the new constraining branch.

4.5 Controlsrankingfor voltagesecurity restoration: first
approach

In this section we answer the question: if a contingency triggers voltage instability, where
should one act, before the contingency occurrence, in order the system to have a post-
contingency stable response ? Compared to thermal overload, this problem is more com-
plex in the sense that in a voltage unstable scenario the system has no post-contingency
equilibrium. Nevertheless, we can extract information from the unstabl e post-contingency
evolution and useit for ranking controls in the pre-contingency state.

The materia of this sectionislargely borrowed from [V CJ95, VCV 98, MV C99].

45.1 Information provided by the normal vector

Let us consider that, before the contingency, the system operates at the point P° = P(0~)
inside the pre-contingency feasible region F, but outside the voltage security region Sy
(see the left plot of Fig. 4.2). Under the effect of the contingency the operating point
P(07) jumpsto P(0) (seetheright plot of Fig. 4.2) mainly due to the load sensitivity to
voltage. Then, for reasonsexplained in Section 3.3 (mainly load restoration and frequency
control) the system will evolve along the trajectory P(t) tending to attain a point P¢
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located outsideregion A, as sketched in theright plot of Fig. 4.2. During thisevolution the
system trajectory “touches’ the boundary BE>™ at the so-called critical point P¢. At this
point onereal eigenvalue of the matrix A, given by (3.27), goes from negative to positive.
The same holds for the unreduced Jacobian J, given by (3.25). The left eigenvector
associated to the zero eigenvalue of A is closely related to the normal vector n to the
boundary BE°*. From both P¢ and n, a linear approximation of the boundary surface
BE** can be built, in the form of the tangent hyperplane H (see Fig. 4.2) whose equation
is:

n’ (P —P°) =0 (4.14)

Py

A T

Figure 4.2: Portrait of a voltage unstabl e post-contingency scenario

Let AP be avector of injection variations. In order P¢ + AP to be brought back on the
stable side of H, AP must satisfy:

n”(P?+ AP — P¢) <0
&  —nTAP > n?(P? - P°) (4.15)
Assuming that only the i-th injection is changed, the amount required to come back on
the stable side of H is given by:
nT (P4 - P°)
ny;
Since the numerator in the right-hand side is the same for all buses, we conclude that the

higher the normal vector component corresponding to an injection, the smaller the amount
of the action needed and thereby the more efficient this control.

AP, > — i=1,...,2m (4.16)

45.2 ldentification of the critical point

The critical point of the system corresponds to a smooth passage through zero of one

eigenval ue of the unreduced Jacobian J. It isnot along-term equilibrium (h(x, y, z) # 0)
but only a point of the system tragjectory which satisfies:

0=1(x,y,2) (4.17)

0=g(x,y,2z) (4.18)

det A =detJ =0 (4.19)
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A critical point can be identified using the sensitivities of the total reactive generation ),
to the various reactive loads [CGS84, BP92, VCJ95, VCV98]. These sensitivities can be
obtained from the general formula (4.7):

0Qy _ 1 1199

- _ T 4.2
where for the QSS simulation ¢,, is the J matrix defined by (3.25), % IS an nbeq-
u
dimensional vector and ¢q, iSan nbeg x m very sparse matrix.
L et us decompose the Jacobian matrix ¢,, into:
pu=VAW (4.22)

where:

e A isadiagona matrix containing the eigenvalues A1, ... , Ay, Of oy, Which we

assume all distinct for simplicity
e V isamatrix whose i-th column is the right eigenvector v; of ¢,, relativeto \;
e W isamatrix whose i-th row is the |eft eigenvector w; relativeto \;.
Under the above assumption of distinct eigenvalues, theleft and right eigenvectorsrelative

to two different eigenvalues are orthogonal to each other. We assume moreover that all
eigenvectors have been normalized, so that:

O ifi#
v.wj_{l il (4.22)

~

which showsthat W = V1,

Inverting and transposing (4.21) we get:

nbeq ~T

(pu )™ = WIATIVT = 3~ 25 (4.23)

=1 7

Taking (4.23) into account the sensitivity formula (4.20) becomes:
nbeq

0Q, T w;vl | 0Q,
=— = 4.24
0Q, ~ *a [Z N | ou (4.24)

This formula clearly shows that when the Jacobian ¢, is singular, or equivalently has a
zero eigenvalue, the above sensitivitiestend to infinity.

By way of illustration, the time evolution of one such sensitivity is shownin the right plot
of Fig. 4.3, relative to the unstable voltage evolution shown in the left plot. The critical
point iscrossed at t = 370 s, where sensitivities change sign “going through infinity”.
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Figure 4.3: Time evolution of abus voltage and adQ ,/9Q); sensitivity in an unstable scenario
45.3 Determination of the normal vector

Let w bethe left eigenvector corresponding to the zero eigenval ue of the unreduced Jaco-
bian J at the critical point. Therefore, w’J = 0. It can be shown [Dob92] that the normal
vector n isgiven by:

n=[0 0 gf |w (4.25)

where gp is the Jacobian of g (see Eq. 3.13) with respect to the power injections vector
P.

In practice the dominant real eigenvalue and the corresponding left eigenvector w can be
obtained by applying the Simultaneous Iteration method to the matrix A [RVC96]. An
unreduced Jacobian formulation allowsto use the sparse J matrix in all theinvolved linear
systems.

Under the effect of field current limiters, it may happen that the dominant real eigenvalue
“jumps’ from a negative to a positive value (e.g. [VCV98], pp. 255-260), instead of
smoothly passing through zero. This situation corresponds to the system going through a
breaking point (see Fig. 3.4). The above sensitivitiescorrespondingly switch from positive
to negative without assuming very large values. Asreported in [MVC99], in al practical
cases, we found it satisfactory to compute w at the first point where negative sensitivities
are observed.

4.6 Controlsrankingfor voltagesecurity restoration: sec-
ond approach

In the previous section we have presented a control ranking technique based on the normal
vector n. In this section, we propose an alternative ranking criterion which offers some
advantages over the n-based criterion, for equally good ranking capabilities.
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4.6.1 Principle

It is well known that long-term voltage instability develops as a progressive fall of volt-
ages. If successive “snapshots’ are taken along an unstable system evolution and if the
bus voltage magnitudes are sorted out, a rather constant pattern is observed, pointing out
the most affected area of the transmission system. Depending upon the instability mode,
this area may be more or less extended.

Within the context of preventive actions, it thus makes sense to take actions that will
prevent the lowest transmission voltage to fall. Hence the idea of:

e identifying the transmission bus which undergoesthe largest voltage decay. We will
assume that this occurs at the ¢-th bus 4 and will refer to the latter as the weakest
bus;

¢ identifying those control actions able to increase the voltage V, of the weakest bus.
To this purpose, we propose to eval uate the sensitivities of thisvoltageto the (active
Ve

and reactive) power injections, i.e. g—P

This raises the question of choosing the operating point at which the above sensitivities
are computed. Our simulations have shown that the choice of this linearization point,
although easy, is crucial for the success of the method, asisthe choice of the weakest bus.
Before addressing this question, we briefly explain how these sensitivities are computed.

4.6.2 Analytical derivation of the sensitivities

The sensitivities
W [V Ve o ov]t
OP  |OP, " OP, " 0Py,

(4.26)
can be easily obtained from the general sensitivity formulapresented in Section 4.2, which
yields:

e -1 276 -1 4.27
op — Pp )T 5= —ep (vu) e (4-27)
where e, isaunit vector withe, =0, Vi # /¢ and e, = 1.
Note the strong similarity with the % sengitivities presented in Section 4.5.2, given by
l

(4.24) and used to identify the critical point along avoltage unstable trajectory. Both sen-
sitivities involve the inverse of the ¢, Jacobian and hence change sign passing through
infinity when crossing the critical point. For this reason, one could think of using the

.. OV, 0Q,
sengitivities 7P instead of 20,

4¢ for “lowest”

to identify critical points. However, this would raise
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the question of choosing the weakest bus, which is not known beforehand. On the con-
0Q,

trary, because they involve the reactive power generation of the whole system, the 9
l

sensitivitiesallow a global monitoring of the system.

4.6.3 Linearization point

Following a similar reasoning as for the % sensitivities and normal vector n, we pro-
l

pose to compute the % sensitivities along the unstable post-contingency trajectory of
the system °.

Clearly, the absolute and relative values of these sensitivities change with the point of
the post-contingency evolution at which the system equations are linearized. This change
resultsfrom generators reaching their reactive limitsand from the load restoration process.
This raises the question of chosing the point at which it is appropriate to evaluate ¢,
and therefrom (4.27), in order the sensitivities to accurately indicate which controls can
increase the minimal voltage V.

We propose to carry out this computation near the critical point. This choice is motivated
by the fact that at the critical point the unrestored load is at (or close to) its minimum (see
example of Section 2.3.1). More importantly, at the critical point, we know which gen-
erators are responsible for the limitation of the power deliverable to loads. Just after the
contingency, many generators may still be under voltage control, because |oad restoration
has not taken place yet, or their OEL s have not acted yet or their field currents are still low
because many generators share the effort. On the other hand, long after the critical point
has been crossed, many generators may switch under limit due to the system degradation.
It is therefore not suitable to compute the sensitivities either too early before or too late
after the crossing of the critical point. At this point, the sensitivitieswill have “the mark”
of load restoration and generator reactive power limitation.

This choice isfurther justified by the analytical considerations of the next section.

For already mentioned reasons, near the critical point, the sensitivities will assume very
large values. The absolute values have no rea interpretation and we will thus consider

normalized sensitivities, obtained by dividing the vector % by its component with the

largest magnitude. In other words, the most effective injection to act on will be ranked
with a1l. The lower the magnitude of a sensitivity, the less effective the corresponding
injection. Note that sensitivities with respect to active power injections may be negative,
aswill beillustrated in Section 4.8.4.

5an extension to stable but |ow-voltage scenarios will be discussed in Section 4.6.5
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4.6.4 Relationship between n and 2‘12

Substituting (4.23) for (¢,”) ! into the sensitivity formula (4.27) we obtain:

nbeq

Wf - Z ‘pPWzV o (4.28)

As already mentioned, the Jacobian ¢, issingular at the critical point or, equivalently, it

has azero eigenvalue. In the neighbourhood of thispoint, it has an amost zero eigenval ue,

which we denote by \.. Putting in evidence the term relative to A. in (4.28) yields:
8_V phw;vle; (pPWCV e _ Z <pr vie, kK

“n (4.29)
oP —~ X - Ao

wheren = pLw, isthe normal vector and

k=vle, (4.30)

Hence, as we approach the critical point, the magnitude of the last term in (4.29) becomes

larger and larger (||nk /.|| — o) and, the other eigenvalues being nonzero, the last term

dominates the other ones, so that the sensitivities can be approximated by this term only:
oVy k

b = m (4.31)

It results that the vector of % sengitivities is collinear with the normal vector n. In

other words, after a proper normalization, both vectors will coincide. Hence, under the
above assumptions, the normal vector and these sensitivities computed at the critical point
provide essentially the same information about the ranking of controls. In theory, this
result holds true whatever the bus ¢.

In practice, however, the eigenvalue . is close to but not equal to zero and hence, the
contribution of the other terms in (4.29) may not be negligible. Thisis even more true
in large systems having a large number of eigenvalues (and hence a large number of
terms). In order the last term to be dominant, the value of k£ should be aslarge as possible.
From (4.30), it is easily seen that bus ¢ should correspond to the largest entry of the right
eigenvector v..

Now, it has been shown in Ref. [Dob92] that the right eigenvector v indicates how the
various system states u; are affected by the voltage collapse. More precisely, the higher
the voltage drop at a bus, the larger the corresponding component of the right eigenvector
v.. In particular, the largest component of the right eigenvector is expected to point out
the voltage which drops the most.

To summarize, the choice of bus ¢ as the one experiencing the largest voltage drop does

. . . .. OV .
not only make sense from a physical viewpoint but alows the sensitivities 8—If to bring
the same information as the normal vector n.
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Ve

46,5 Advant f th
vantages of the -

based ranking

The %-based ranking offers advantages over the n-based one in several respects:

1. efficiency. both approaches require a single computation and factorization of the
Jacobian J . However, whilethe sensitivitiesrequireto solveasinglelinear system,
the simultaneous iteration method used to compute w. (and therefrom n) requires
to solve a sequence of such systems [RV C96];

2. reliability: although the simultaneous iteration method works well in most cases,
it may experience convergence problems when the initial estimate of the dominant
eigenvalueisnot accurate enough. We have experienced this problem around break-
ing points, where the (real) dominant eigenval ue does not go smoothly through zero
but rather “jumps’ from a negative to a (non negligible) positive value. In such a
case, it may be required to execute the simultaneous iteration algorithm several
timeswith progressively larger initial estimates. On the other hand, the sensitivities
can always be computed as long as the system has a post-contingency short-term
equilibrium. They thus appear more reliable for an industrial application.

3. extension to low but stable voltage problems. As mentioned in Section 3.5.1, in
practice, lower bounds may be imposed on the post-contingency voltages (see equa-
tion 3.33). It is thus possible that the system settles at unacceptably low but still
stable voltages, in which case no critical point is crossed and the derivation of Sec-
tion 4.5 does not apply. The sengitivities, on the other hand, can be computed at
that final operating point. They will carry information about how to restore via-
bility rather than stability. From this viewpoint they appear to be a more general
approach to tackle voltage problems.

Asaready mentioned, only the relative values of the sensitivitiesare meaningful when the
computation is carried out near a critical point, for stability restoration. On the contrary,
when the problem is to increase a low final voltage (see item 3 above), absolute values
can be interpreted.

4.6.6 Summary : practical procedure

The procedure for ranking the control actionsfor voltage security restoration can be sum-
marized as follows:

1. Simulate the post-contingency evolution of the system until the specified time horizon
isreached, or unacceptable low voltages are met, or short-term equilibrium islost;

2. at the various points of the simulated system evolution, check for 0Q),/0Q; sensitivi-
ties changing sign through infinity;

3. if thistakes place, compute the 0V, /0P sensitivitiesat the short-term equilibrium point

6J — M intheei genvalue computation, where )\ is an estimate of the sought dominant eigenvalue
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where the sign change takes place. Normalize them by dividing by the sensitivity with
the largest magnitude;

4. if no sign change has been detected, compute the sensitivities at the final operating
point and use the absolute values, provided that 0Q),/0Q; is smaller than athreshold.

Obviously, the sensitivities 9V, /0P cannot be checked if the system loses its short-term
equilibrium right after the contingency is applied, which is the case of short-term voltage
instability.

4.7 Numerical results

We exemplify hereafter some of the ideas exposed in this section on one test and two redl
systems. We focus on comparing the controls ranking given by the 0V, /0P sensitivities
and the normal vector, respectively.

4.7.1 Examplefrom Nordic 32 system

We first consider the Nordic 32 system (see Appendix A.1).

A comparison of controls ranking for an unstable scenario resulting from the loss of the
line linking buses 4011 and 4021 is given in Table 4.1. At the critical point, the smallest
voltageisobserved at bus 4022 and isabout 0.92 pu. From thistable one can easily remark
that the sensitivities of this voltage with respect to active generator injections practically
coincide with the corresponding components of the normal vector. As already explained,
thisresult is attributable to the relatively small number of eigenvalues of this system.

Table 4.1: Nordic 32 system: comparison of controls ranking
lgen| n [dVi/dP [ gen| n [dVi/dP[ gen| n | dV/dP |
g7 | 1.000| 1000 || g18| 0914 | 0.912 || g21| -0.075| -0.075
g6 | 0955 | 0954 | g19| 0.903 | 0.900 || g22| -0.075| -0.074
gl7b | 0.954 | 0953 || gl1| 0.788 | 0.785 || g10| -0.075| -0.074
gl7 | 0.954 | 0953 | g12 | 0542 | 0.537 gl | -0.076 | -0.075
gle | 0.941 | 0.939 g8 | 0429 | 0.425 g2 | -0.083 | -0.083
gl5 | 0.941 | 0.939 g5 | 0.023 | 0.023 g3 | -0.084 | -0.084
gl4 | 0.924 | 0.922 g9 | -0.073| -0.073 || g4 | -0.105| -0.104

4.7.2 Examplefrom the RTE system

In this example we consider a contingency whose security margin is about 4800 MW.
During the marginally unstable scenario (4900 MW of stress) the system passes through
the critical point at t=130s. We have chosen to display the results relative to 19 significant
generators among atotal of 176.
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Figure 4.4 shows the ranking of these generators according to both criteria. As expected,
both rankings are in a very good agreement. Nevertheless, small discrepancies can be
observed for generators 2 to 6. They are dightly greater than those observed for the
Nordic 32 system, likely because of the higher value of the first term in equation (4.29).

Figure 4.5 presents the ranking obtained according to 0V, /0P sensitivities computed at
four different snapshots: just after the contingency (t=20s), at the critical point (t=130s), at
t=290s and at t=300s just before the short-term equilibrium islost. One can conclude that
the sensitivity ranking is more and more distorted with respect to that of the normal vector
when moving away from the critical point. This applies to the values of the sensitivities
as well as to the order in which generators are ranked. That is attributable to the fact
that, after the critical point, more and more generators attain their reactive limits. This
causes the relative values of some generators to become more important. Comparatively,
the ranking obtained just after the contingency is less distorted.

1 T T T T T T T T

T T T T T T T T
ranking according to the normal vector n

ranking according to dV/dP sensitivities -------

relative values of n or dV/dP sensitivities

0.2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
generator number

Figure 4.4: RTE system: generators ranking according to normal vector and 9V, /0P sensitivities

Figure 4.6 comparesthe generators ranking provided by sensitivitiesrelativeto four differ-
ent “weak” buses. Bus 0 undergoes the highest voltage drop between its pre-contingency
and critical point values and is thus considered as the best choice. The other three buses
are located at some distance, in different directions, from bus 0. For buses 2 and 3 the
ranking is very different, while for bus 1 located near bus O, the ranking is only slightly
different. This result underlines the importance of deriving the sensitivities at a loca-
tion where the voltage drop is large enough but at the same time it shows that the choice
between various buses of the same weak areaisnot critical.
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Figure 4.5: RTE system: generators ranking according to 0V, /0P sensitivities computed at different time
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Figure 4.6: RTE system: generators ranking according to 9V, /0P sensitivities computed at different buses

4.7.3 Examplefrom the Hydro-Québec system

. . : oV, e
A comparison of generators ranking according to normal vector and ~* sengitivities

for this system is given by Fig. 4.7. We consider the marginally unstable scenario of
a binary search relative to the loss of a line between MO and MQ areas. Note that,
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during the post-contingency evolution the system switches back and forth three times
between sensitivities of opposite sign (at t=2 s, 14 s and 30 s respectively), as shown in
the left plot of Fig. 4.8. The last two switches are due to MAIS devices that trip shunt
inductances at successive time instants to counteract the system degradation owing to
LTCs, and maintain for some time the system around its critical point. The critical point
is crossed for the first time at t=2 s, i.e. just after the contingency, when the dominant
eigenvalue of the system A. jumps from -0.057 to 0.551 (see the right plot of Fig. 4.8).
At that point we rank the 84 generators of the system according to both criteria. Bus 705
whose voltage is the lowest at the critical point (about 0.92 pu) is taken as the weak bus.
One can remark that, in spite of the large value of )., the sensitivity-based ranking, drawn
with dotted line, is quite close to that of the normal vector, drawn with solid line.

T T T T
- M Q ranking accqrding to normal vector n
. ranking according to dV/dP sensitivities -------

08 F

0.6

0.2

-0.2

relative value of n and dV/dP sensitivities

04 F

-0.6

_08 1 1 1 1 1 1 1 -
0 10 20 30 40 50 60 70 80 90

generator number

Figure 4.7: Hydro-Québec system: generator ranking according to normal vector and 0V, /0P sensitivities

Figure 4.7 also shows that increasing active power injections in the BJ area, located one
thousand kilometers from the weak bus 705, has a significant effect (about a quarter of
the largest sensitivity, relative to the MQ area). Expectedly, injecting reactive power at
the same place does not influence the weak bus voltage at all.

Moreover, the MO and CF areas exhibit negative sensitivities, which indicate that active
power generation should be decreased in these areas. Indeed, they are located in the
corridor where the contingency takes place.

4.8 Voltage security margin restoration

In the previous sections, we have considered the problem of ranking control actions with
respect to their efficiency in restoring voltage stability. In this section, we consider the
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Figure4.8: Left plot: time evolution of 0Q) ;/0Q; sensitivity at aload bus. Right plot: time evolution of the
dominant eigenvalue \ .

problem of additionally restoring a security margin, and we correspondingly derive the
sensitivities of marginsto power injections.

4.8.1 Voltage security margin sensitivity with respect to power injec-
tions

For a given contingency, the sensitivity of the pre-contingency margin MY to a small
change A P; of the i-th power injection is given by:

oMV AMV
OP; —Azggo AP,

i=1,...,2m (4.32)

which should be interpreted as indicated in Section 4.3.1.

L et us assume that before the contingency, the system operates at point P © inside the volt-
age secure region Sy, as shown in the left plot of Fig. 4.9. For a given direction of stress
d, the security limit corresponds to point P*. Let us denote by MY the corresponding
security margin. We aim at determining the sensitivity of the margin A/ to the base case
power injections P°. To this purpose we assume asmall variation dP° of power injections
around the initial point P°. The new security limit, for the same stress direction, is now
the point P* + dP* and the new security margin changes accordingly into A7V + dMV.

4.8.2 Approach by finite differences

A simple, brute force approach consists in approximating the sensitivities by a ratio of
finite differences, assuming a small variation A P; and evaluating the resulting margin
variation AMV. To guarantee accuracy, the magnitude of A P; must be properly chosen
and the margins must be computed with atolerance A smaller than what isusually needed
for practical security monitoring. Thisrequiresto perform more stepsin the binary search.
On the other hand, each binary search can start from a narrower interval [S, S,,].
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Figure 4.9: Effect of small power injection changes on a voltage security margin
4.8.3 Analytical approach

Deriving an accurate analytical expression of the sensitivitiesis a challenging — if at all
solvable — problem. Indeed, we seek to determine how far changes in the pre-contingency
operating point influence the maximum stress that can be imposed to the system, such that
its response to a contingency is stable.

Given the difficulty of this problem, we approximate the sensitivity of pre-contingency
margin to pre-contingency injections with the sensitivity of post-contingency margin to
post-contingency injections. A contribution of this thesisis to show that the latter sensi-
tivities provide reasonably accurate information for the pre-contingency control.

Thederivationinthe post-contingency configurationisasfollows[DL92a, Gre98, VCV9g].

Let P}, bethe post-contingency equilibrium point of the system operating initially at P°

(seetheright plot in Fig. 4.9). Let also P, be the post-contingency security limit of the

post

system in the direction d and M., its corresponding margin. Let P¥ ., + dP},,, (resp.
M), + dMy,.,) be the new security limit (resp. margin) after a small injection variation

post 0.

ape, ., around P¢

pos post*

As mentioned above, we make the approximation:

aMVv _ dMy,

post

dP°e — dP?¢

post

and for the sake of clarity, we drop the lowerscript “post” in the following derivation.

We have shown in Section 3.4.4 that any point of surface BY7* is a loadability limit for
a particular direction of stress. Let us now assume that these points are of the SNB type,
i.e. the Jacobian J issingular at each of these points.

At the post-contingency security limitsP* and P* 4+ dP* we have respectively:

o(u*,P*) = p(u*,P°+ M"d) =0 (4.33)
p(u* +du”,P* + dP*) = p(u* + du*, P* + dP° + dM"d) = 0 (4.34)
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together with the singularity conditions:

det Yyulucur =0 (4.35)
det Yuluur+dur =0 (4.36)

A Taylor series expansion yields:
o(u* + du*, P* + dP*) = p(u*, P*) + ¢ du* + @p[dP° + dM" d] (4.37)

Premultiplying with w’ and taking (4.33, 4.34) into account, we get:
wl o du* + wlepdP?® + wlpdM'd = 0 (4.38)

Now, since wlp, = 0 and n = w’lyp, and assuming that w’ppd # 0, we obtain the
sought sensitivity as:
aM”  wlep

dP° ~ wlppd  n’d (4:39)

In practice, for each contingency of interest, these sensitivities are computed in the mar-
ginally unstable case of the binary search used to determine the margin.

4.8.4 Numerical example

We consider the Nordic 32 test system. The stress of concern is a load increase in the
South area (.5,,.. = 600 MW/180 Mvar) covered by adlightly greater generation increase
in the North area (due to system losses), each according to participation factors.

Let usrecall that there is no slack-busin the QSS model; instead, generators respond to a
disturbance according to governor effects [VCV98]. Moreover, it isassumed that only the
generators of the North area participate to frequency control (i.e. the others have infinite
speed droops).

Table 4.2 shows the sensitivities of margins to controls given by (4.39), for the five sever-
est contingencies and for different controls. The sensitivity to an active generation is the
margin increase for asmall increase on this generation, balanced by a decrease of North-
ern generations, as dictated by frequency control. Such values are presented in the first
four rows of Table 4.2. The last two rows, on the other hand, correspond to a shift of
power from one generator to another. The values have been obtained by subtracting the
corresponding sensitivities.

For comparison purposes, Table 4.3 shows the same sensitivities obtained by finite differ-
ences. For each generator of concern, a50 MW production increase has been considered,
properly compensated by the other generators. All margins have been computed witha A
tolerance of 2 MW for the sake of accuracy.

Numerical discrepancies are to be expected considering that a finite difference is used,
tap changers deadband make the QSS simul ation somewhat insensitive, etc. Nevertheless,
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Table 4.2: Nordic 32 system : sensitivities given by (4.39)
control : contingency : loss of

gener. | balanced by | gl14 | gl7 | lineA | gl15 g8
0l7b North 084 | 091 | 093 | 0.84 | 091
018 North 080 | 0.84 | 092 | 0.80 | 0.88
g4 North -0.09 | -0.07 | -0.12 | -0.09 | -0.09
gl North -0.02 | 0.00 | -0.09 | -0.02 | -0.02
0gl7b g4 093 | 098 | 105 | 093 | 1.00
018 gl 082 | 084 | 101 | 0.82 | 0.90

Table 4.3: Same system: sensitivities obtained by finite differences
control : contingency : loss of

gener. | balanced by | g14 | g17 | lineA | g15 g8
gl7b North 086 | 1.04 | 098 | 096 | 0.92
gl8 North 080 | 092 | 094 | 0.90 | 0.88
g4 North -0.08 | -0.16 | -0.14 | -0.10 | -0.18
gl North 0.00 | -0.02 | -0.22 | -0.02 | 0.00
gl7b g4 094 | 110 | 1.08 | 1.02 | 1.02
g18 gl 082 | 092 | 1.00 | 0.90 | 0.88

there is a good general agreement between both approaches. In particular, the ranking of
control actionsis the same by both approaches.

Let us finally comment on the fact that analytical sensitivities are computed in the post-
contingency state and used in the pre-contingency analysis. Their derivation assumes that
the system is characterized by the same set of equationsin the pre-contingency base case
and at the critical point of the post-contingency unstable scenario. However, very often,
at the critical point some generators are under field current limit 7 while they controlled
their voltages in the base case. Therefore, the system equations in the base case and
at the critical point may be somewhat different, which causes some inaccuracy on the
sensitivities. Neglecting the higher-order terms of the Taylor in series expansion (4.37)
is another source of error [Gre98]. Nevertheless, we have observed that the so obtained
sensitivities are accurate enough for control ranking.

4.9 Derivation of security constraintswith respect to
voltage instability and thermal overload

When, following a security analysis, the system has been found voltage and/or thermal
insecure, and candidate controls have been ranked as proposed in this chapter, the next
problem is to determine how much the controls should be changed to remove the insecu-
rity, while taking care that these actions do not create other security violations.

"hence, the voltage setpoints of such generators cannot be taken as control variables, since they do no
longer appear in the final set of equations
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We believe that the easiest way to tackle this problem is through security constraints,
which take on the form of linear inequality constraints and are derived as explained here-
after.

49.1 Constraintsfor thermal security restoration

Thermal security constraints express that no branch current is above its limit after any
specified contingency:

Irjgjjmax 7“:1,...,0 ]Iluub (440)

where b is the number of branches, I,; is the post-contingency current in the j-th branch
after the r-th contingency, c is the number of contingencies and 77** is the maximum
current allowed in the j-th branch. The above inequality can be linearized into:

2m
I+
i=1

where I7; is the current in the j-th branch after the r-th contingency, when the system
operates with the base case injections P°. Note that inequalities (4.41) can be written
for pre-contingency currents as well, but post-contingency currents are generally more
constraining.

a[T" mazxr :
anABSIj r=1,...,¢c j=1,...,b (4.41)

The above constraints approximate the boundary B47*" (resp. Br) of the post-contingency
viability region V (resp. thermal security region St) by a piece-wise linear surface, each
linear part corresponding to one of the constraints (4.41) being active (< replaced by =).
Thisisillustrated in Fig. 4.10, which focuses on thermal aspects only.

It isvery convenient in practice to consider the post-contingency viability region as boun-
ded by linear constraints, because ssmpler linear analysis can be used. Thisapproximation
isaccurate in truly thermal limited systems, where voltages remain close to their nominal
values. The approximation is more questionablein the region of the injection space where
the thermal security boundary approachesthe voltage security boundary. A case of special
interest is when an action aimed at enhancing voltage security, causes thermal overloads
to become severer than voltage instability.

4.9.2 Constraintsfor voltage security restoration

Similarly, for any contingency causing voltage instability, alinear security constraint can
be straightforwardly derived from the considerations of Section 4.5, where we have shown
how the boundary B%’* can be approximated by its tangent hyperplane H at the critical
point P, asillustrated in Fig. 4.2. The equation of H being given by (4.17), the secure
region isthus characterized by:

n’(P - P <0
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Figure 4.10: Thermal secure region in the power injection space

Assuming as before that this post-contingency information can be used for pre-contingency
control, and decomposing P into P = P° 4+ AP, the aboveinequality becomes:

n” AP < n”(P° - P°) <0

Adding a subscript r to refer to the r-th contingency (r = 1, . . . , ¢) thisconstraint can be
rewritten as:

n AP < n;(P; —P°) <0

or equivaently as:
2m
> nuAP < C, (4.42)
=1

where C, = n! (P¢ — P°) isaconstant for the r-th contingency.

It isnoteworthy that, in order to build theinequalities (4.42), all what mattersisto identify
acritical point of the system, and compute the corresponding normal vector n. Therefore,
such asecurity constraint can be also built for a contingency which does not cause voltage
instability, by merely bringing the system at an (insecure, stressed) operating point P ¢
where it responds in an unstable way to the contingency. Incidentally, note that P¢ does
not appear in the linear approximation (4.15); it is merely used to bring the system to
instability and therefrom obtain a linear approximation of the security boundary. On the
other hand, the choice of P¢ may influence the “quality” of the linear approximation,
through P¢ and, consequently, n &,

Finally, let us emphasize that in the voltage security constraint (4.42), the normal vector
may be replaced by the 9V, /0P sensitivitieswhich have been shown to provide essentially
the same ranking.

8moreover, for (very) mild contingencies it may be impossible to derive a voltage security constraint
because the voltage secure region Sy almost entirely overlaps the feasible region F, and, hence, the load
flow could diverge at P¢
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49.3 Constraints for voltage and thermal security margin restora-
tion

Let us denote by M either the voltage MV or the thermal security margin M7,

Security constraints relative to margins express that the system should to have a sufficient
margin M, with respect to any of the specified contingencies. These constraints take on
the form:

M.PY>My; r=1,...,c (4.43)
For a small variation AP of the power injections around the initial operating point P,
the inequalities (4.43) can be linearized into:

2m
M,(P°)+ > SuAP > My r=1,... ¢ (4.44)

i=1

oM, . . . L
where S,.; = 5P is the sensitivity of the r-th margin to the i-th power injection. These
sensitivities can be computed as indicated earlier in this chapter.

494 Summary

Inequalities (4.41, 4.42 and 4.44) are at the heart of the derivations made in the later
chapters of thisthesis.

From a practical viewpoint, we will consider that the relative values of the sensitivities
0l,;
or; _ _ . . .
tion or by the way the constraints are derived, we will use compensation techniques, as
presented in the next chapter.

, ny; and S,; are accurate. However, to account for errorsintroduced by the lineariza-

495 Extension totransactions

In deregulated systems under the bilateral contract model, it isof interest to quantify secu-
rity with respect to transactions. To this purpose, voltage and thermal security constraints
should be derived considering transactions as control variables. A simple, linear change
of variables can be used, as detailed hereafter.

A transaction is a bilateral exchange of power between a selling and a buying entity.
In the sequel, the selling (resp. buying) entity is called source (resp. sink) and may
comprise several generators (resp. loads). The k-th transaction (k = 1, ... ,t) isdefined
by its volume T}, which is the active power received by the sink, as well as by the bus
participationsin the source and the sink. The latter are defined by the two m-dimensional
Vectors:

o= [t i m)” B =[Bk1- - Bi- - Brml”
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where ay; (resp. () is the participation factor of the generator (resp. load) at busi in
the k-th transaction. Obvioudly, ay; = 0 (resp. Gx; = 0) in the absence of a participating
generator (resp. load) at busi, and ay,; > 0 (resp. G;; > 0) otherwise. Furthermore, the
participation factors are chosen such that:

=146 > Bu=1
=1 i=1

where ;. accounts for the transmission losses associated with the k-th transaction.

Thus, for the k-th transaction, the active power P;% (: = 1,... ,m) injected into and the
active power P, drawn fromthe i-th bus relate to the above variables through:

Pt =auT, P, =0Ty P, P,>0

and the volume of the k-th transaction is given by:

[, = E P ==l ki 4.45

Denoting by A the variations from base case values, we have:

and the net power variation at bus: is, for all transactions:

t t
AP = AP — APT =Y AP; = AP =Y (o — Bii) AT, (4.46)
k=1 k=1

This equation defines a mapping between the power injection and the transaction spaces.

Since atransaction is nothing but a linear combination of power injections, security con-
straints can be derived with respect to transactions as a particular case of those derived
with respect to power injections.

The thermal security constraints (4.41) become:

+ZarJATk<1mam j=1,...,b r=1,...,c (4.47)

where the partial derivativeis given by:

OL,; <=0l
oT, ~ & P,

1=

As regards the voltage security constraints, the first term of (4.42) becomes:

t

2m 2m
Z n AP = Z T Z Qi — Bri) ATy, = Z Z Ny (ki — Bri) AT, (4.49)
=1 =1

k=1 =1
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Introducing the new coefficients:

2m
Ny = Z Nri(Ci — Bri)
=1
the constraints (4.42) can be rewritten as.

t
Z ﬁrkATk S Cr
k=1

Similarly, the security constraints (4.44) become:

L oM,
MT<PO)+ E aT]:ATksz 7’:1,... ,C
k=

where the partial derivativeis given by:

OM, < OM,
T, < < OP,

1=

(Oéki—ﬁki) 7’21,...,6
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Chapter 5

M anagement of voltage and thermal
congestions

The methods presented in this chapter aim at determining, in some optimal manner, the
preventive actions needed to remove voltage or thermal congestions. Congestions refer
to situations where the system is either voltage or thermal insecure with respect to the
previously defined security levels. Two approaches are proposed: the first one considers
power injections as control variables while the second one relies on power transactions.
Numerical examples of both approaches are given for a test as well as for a real-life
system.

5.1 Introduction and previousworks

In a deregulated environment a system is said to be “congested” when some predefined
security constraints (thermal, voltage stability, angle stability, etc.) are violated in the
current or in a foreseen operating state. Security constraints refer to both “N” and “N-1"
configurations. Congestion management consists in controlling the system such that all
security constraints are satisfied. The task of relieving or removing a congestion falls on
the Transmission System Operator (TSO).

Congestion management can be carried out preventively, i.e. before the occurrence of
any contingency, or correctively, i.e. after a disturbance has led to security constraints
violation. Preventive congestion management is performed prior to real-time operation
(e.g. after the day-ahead market is cleared) or on-line to remove an existing (or a trend
towards) congestion. Preventive congestion management alone cannot guarantee that no
congestion will occur because, on the one hand, there is always a mismatch between the
forecasted and the real power flows and, on the other hand, unexpected disturbances may
occur. Therefore, corrective congestion management appears as a required complement
to preventive congestion management [CWWOQ].

Most authors deal with these two types of congestion management separately. However,

85
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excessive preventive control leadsto higher operating costs and, hence, to higher electric-
ity prices for customers. On the other hand, relying too much on corrective measures in-
creases considerably therisk of blackouts. A trade-off between preventive and corrective
congestion management through the minimization of costs of combined preventive and
corrective actionsis proposed in [SAK98, CMP0O1]. However, these approaches strongly
rely on the knowledge of the probability of contingency occurrence and the computation
of the minimum load curtailment needed to restore feasibility after a contingency.

Whileathermal overload generally leaves sometimeto take aremedia action, itiswidely
agreed that a developing voltage instability cannot be counteracted by human operators.
Hence, corrective control against voltage instability must be implemented trough auto-
matic, fast enough devices [M0002]. The latter may increase generator (or compensator)
voltages, switch shunt compensation and, in the last resort, shed load. Such a system pro-
tection scheme appears as the natural complement of preventive congestion management,
allowing smaller — and hence less expensive or less market intrusive — control actions to
be taken to preserve security. Note that, whereas our approach relies on QSS time simu-
lation, existing automatic corrective control means can be taken into account (as already
illustrated in Section 3.7). This chapter is devoted to preventive congestion management
methods. Nevertheless, the proposed approaches apply as well to correct both mild volt-
age instabilities and thermal overloads.

Power systems were confronted to congestions well before deregulation has prevailed .
In the vertically integrated environment, congestion management most often consistsin
modifying the economic dispatch at the least cost until no security constraint is violated.
As regards corrective control, depending on the gravity of the congestion, the objective
may range from minimum action cost to minimum control deviation (with respect to pre-
contingency values). Minimal load shedding to restore voltage security is an example of
the second objective.

The management of thermal overload congestions has been widely analyzed [ G198, SHP98S,
WV 99, WS00, CWWO00, HamQO0b]. It is most often based on the DC load flow model.
Although valid in many practical cases, the latter approximation may be less satisfactory
when voltage and thermal aspects are strongly coupled.

The management of voltage instability congestions has been comparatively less inves-
tigated so far [KVEQOO, BMZ00, VouOl1, CVCO02a]. Most of these publications aim at
keeping security margins with respect to plausible contingencies above some threshold.
Multiple contingencies are treated through heuristics [KVEQO] or through constrained
optimization [BMZ00, CVC023].

So far the two types of congestions have been considered separately because voltage sta-
bility analysisrequires more accurate toolsthan amere DC load flow. Thiswork proposes
an integrated handling of both problems.

The methods to tackle congestions can be divided into two main categories [ESO99,
CWWO0O0]: economical (e.g. market splitting, auctioning) and technical (e.g. generation
redispatch, transaction curtailment). The former methods can be used only in a preventive

Land many power systems are still vertically integrated
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context, e.g. in the day-ahead market, while the latter are suited to both day-ahead and
real-time applications. The methods considered in thiswork fall in the second category.

As regards the available means to remove a congestion, actions on voltages — through
transformer ratios, generator voltages and reactive power injections— are limited either by
therange of variation allowed for these variables or by their impact on the pre-contingency
system configuration. For instance, in order to increase a security margin, it is unlikely
that significant amounts of shunt compensation can be switched in the pre-contingency
configuration, owing to the risk of overvoltages. The same holds true for generator ter-
minal voltages. On the other hand, active power generation rescheduling and load cur-
tallment can have a significant impact on both voltage stability and thermal overloads.
However, these actions have a cost and hence must be taken in a transparent and optimal
manner. In the sequel we will mainly concentrate on congestions that cannot be removed
by “cost-free” means such as capacitors, transformer taps, FACTS devices, etc. although
most of proposed algorithms could be extended to such control means.

We will consider another distinction related to control means to manage congestions. A
first approach, referred to as Injection Control and denoted IC, relies on power injec-
tions, i.e. generator productions and load consumptions. A second approach, referred to
as Transaction Control and denoted TC, relies on power transactions as defined in Sec-
tion 4.9.5.

The |C approach can be implemented in any deregulated model. It consists in modifying
the market-based generation scheme at the least cost, according to the generator bids
[SHP98, Dav98, CWWO00, WS00, KVEQO, BMZ00, LRG02, CVC024a]. In order to ensure
higher competition this method can be easily extended to also take into account load
curtailment [BMZ00, Vou01, TB02, CVC02a).

As an dternative, the TC approach is applied in deregulated systems operated under
the bilateral contract model. It consists in curtailing non-firm transactions in some op-
timal manner in order to relieve congestions [TLR97, G198, CGM98, WV 99, HamOQb,
BGCO00Q].

A Transmission Loading Relief (TLR) protocol is used by the North American Electric
Reliability Council (NERC) in order to remove congestions [TLR97]. The main short-
coming of the TLR formulais its inability to take into account the benefit of counter
flows, thereby implying bigger than necessary transactions curtailment [RA98, BGCOQ].
Improvements of the NERC protocol are suggested in [RA98, GS00, BGCO00]. Refer-
ence [RA98] proposes a bid-based system, where each trader submits incremental/de-
cremental price bids for both the supply and demand of the trader’s transaction. This
information would be used to determine centrally the optimal redispatch of transactions.
Reference [BGCOO0] suggests to use multilateral trades, that is each trader is allowed to
submit a balanced schedule with multiple generation and delivery points, rather than bi-
lateral ones. An improved TLR formulawhich leads to curtail more on those trades with
a larger influence on the congested line is additionally proposed. Finaly, Ref. [GS00]
suggests to compute the ATCs on an hour-ahead basis, instead of classical off-line com-
putation which yields less accurate values.



88 Chapter 5

Reference [G198] proposes to curtail transactions according to the least distance, in the
Ly-norm sense, between the operating point obtained if all desired transactions were ac-
cepted and the secure region. This approach completely disregards prices of transactions.
On the contrary, Ref. [Dav98] suggests a weighted L,-norm in which the weight associ-
ated to each transaction representsits price.

An iterative method to assess the feasibility of simultaneous transactions ahead of their
scheduling timeis presented in [HamOOb]. At each step of the procedure, transactions are
ranked by decreasing order of their available transmission margin (ATM), whichisdefined
as the difference between the ATC of the transaction path and the size of transaction.
While the ATM of the first ranked transaction is positive, it is entirely accommodated and
the ATCs of other transactions are updated. Although transparent, this procedure can be
deemed unfair especially when accepted and rejected transactions have almost the same
impact on security.

In Europe, within UCTE 2, the cross-border transmission capacity will be most likely al-
located by a Coordinated Auctioning (CA) mechanism [ESO01, ACT02, PCHO2]. Thus,
TSOs organize simultaneous (* coordinated”) auctions for each pair of adjacent countries.
Market participants make bids which consist of adesired amount of power and a maximal
price they are willing to pay for obtaining that power. Aslong as no congestion occurs
al transactions are accepted at their desired level. Otherwise the (thermal) congestion is
removed by minimizing the sum over all requested transactions of their bid price times
their deviation from the requested quantity. Note that the CA is designed to manage
congestions at international level, while leaving each country responsible of its internal
congestions.

Asregardsthe security requirements, most authors adopt the viewpoint of security restora-
tion especially for thermal congestions, i.e. all branch currents must not exceed their up-
per limit in the base case as well as after any specified contingency. Comparatively less
publications focus on security margin restoration, especially for voltage instability con-
gestions, which requires in addition the system to have adequate security margins with
respect to all postulated contingencies.

The various formulations dealing with security margin restoration aim at either maximiz-
ing a load power margin [DL92a, Can98, RCQ99, WL00] or minimizing an objective
function with voltage security constraints [WET98, RCQ99, VFX99, FAM(00, WPHO01,
Mil03]. The approach used in thiswork belongs to the second category.

There are basically two techniques to compute the controls aimed at increasing a security
margin:

e perform a single optimization providing both the improved margin and the corre-
sponding controls. Control and dependent variables are handled together. This
optimization is performed with at least a set of equality constraints describing sys-
tem operation at the limit point [DL92a, Can98, WL0Q]. Inequality constraints can
be added on the limit point [WLO0O] or on both the limit and the base case oper-

2Union for the Co-ordination of Transmission of Electricity
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ating points [RCQ99, VFX99, Mil03], which requires to incorporate the equality
constraints rel ative to base case system operation;

e import into an optimization of the base case system operation constraints stem-
ming from a separate margin computation and analysis [WET98, FAM00, WPHOL1,
CVC02a).

Although it requires to iterate between margin calculation and control adjustments, the
second technique is more “open”: for instance, margins can be determined through more
accurate, dynamic simulations, whilethefirst techniquerelieson algebraic (typically load
flow) equations treated as equality constraints. The second technique has been followed
in thiswork.

All publications so far concentrate on a single configuration of the system and, where a
contingency is mentioned, the control actions are taken in the post-contingency configu-
ration. Our concernisto control the system in the pre-contingency configuration such that
security margins are maintained with respect to several (dangerous or potentially danger-
ous) contingencies simultaneously. Again, the second technique seems more appropriate,
in as much as the multiple contingencies can be handled separately (and possibly in par-
allel), thereby breaking down the problem into more tractable ones.

5.2 Injection control approach

Let us first recall that in any deregulated environment a Balancing Market (BM) oper-
ates to provide the TSO with means for compensating generation-load imbalances and
managing congestions. Typically, the BM opens after the day-ahead market is cleared
and operates as an auction market. Generators submit incremental (resp. decremental)
bids indicating the minimal (resp. maximal) price at which they are willing to increase
(resp. decrease) their outputs. Loads can also participate in the BM by bidding a minimal
compensation price beyond which they agree to be curtailed.

521 Security restoration

In this section we require to operate the system so that none of the specified contingencies
causes voltage instability or thermal overload. Thus, operating outside the overall secu-
rity region (see Fig. 3.1), i.e. P° ¢ Sr, represents a system congestion which must be
removed by bringing P° back inside Sr. In real-time, thisrequiresto determine from the
balancing market which among the cheapest (resp. most expensive) generations should be
increased (resp. decreased) taking into account their efficiency in solving the congestion.
In mathematical terms the objectiveis:

m

min Z(C;’AP;F —c; AP) (5.1

+ -
N AN
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where, for a generator which can be rescheduled, ¢;” (resp. ¢;) is the incremental (resp.
decremental) bidding price, while for aload which can be curtailed, AP;* = 0 and ¢; is
the curtailment price.

In a pool market generators make incremental (resp. decremental) offers greater (resp.
lower) than the system marginal price for each period of time, i.e. ¢ > MP andc; <
M P [CW98a, CW98h].

Note that this general congestion approach also applies to any of the unconstrained dis-
patch schemes established the day ahead. Inthiscase ¢j = M P and ¢; represents the
price bid by the i-th generators in the day-ahead market.

The TSO thus pays the generators which increase their output and receives payment from
the generators which decrease their output. The incremented generators thus make more
profit 3. For instance, in apool model, they are paid at apricec;” > M P for the additional
power delivered AP;". Similarly, the decremented generators save money because they
refund the TSO an amount of energy at alower price than the one paid to them by the TSO
in the market settlement (pool model) or the one received from the customers (bilateral
contract model). For instance, in a pool model, the decremented generators save the
difference between the unconstrained marginal price of the system and its decremental
bid times the amount of power decreased, i.e. (M P —c¢; )AP; . Thecost of congestionis
further allocated to the market actors as an uplift cost [SHP98, Dav98, KV E00, CWWO0Q].

Let Ac; = ¢f — MP > 0and Ac; = MP — ¢; > 0 betheincrement in price with
respect to theinitial one received by generators for their output variation. By substituting

¢, ¢; fromthe above formulae and considering that Z(AP;r —AP;) = 0, theobjective
=1

(5.1) becomes:

m

i AcTAPY + Ac; AP~ 5.2
N ;( ¢t AP + Ac; AP)) (5.2)

5.2.2 Minimal control change: a ssimplified formulation

An interesting particular case of the objective (5.2) is obtained when Ac;” = Ac; = 1.
This disregards economics and aims at determining the minimal generation rescheduling
and/or load curtailment needed to remove the congestion. This objective is attractive not
only as a particular case of (5.2) but also by itself because it yields the least deviation
from the unconstrained market solution and, hence, it hinders as little as possible the
desired power transactions. In the sequel we will focus on this objective. Let us mention,
however, that all the techniques to be discussed apply equally well to the more general
objectives (5.1 and 5.2).

Incidentally this objective is appropriate to be used for the corrective control of an emer-
gency situation. In such a case there may not be enough time to take the cheapest counter-

Swe assume that generators make “reasonable” bids
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measures, but only to minimize the amount of load shed in order to save the system from
collapse.

Under the linear voltage and thermal security constrai nts whose derivation was explained
in Sections 4.9.1 and 4.9.2, congestion management can be seen as the solution of the
following optimization problem:

m

i APF + AP~ 5.3
sl 2 (AR AR &9
subject to : ani(APf —AP)<C, r=1,...,c (5.4)
i=1
]O»+i%(AP+—AP._) <1 r=1 cj=1 b (5.5)
] — aPZ 7 1 — 45 PEEERECIN) g e e ey
D (APF—APT) =0 (5.6)
i=1
0<APF <P Py (57)
0< AP < PY— Py (59

The voltage security constraints (5.4) may be written for al contingencies, asexplainedin
Section 4.9.2. However, we restrict the above formulation to the contingencies unstable
a P°. The thermal security constraints (5.5) may be written for each branch in each
post-contingency state, which leads to ¢ x b constraints, as explained in Section 4.9.1.
Nevertheless, in order to keep the problem tractable and because most thermal security
constraints are not limiting, we derive them only for the overloaded branches or those
close to be overloaded in the post-contingency states. The constraints (5.7, 5.8) stem
from boundson the control variables. Clearly, for agenerator, P? isthe current production
and P/ (resp. P™™) is the maximum (resp. minimum) active power allowed by the
turbine. For aload, P? isthe current consumptionand P"** — P? isthe maximum amount
of power which can be curtailed. Finaly, (5.6) is the overal power balance equation,
assuming that losses will not change significantly. If this is not deemed acceptable, a
full OPF incorporating (5.4, 5.5, 5.7 and 5.8) can be used (in which losses are taken into
account through load flow equality constraints).

In the above formulation, controls are of active power nature, but reactive aspects can be
taken into account in the computation of the sensitivitiesn,.;. More precisely, if a change
in active power AP; at the ¢-th bus is accompanied by a change AQ; = a;AP; of the
corresponding reactive power injection, the effective sensitivity is taken as:

Npi = Npip + Q3 Ny (5.9
where n,;p and n,; are the active and reactive sensitivities. This formulais applied in

the following two cases:

¢ load curtailment: when load is cut, both active and reactive powers vary. In the
absence of a more precise information, loads are assumed to be decreased under
constant power factor, in which case a; = tan ¢ = ¢/ P?;
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e generation rescheduling: itiswell known from the capability curvesthat increasing
the active production of a generator decreases its reactive reserve. To account for
thiseffect a; istaken as the (negative) slope of the Q(P) curve. Thisappliesonly to
generators under reactive power limit at the point where the sensitivities are com-
puted. Note that if the last term in (5.9) is large enough, when decreasing active
power generation, the benefit of an increased reactive reserve may outweight the
detrimental effect of importing active power from remote generators.

A formula similar to (5.9) is used for the sensitivities 01, ;/0F;, when considering load
curtailment, in which case a; has the same meaning.

The relationships (5.3-5.8) make up alinear programming problem which may be solved
through the standard ssimplex method. Let AP* be its solution. Since constraints (5.4)
and (5.5) are only linear approximations of the complex boundaries 5y, and B, the “ cor-
rected” operating point P* = P° + AP* may be located (hopefully dlightly) outside the
overal secure region Sy, or conservatively inside. Moreover, one cannot exclude the
case where a contingency would create both voltage and thermal problems. A contin-
gency which triggers voltage instability at P° is labelled voltage harmful in the filtering
phase but, as the system does not reach an operating point where branch overloads can be
checked, the latter problem is hidden.

We propose a two-step procedure to deal with such situations:

1. voltage security restoration. First, P° is brought inside Sy,. To this purpose, the
voltage security constrained optimization problem (5.3, 5.4, 5.6, 5.7, 5.8) is solved,;

2. thermal security restoration. When all contingencies are voltage stabilized, thermal
overloads are checked; if any branch is overloaded, the corresponding constraint
(5.5) isadded and a new optimization is performed, in order to bring P° inside S7.

A flow chart of this approach is presented in Fig. 5.1.

Alternatively, one can first “partially” restore voltage and thermal security by solving
the problem (5.3-5.8) except of the thermal constraints corresponding to voltage unstable
scenarios. The latter constraints are checked at the solution of this problem and, if any of
themisactive, it is added to the previous set and the problem is solved again.

Note that after solving the voltage security constrained optimization problem, it is possi-
ble that new contingencies become unstable at P? + AP7,, where APy, isthe solution of
this problem. For each such contingency, a new voltage security constraint is derived and
added to the already existing set, before the so enlarged optimization problem is solved.
The procedure can be repeated until al contingencies are voltage stable at P° + APY,.
The same procedure can be performed after the thermal security correction.

The L;-norm objective (5.3) tends to put the effort on controls with the highest sensi-
tivities, even if the gap with respect to other controls is small. This may be considered
discriminatory by the involved market players, since sensitivities are not perfectly exact.
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Figure5.1: Algorithm of injection control for security restoration

This drawback can be attenuated by limiting the amplitude of the control changes. An
aternative isto use the L,-norm objective:

m

min AP + (AP)? 5.10
shln, D (AP +(AF0) (5.10)

On the other hand, this objective generally leads to alarger number of injection changes,
which may be considered impractical by the TSO. This disadvantage could be mitigated
by performing a second optimization, after removing from the candidate controls, those
with small contributions A P;.

The optimization problem (5.10, 5.4-5.8) can be solved using quadratic programming
procedures [IMS97].

Note finally that future or current operating points P° can be slightly modified in order to
ensure that the system preserves a desired security margin [CV C02a].
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5.2.3 Heuristic handling of nonlinearities

In the previous chapter we have derived linear voltage and thermal security constraints.
We present now a heuristic technique to handle the nonlinearity of constraints (especially
those related to voltage).

For the r-th unstable contingency, we consider that in (5.4) the relative values of the
various n,; sensitivities are correct while the C',. term may be affected by some error. We
seek therefore at determining an improved value of thisterm. To this purpose we replace
(5.4) by:

i=1

and we solve the optimization problem (5.3, 5.11, 5.6, 5.7, 5.8) adjusting f, iteratively
to obtain the best objective function together with a voltage secure point P*. A binary
search is used to this purpose; it consistsin building asmaller and smaller interval [f,, fa],
such that the solution AP* of the linearized optimization problem (5.3, 5.11, 5.6, 5.7,
5.8) yields a voltage secure point P* for f,. = f, and an insecure onefor f, = f,. This
is checked through the QSS simulation of the r-th harmful contingency. At each step, the
interval is divided into two equal parts; if the midpoint leads to a secure (resp. insecure)
optimum, it is taken as the new upper (resp. lower) bound. The procedure is repeated
until the absolute difference between two successive objectives (5.3) becomes smaller
than atolerance, in which case f, isset to f,. Observethat for f. = 0 the solution of the
above optimization problem is AP* = 0 and hence it corresponds to an insecure point
because P* = P°. The search starts with f, = 0, f, = 1 if the very first optimization
yields a secure operating point P*, and with f, = 1, f, = 2 if it yields an insecure one.
Clearly, the iterative search of f,. consistsin moving H,. parallel toitself, thus expanding
or contracting the linear approximation of the voltage secure region (see Fig. 4.2).

This technique is applied to each constraint (5.4) (i.e. to each unstable contingency)
separately. As a by-product, we obtain the control change required to make the system
secure with respect to each contingency separately. Alternatively, one could use asingle
value f to correct al constraints, since not all of them are active at the optimum. This
would significantly speed up the computations.

In principle, the same iterative procedure can be also used to find more accurate thermal
constraints. However, a simpler technique exploiting the more linear nature of this prob-
lem can be used instead. Thus, once the post-contingency current I, ;“l has been obtained

by QSS simulation, all sensitivities g[];] are multiplied by:

2

real o
I’I"j - IT‘_]
= 01,
P
1

(5.12)

AP?

where the numerator is the real change in branch current between the optimum and the
base case, and the denominator is the corresponding linear prediction. A single update of
the sensitivitiesis usually enough.
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5.2.4 Security margin restoration

In this section we require to operate the system so that none of the specified contingencies
has a voltage or thermal security margin smaller than some threshold ;.

As for security restoration, congestion management is stated as an optimization problem
asfollows:

m

min > (AP + AP) (5.13)

AP.+ AP 4
=1

subjectto: MY (P°) +ZSV (APF—AP7)>M; r=1,...,¢c (514)

MT(P°) +ZST APY —AP7)>My r=1,...,c (515

Y (AR —AP)=0 (5.16)
i=1

0 < AP < pmez _ p? (5.17)
0< AP < P’ —pmn (5.18)

The main difference with respect to the previous optimization problem (5.3-5.8) liesin
the voltage and thermal security constraints (5.14 and 5.15), which are now derived as
indicated in Section 4.9.3. Clearly, security restoration is a particular case of security
margin restoration, corresponding to M, = 0. Nevertheless, it makes sense to keep the
two formul ations separate since in avoltage unstabl e case, no margin, and hence no sensi-
tivities, can be computed. In this case, the constraint (5.4) must be used instead of (5.14)
until a security margin MY (P° + AP3,) can be computed.

As for security restoration, we take into account reactive aspects in the computation of
the sensitivities S, through formula (5.9), in which SV, (resp. S)QQ) isthe sengitivity of
security margin W|th respect to active (resp. reactive) injection. This formulais applied
for both generation rescheduling or load curtailment.

As in the previous problem, there are situations where one cannot solve the above linear
programming problem in a single step. For instance, if for a contingency, voltage insta-
bility is more constraining than thermal overload, its thermal security margin cannot be
computed because one cannot check post-contingency currents in a voltage unstable sce-
nario (for all stress levels beyond M"). In such a case, we restore voltage and thermal
margins in two steps:

1. voltage security margin restoration. The voltage security constrained optimization
problem (5.13, 5.14, 5.16, 5.17, 5.18) isfirst solved. Let AP7, be the corresponding
solution;

2. thermal security margin restoration. Once all voltage margins are restored, thermal
overloads are checked at the point P° + AP7,. If a contingency causes thermal
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overload implies that its corresponding margin is smaller than M. In this case
thermal margins are computed at P° + AP?,, their corresponding constraints (5.15)
are added to the previous set, and the so enlarged optimization problem is solved.

Let MY (P°+ AP3,) (r =1,. .., c) bethe new voltage security margins obtained at the
end of the first step. We expect to have M) (P° + AP}) > My (r = 1,... ,c) with at
least one inequality constraint of the type (5.14) binding at the solution, i.e.

Jr: MY (P° + AP} = My
or in practice:
MY (P + APY) — My| < ¢

where € is a tolerance. The r-th contingency is the most dangerous in the post-control
situation, with amargin just equal to M.

Two situations, however, may prevent us from directly reaching this objective:

1. Under- or over-correction of margins. We have emphasized that the inequalities (5.14)
are somewhat approximate with respect to the true nonlinear constraints. As a conse-
guence, it can happen that some new margins are still smaller than M, or, on the contrary,
al of them are significantly larger than M,. In such cases, we compute improved sensi-
tivities and determine the new correction to apply to P°. Let us emphasize that this new
correction is not added to the previous AP?,, but rather replaces the latter. Now, we only
have ¢ new margins to improve cm > ¢ senditivities. To face this lack of information,
we correct al the sensitivities SY, (i = 1,... ,m) relative to the r-th contingency by the
scaling factor:

MY (P + APy) — MY (P°)

Yt SHAP,
in which the numerator represents the real change in the r-th margin and the denominator
the one expected from linearization. As in the security restoration procedure, the above
heuristicsis equivalent to assuming that, for agiven contingency, the relative values of the

various sensitivities SV, are correct. In principle, the procedure has to be repeated until
the margins are distributed as indicated above.

(5.19)

2. Antagonistic controls. It can happen that changing P° to meet the harmful contin-
gency inequality constraints (5.14) causes harmless contingencies to become harmful. A
first solution consistsin extending the set of inequalities (5.14) to contingencies having a
margin in an interval [M, M,], where we assume that margins larger than A7), (i.e. much
larger than M) will not fall below M. Note that incorporating to the optimization prob-
lem more inequalities (5.14) than necessary has no consequence; the latter will merely
remain non-binding. Alternatively, we may stick with the M, threshold and, if some new
margins fall below M, add the corresponding inequalities to the former set and perform
anew optimization.

The above two situations may also arise when treating therma margins. Although the
thermal security constraints (5.15) are much more linear, a similar scaling technique can
be used if needed.
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Figure 5.2: Algorithm of injection control for security margin restoration
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The whole computational procedure is sketched in Fig. 5.2.

We finally mention a variant that saves the voltage security margin computation at the
first iteration of the algorithm of Fig. 5.2. It consistsin checking the contingencies after
stressing the system at P¢ = P° + M,d. For the contingencies causing instability, (5.4)
is used instead of (5.14), since M (P°) is not known. For the subsequent iterations the
original algorithm steps are followed. Note that after changing the system operating point
into P¢ = P° + M,d, the problem reduces to security restoration, and the approach
of Section 5.2 can be applied. This technique also applies to thermal security margin
restoration.

5.3 Transaction control approach

As already mentioned, in aliberalized electricity market under bilateral contract model,
suppliers and consumers arrange power transactions to their own financial interest. These
simultaneous trades are then submitted to the TSO whose role isto check that they do not
threaten system security. If they make the system insecure, the TSO has the possibility
to curtail transactions in some optimal (and transparent) manner. This also holds true in
real-time operation, as soon as a congestion appears.

The curtailment of a transaction impliesin turn a modification of power injections at both
sending and receiving buses involved in transaction. More precisely, a transaction is a
linear combination of power injections and, hence, the security constraints derived with
respect to transactions (4.50 and 4.47) are a particular case of the constraints determined
with respect to power injections (5.4 and 5.5). Thisappliesto both IC and TC approaches.

5.3.1 Security restoration

As discussed in Section 5.1 many objectives can be thought of, ranging from the least
overal trade curtailment given by the L; norm to the (weighted) L, norm or the TLR
formula.

In thiswork we use a L,-norm objective, as originally proposed in [GI98], which consists
in minimizing the sum of squared transaction deviations (from the base case values):

t
> AT
k=1

This objective yields a compromise between market forces and system capability. All
trades are weighted in terms of MW instead of money, which is non-discriminatory. This
objective is fairer than a L; norm in as much as it reschedules trades according to their
relative impact on the violated constraints, instead of focusing only on the trades with the
highest impact.
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The formulation is thus:

t

i AT? 5.20
win 2 AT; (5:20)
t
subject to : ZﬁrkATk <C, r=1,...,c (5.21)
k=1
I,
1:j+za—j’;]zATk <IMr=1,...,cj=1..,b (522
k=1
~T, < AT}, <0 (5.23)

Note that, unlike the previous formulations (5.6 or 5.16), this one does not require an
explicit power balance equation, since each transaction (4.45) is balanced by itself.

The solution AT* of this quadratic programming problem provides the closest distance
of the proposed set of transactions T to the secure region defined by inequalities (5.21
and 5.22).

The agorithm of Fig. 5.1 can be used in this case as well, with the specification that the
base case P° must be replaced by T°.

The curtailment of atransaction can be performed in two ways:

1. decreasing source generator output as well as sink load consumption (or generator
output);

2. preserving the load level and decreasing only the output of generators involved in
tradesto be curtailed. In this case the overall generation deficit can be compensated
through an increase in the cheapest generators. Thisis a particular case of the IC
approach where the A P, ’s are known and only the A P;"’s have to be determined.

5.3.2 Security margin restoration

The equations (5.20-5.23) can be straightforwardly extended to security margin restora
tion. The algorithm (see Fig. 5.2) still appliesin this case.

In some systems it is possible that transactions are submitted to the TSO together with
a minimal price at which they are willing to be curtailed [WS00]. This leads to con-
sider a mixed objective function of the type (5.1) where the control variables are now the
generator outputs, the load consumptions and the transactions.

5.3.3 Réationship with coordinated auctioning

Congestion management by coordinated auctioning [ESO01, ACT02, PCHO2] consistsin
maximizing the value of the allocated capacity, i.e. the sum over all requested transactions
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of thelir bid price multiplied by their bid quantity:

t
Z bi, Ty, (5.24)
k=1

under security constraints, where b;, is the bid price of the k-th transaction and T}, the
corresponding allocated power. The above objective can be easily transformed asfollows:

t t t t
mTE:XZkak & H%}C“Z b, T, < n%iank(Tk‘f —-Ty) < rg%gakATk
k=1 k=1 k=1 k=1
(5.25)

where T} istherequested power of the k-th transaction (0 < T}, < TY) and AT}, = T2 -1}
is the deviation between the requested and allocated values. The last objective is nothing
but the one mentioned in Section 5.1.

Asaparticular case, if al transactions bid the same price, e.g. b, = 1, Vk, the coordinated
auctioning objective (5.24) coincides with the least overall trade curtailment objective:

Replacing (5.20) by the objective (5.24) and considering the same set of linear constraints
(5.21- 5.23) leads to a linear programming problem, to which the procedure of Fig. 5.1
can be applied.

5.4 Numerical resultsfrom the Nordic 32 test system

This section presents congestion management results obtained with the Nordic 32 test
system introduced in previous chapters.

5.4.1 Security restoration through IC

We analyze the voltage and thermal security of a given operating point with respect to
a set of 49 contingencies. At the first step of the procedure (see Fig. 5.1) 37 harmless
contingencies are filtered out using the method described in Section 3.6.2. The remaining
12 potentially harmful contingencies are analyzed in greater detail by QSS simulation.
Among them, 4 false alarms are discarded, the corresponding contingencies being voltage
stable. The 41 thrown out contingencies cause no thermal overload nor branches likely to
be overloaded as a result of a possible voltage security restoration.

The remaining 8 harmful contingencies are listed in the first column of Table 5.1 4. Most
of these contingencies are outages of southern generators. The explanation isthat voltage

“the other columns will be used in the sequel
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security is strongly related to the power transfer from the “North” to the “South” area
of the system (see Fig. A.1). Since only the northern generators participate in frequency
regulation, the active power lost in the South part adds to this transfer and prompts insta-
bility.

Table5.1: Nordic 32 system : individual control of contingencies

contingency generation changes (MW) objective
loss of g4 | g5 |9g6|g7|gle| gl7b| (MW)
line A -41 41 82
g8 -42 42 84

914 -81 39 | 42 162
g15 -45 42| 3 90
016 -30 30 60
gl7 -90 42 48 180
gl7b -25 25 50
018 -7 7 14

We consider hereafter four combinations of controls and objectives, whose results are
detailed in Table 5.2, where column V (resp. V+T) contains the voltage (resp. the overall
voltage and thermal) insecurity correction.

Table 5.2: Nordic 32 system : changesin generation or load (MW)

case
generator A B C D

or load V | VT | V |V+T | V | V4T | V | V+T
g2 -22 | -39

g3 -66 -75 | -23 | -40 | -25| -53

g4 90| -90 | -78 | -78 | -25 | -42 | -28 | -56

g5 24 | -39 | -27 | -bB1
g6 18 | 29

g7 42 | 42 2 | 34 | 17| 39
gl4 66 11
gl5 17 | 28
016 17 | 28
gl7b 48 | 48 20 | 30

1044 -16 | -28

1045 -78 | -78 -17 | -28

4042 -12

4043 -75 -14 | -26

4046 -12

4051 -16 | -26

> (AP +AP7) [ 180 | 312 | 156 | 306 | 188 | 320 | 160 | 320

Case A: L, norm, generation rescheduling

For each of the 8 harmful contingencies, the voltage security constraint is identified iter-
atively, as described in Section 5.2.3. On the average, this procedure requires 6 iterations
(and hence 6 post-control QSS simulations) to meet a2 MW tolerance (the difference be-
tween the objective functions obtained for the marginally stable and unstable values of the
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multiplier f,, respectively). The shift in generation needed to restore voltage security for
each harmful contingency, analyzed separately, is shown in Table 5.1. Broadly speaking,
any decrease in generation in the “North” area, covered by an increase in generation in
“South” area, diminishesthe“North” to “ South” power transfer, and hence enhances volt-
age security. In thisrespect the southern generator g7 appears as the “ panacea’ against al
harmful contingencies. On the other hand, among the northern generators, g4 is the one
with the greatest impact on voltage security.

Coming back to Table 5.2, one can see that the combination of controlsthat stabilizesthe
most dangerous contingency (loss of g17) aloneis aso the one that stabilizes all harmful
contingencies simultaneously. Based on this observation [Mil03] presents amethod which
focuses on theiterative stabilization of theworst contingency only. Thus, at each iteration,
one identifies the most dangerous contingency and adjusts the controls for ensuring the
desired security level of the system with respect to this contingency. The latter may
change from one iteration to another. Note that stabilizing the worst contingency does
not always lead to the stabilization of all harmful contingencies. Indeed, “conflicting”
controls may also exist from one contingency to another, aswill be shown in Section 5.5.

The optimal solution to restore voltage security consists of increasing the production of g7
and g17b by 42 MW and 48 MW, respectively, and decreasing the one of g4 by 90 MW.
The so obtained voltage secure operating point is next checked with respect to thermal
overloads. It isfound that the loss of line A causes the current in the line 4031-4032 to
reach 107 % of its admissible value, while the trip of one circuit of the line 4022-4031
causes the current in the other circuit to reach 87 % of its limit value. The thermal con-
straints relative to these two branches are thus incorporated to the optimization problem.
One can observe that the solution of the overall optimization problem includesthe voltage
insecurity correction. We hence deduce that the shift of 66 MW between g14 and g3 is
necessary to remove the overload. Let us remark that, in this particular case, the overall
optimal solution consists in merely adding the voltage and thermal insecurity correction.

CaseB: L; norm, load curtailment

In this example, both generation rescheduling and load curtailment are allowed to restore
voltage security. The maximum interruptible fraction of each load is limited to 20 %
and power factors are preserved. The obtained correction consists in shedding 78 MW
(and the corresponding 28 Mvar) at bus 1045, located in the voltage sensitive area, and
compensating on the remote generator g4. With respect to Case A, the objective function
(5.3) reaches alower value (156 MW) thanks to the larger number of controls offered.

Case C: L, norm, generation rescheduling

This case is the same as Case A, except for the objective, which is taken as (5.10). This
yields a larger number of changes, each of smaller magnitude: 22 non limited genera-
tors participate. The total rescheduling needed to restore voltage security is of 208 MW,
greater than the one provided by the L-norm objective.

In the solution shown in Table 5.2, however, the changes have been limited to 9 generators,
selected on the basis of their sensitivities. The total power rescheduling is 188 MW, i.e.
somewhat larger than with the L, norm. Among the various participating generators, the
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rescheduled powers are quite close, which is the consequence of close values of their
sensitivities. A comparison with Case A shows that with the L ,-norm the effort is shared
by more generators, which is less discriminatory. Indeed, in Case A, generator g4 takes
on the whole effort because of somewhat higher sensitivities; the latter, however, are not
perfectly accurate values and a slight change in the computational procedure could have
led another generator to take the whole effort.

After adding thermal overload constraints, one more generator with a rather high sensi-
tivity (g14) isrescheduled.

Case D: L, norm, load curtailment

Again, when all controls are allowed to vary, the total change in power injectionsto stabi-
lize the system is 182 MW, a greater value than in Case B. When only the most sensitive
generators are allowed to vary, a smaler variation (160 MW) is obtained, involving 4
generators and 4 loads.

After including thermal security constraints to the optimization problem, two more loads
are allowed to be curtailed (4042 and 4046) because of their relatively high sensitivities.

5.4.2 Security margin restoration through IC

We start from the previous example and consider the operating point obtained after restor-
ing voltage and thermal security asin Case A in Table 5.2. At this operating point, no
contingency causes voltage instability or thermal overloads. We now consider the prob-
lem of bringing voltage and thermal security margins (for all 49 contingencies) to at least
adesired level, i.e. greater or equal to athreshold M, which we take as 250 MW.

With respect to thistarget, 10 contingencies are harmful, i.e. have a margin smaller than
My, as shown in the second column of Table 5.3. To anticipate for possible antagonistic
effects, we follow the procedure of Section 5.2.4 and choose M, = 300 MW. This leads
to monitoring ¢ = 12 contingencies.

We consider hereafter four combinations of controls and objectives, whose results are
detailed in Tables 5.3 and 5.4.

Case A: L, norm, generation rescheduling

The optimization problem (5.13-5.18) leads to reschedule 241 MW (objective function
(5.13) = 241 x 2 = 482 MW). It consists of increasing the production of generators
g6, g17b and gl17 which are located in the voltage sensitive area, while decreasing the
generation of g4 and g3, located far away in the North. This decreases the North to South
power transfer. After thisgeneration shift, all marginsare above 250 MW and one of them
(loss of g14) approaches this threshold by lessthan e = 10 MW, there is thus no need for
another correction. One can observe that the margin relative to the loss of generator g6
increases significantly less (167 MW) than the others (from 210 to 302 MW). Thisis due
to the fact that the rescheduling raises the production of g6 by 65 MW, and hence the loss
of thisincreased generation causesthe North to South transfer to increase correspondingly
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Table 5.3: Nordic 32 system : voltage security margins before and after control

contingency: | base | voltage margins (MW)
loss of case | A B C D
014 42 | 252 | 248 | 253 | 248
g15 107 | 338 | 314 | 279 | 330
line A 132 | 377 | 350 | 369 | 348
g8 134 | 353 | 340 | 343 | 340
916 134 | 352 | 340 | 296 | 341
gl7 156 | 458 | 339 | 382 | 364
g18 164 | 401 | 384 | 383 | 380
019 168 | 403 | 389 | 390 | 383
g20 168 | 403 | 389 | 390 | 383
gl7b 176 | 398 | 393 | 398 | 389
lineB 266 | 495 | 478 | 485 | 475
g6 282 | 449 | 497 | 462 | 489

Table 5.4: Nordic 32 system : changes in generation or load (MW)

generator or load A B C D
g2 -74 | -68
g3 -54 | -20 | -75 | -68
g4 -187 | -187 | -76 | -69
g6 65 47
g15 43
016 45
gl7 63 45
gl7b 113 45
1044 -141 -54
1045 -66 -51
4042 -50
4043 -50
S (APT +AP7) | 482 | 414 | 450 | 410

(due to already mentioned frequency control effects). An opposite example is provided
by the loss of the southern generator g17. Despite the fact that the tripping of g7 increases
the North to South transfer, the security margin of this contingency shows the greatest
increase (302 MW) owing to the increased production of its neighbouring generator g17b.

After the controls are applied, all thermal security margins are above M,; = 250 MW and
the procedure stops.

CaseB: L; norm, load curtailment

In this example, both generation rescheduling and load curtailment are allowed to restore
security margins. Interruptible fractions and power factors are handled as in the previous
section. The solution consists of shedding 207 MW in the voltage sensitive area, and
again compensating on the remote generators g4 and g3. With respect to Case A, the
objective function (5.2) reaches a lower value (414 MW) thanks to the larger number of
controls offered.
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Case C: L, norm, generation rescheduling

This case isthe same as Case A, except for the objective, which istaken as (5.10). Para-
doxically, when controlsare limited to 8 generators (sel ected on the basis of their sensitiv-
ities), the total rescheduling (225 MW) islessthan with the L, norm (241 MW), while the
margin of the severest contingency has been increased to amost the same value (252 vs.
253 MW). This unexpected result is attributed to the nonlinear effects being well known
that sensitivitiesmay becomeinaccurate for large injectionsvariations. We exemplify this
outcome for the most dangerous contingency (loss of g14). Table 5.5 shows the sensi-
tivities of the voltage security margin with respect to the most influencing generations, in
the base case (denoted by BC) as well asin 4 operating points (denoted by OP1 to OP4).
Starting from the base case, the | atter are obtained by progressively imposing the controls
provided by the L-norm optimization (column A in Table 5.4). Namely, OPL1 is obtained
after increasing g6 by 50 MW and decreasing g4 by the same amount. OP2 is obtained
after increasing g6 and g17b by 65 MW and 35 MW respectively, while decreasing g4 by
100 MW, etc.

In the base case, the production of g4 appears as the best to be decreased (owing to its
small sensitivity). However, at the other four operating points, its sensitivity changes due
to nonlinear effects, and it becomes less efficient than g3 and g2. One can also observe
that generators g15 and g16 become more efficient than g6 as the operating point changes
from OP1 to OP4. Moreover, g15 and g16 become even more efficient than g17 and g17b
for OP3 and OPA4.

The paradox of obtaining a better L,-norm objective when optimizing the L, norm has
been seldom observed. This is likely to occur when the best controls have very close
values of their sensitivities, as shown for the base case in Table 5.5.

Table 5.5: Nordic 32 system : generators sensitivities for different operating points (pu)
generator BC OP1 OP2 OP3 OP4

g2 -0.009 | -0.012 | -0.013 | -0.014 | -0.016

g3 -0.010 | -0.013 | -0.014 | -0.016 | -0.016

g4 -0.017 | 0.004 | 0.023 | 0.041 | 0.053

g6 0.816 | 0.796 | 0.785 | 0.785 | 0.786

gl5 0.799 | 0.797 | 0.792 | 0.793 | 0.796

gl6 0.799 | 0.797 | 0.793 | 0.793 | 0.796

gl7 0.807 | 0.804 | 0.796 | 0.790 | 0.786

gl7b 0.807 | 0.804 | 0.796 | 0.789 | 0.785

Incidentally, note that in Case C, a second optimization is needed to make the smallest
margin approach 250 MW by less than e.

CaseD: L, norm, load curtailment

Expectedly, the control effort is shared by a larger number of injections than in Case B.
Once more, we find that minimizing the L, norm provides a slightly better objective than
minimizing the L; one (410 vs. 414 MW).

To summarize, the L, optimization yields a smaller number of changes and (usually) a
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smaller total power change. On the other hand, the L, optimization is more robust with
respect to inaccuracies on the sensitivities that could lead to shifting the control effort
from one generator (or load) to another.

5.4.3 Security restoration through TC

We now consider transactions as control variables. For the sake of comparison, we con-
sider the same (voltage and thermal) insecure operating point as in Section 5.4.1 but we
assume now that this base case situation stems from the request of 10 transactions, as
detailed in Table 5.6).

Table 5.6: Description of the requested transactions

transaction | source(s) sink(s) Taesired(MW)
11 g21 g18 40
Ty 01,02,03 015,016 50
15 04,95 017,917b 40
Ty 09,910 1041,1045 50
Ts g1,02,03 | 1011,1012,1013,1014 30
Ts g8 2031 10
T 019,920 4045 20
Ty gl12 4044 10
Ty gl4 g8 20
T1o g18 gll 20

For comparison purposes, wefirst use an L, norm to restore voltage security. The solution
of the corresponding optimization problem consists in merely reducing transactions 7',
and T}, which have the greatest impact on voltage security (see column A in Table 5.7).
Adding thermal security constraints to the optimization problem requires to curtail two
more transactions (77, and T3) as shown in column B of the same table.

The L, normis“unfair” because it leads to curtailing transactions by decreasing order of
their impact on security: after voltage and thermal security have been restored, transac-
tions T}, T3 and T; are completely removed from the market.

Expectedly, this effect is attenuated when using the L, norm, as shown by columns C
and D of Table 5.7, which correspond to columns A and B, respectively. The quadratic
objective leads to cutting down some more power (-178.3 MW vs. -161.1 MW for the L,
norm) but the effort is distributed over the transactionsin afairer way.

One can observe that acting on transactions instead of power injectionsis less efficient.
For instance, when acting on power injections to restore voltage security (with norm L),
one needs to curtail either 78 MW load, if loads are considered as control variable, or
to reschedule 90 MW of generation, if only generators are taken as control variables (see
Table 5.2) by comparing with 93.5 MW of transactions curtailment. The same appliesfor
the L, norm: 80 MW load curtailment or 94 MW generation rescheduling vs. 110.1 MW
transactions curtailment. Theinefficiency of using power transactions as control variables
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Table 5.7: Curtailment of transactions for voltage and thermal security restoration

transaction A B C D
ATy -21.1 | -244 | -38.2
AT, -435| -50 -25.3 | -41.4
ATs -40 -15.4 | -30.8
ATy -50 -50 -26.8 | -42.8
ATy -01 | -02
ATg -5.2 -7.5
ATy, -2.9 -5.3
ATy -10 -10
ATy
ATy 2.1

> AT | -935 ] -161.1 | -110.1 | -178.3

is due to the fact that each transaction is a linear combination of power injections which
may contain less efficient injections.

5.5 Numerical resultsfrom the Hydro-Québec system

We briefly present here an example of antagonistic controls observed on the Hydro-
Québec (HQ) system. Fig. 5.3 sketches the structure of the 735-kV transmission system.

g4 (V)
JB area CF area
v r
v £
v\ ®99241 MO area

= 4
contingency 19 ‘

Figure 5.3: Simplified Hydro-Québec system

The stress consists of increasing the demand in the Montréal-Québec (MQ) area, where
most of theload is concentrated, and the generation in the JB, CF and MO areas. Security
margins are computed for a set of 37 contingencies, with S,,,.. = 1000 MW. Two contin-
gencies have limitslower than S,,,,,. (see Table 5.8). They are located in the MO-MQ and
JB-MQ corridors, respectively.

We consider the minimal generation rescheduling in the L, sense, corresponding to four
values of M,. The computed controls are shown in Table 5.9. Three successive opti-
mizations are required on the average, in order to bring (at least one) of the post-control
margins close to M,, as explained in Section 5.2.4. This s attributed to the fact that
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Table 5.8: Hydro-Québec system : pre- and post-control margins
margins (MW)

contingency | base after rescheduling, for M =
case | 300 | 400 | 425 | 525 and 400
6 264 | 299 | 398 | 428 529

19 398 | 480 | 469 | 428 399

Table 5.9: Hydro-Québec system : generation rescheduling (MW)

gener | My =300 | My = 400 | My = 425 | M, = 525 and 400
99241 -35 -48 -67 -137

g7 27 27 27 27

gl7 8 13 13 13

949 8 27 97

margins change more abruptly with controls, under the effect of the shunt reactor tripping
devices.

For M; = 300 MW, contingency 6 is harmful. Expectedly, the minimal generation
rescheduling consists in decreasing the power flow in the MO-MQ corridor, shifting 35
MW from g9241 (MO areq) to g7 and g17 (MQ areq). Both margins are increased. How-
ever, after this preventive control, almost no active power reserve is left to the MQ area.
Therefore, when M, is set to 400 MW, the minimal generation rescheduling slightly in-
creases the production of g49, located in the JB area. This is accompanied by a slight
decrease in the margin of contingency 19 (which, however, remains above M,). If M,
is set to 500 MW, for instance, the problem is infeasible. Indeed, at this level, bringing
both margins above M, would require to decrease both corridor flows. The largest value
of M, for which asolution existsis 425 MW. The corresponding results are given in Ta-
bles 5.8 and 5.9; both margins have been raised at the 425 MW threshold. By setting (for
checking purposes) M, to 525 MW for contingency 6 and 400 MW for contingency 19,
the problem is feasible again, with the solution shown in the last column of each table.

5.6 Final discussion

Before deregulation, power systems have been naturally operated with comfortable se-
curity margins relative to the “N-1" plausible contingencies. At the same time, system
operators have relied on preventive rather than on corrective control in order to ensure
suitable security.

Some recent publications (e.g. [SAK98, UPK 98, Weh99, CM P01, CCS02]) question this
deterministic security criterion applied by most transmission companies, as being too
conservative. Itisfirst argued that it often results in unnecessary high operation costs. A
second quoted limitation isthat it does not take into account the likelihood of the various
contingencies, but rather treats them all as equiprobable. Finaly, in the deregulated con-
text, the N-1 criteriais felt as an obstacle rather than an incentive to competition. On the
other hand, during severe weather conditionslikely to affect transmission linesor in view
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of the non negligible probability of having protection failures, even the N-1 criterion may
not provide enough security.

Admittedly, there is an increasing need for more flexible security criteria especially due
to the higher pressure exerted by market players. There are incentives to rely less on
preventive actions and more on corrective countermeasures. In this context the security
margin restoration considered in this work might be considered too severe. Indeed, on
one hand, security margin computation depends on the assumed stress direction, whose
choice may be detrimental to some market players. On the other hand, depending on the
choice of the M, threshold, requesting some security margin may hamper competition to
agreater extent than requesting the survival of the system.

The future is most probably in a careful tradeoff between preventive and corrective con-
trols [SAK 98, UPK98, Weh99, CMPO01]. The objective will be to minimize the overal
cost of both preventive and corrective actions. However, while the cost of preventive
actions is rather easy to calculate, getting a reliable estimate of the corrective costs is a
challenging problem for voltage unstabl e scenarios as well asfor severe post-contingency
thermal overloads. Indeed, if the system is not equipped with an undervoltage load shed-
ding protection [Tay92, Moo02] it is very difficult to foresee how system operators will
react during a voltage unstable scenario (in such cases it would be suitable to ensure ad-
eguate voltage security margins). On the other hand, if the system is equipped with such
an automatic protection ° the interruption costs could be better estimated. The same holds
true for mild thermal overload situations. However automatic or human corrective coun-
termeasures may fail to remove a congestion and therefore the interruption costs may be
greater than foreseen. Finally, the results of this “combined” optimization strongly rely
on the probabilities of disturbance occurrence for which enough accurate values may not
be available.

The above suggested “take-risk” strategies are more appropriate when dealing with ther-
mal overloads than with voltage instabilities. The former are softer than the latter in the
sense that operators generally have more time to counteract them. Moreover, an over-
loaded branch may be disconnected without necessarily redirecting the overload to other
elements, thereby allowing system operation to continue in the N — 1 configuration un-
til operators take appropriate actions to restore the system integrity. In this respect, it
could be less acceptable to refuse power transactions because some thermal margins are
(positive but) lower than the desired threshold M.

Finaly, if power generations are the only controls available, it is possible that no method
succeeds in managing a congestion. Such a situation may become even more plausible
under the pressure of market laws which tend to fully use cheaper generators and exhaust
reserves (except those needed for ancillary services). Besides the inclusion of load cur-
tailment among the control variables, starting-up of out-of-merit generators (and possibly
shutting-down of in-merit generators) can be conceived. Our congestion management
formulations (5.3-5.8 or 5.13-5.18) should be modified in order to take switching units
into account [LRNOO, LRGO02, Mil03]. This new problem could be tackled by mixed

Sso far such protections focus rather on saving the system with, hopefully, the least load shedding (espe-
ciadly if the system may become unstable very quickly) than on performing the cheapest load curtailment.
Protections should be improved to take into account load compensation prices.
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linear-integer programming.



Chapter 6

Computation of Simultaneous Available
Transfer Capabilities

This chapter deals with the evaluation of Available Transfer Capabilities (ATC) in the
presence of multiple transactions. It thus extends the notions and techniques which were
presented in Chapter 3 in the case of a single system stress.

W first explain the motivation for computing simultaneous ATCs. We then propose an
optimization-based formulation to obtain the latter. We finally present application results,
including a comparison between simultaneous and non-simultaneous ATCs.

At the level of computation techniques this issue offers some similarities with the one of
congestion management, although the objectives are totally different.

Asin previous chapters, our approach encompasses voltage instability and thermal over-
load aspects.

6.1 Introduction

6.1.1 ATC definition

In aderegulated system under bilateral contract model the determination of ATCs relative
to all foreseen trade pathsis acrucia information [ATC96, Sau97]. The ATC values may
be posted on a Website so that each market player can use them in order to make reserva-
tion. ATC isameasure of the transfer capability remaining in the physical transmission
network for further commercial activity over and above already committed uses[ATC96].
Note that the ATC terminology does not apply to bilateral contracts exclusively; more
generally, an ATC refers to the trade capability between two regions of the same country
(asin USA) or between two countries (as in Europe [ES099)).

111



112 Chapter 6

Most publications up to now rely on the following ATC definition given by NERC!?
[ATCO96]:

ATC =TTC — ETC —TRM —CBM

where TTC is the Total Transfer Capability, ETC represents the Existing Transmission
Commitments, TRM isthe Transmission Reliability Margin and CBM the Capacity Ben-
efit Margin.

TTC is defined as the amount of electric power that can be transferred over the intercon-
nected transmission network in areliable manner, i.e. while meeting all predefined pre-
and post-contingency system conditions. The latter may involve steady-state security,
voltage stability and angle stability constraints.

TRM is defined as the amount of transmission transfer capability necessary to ensure that
the interconnected transmission network is secure under a reasonable range of uncertain-
ties in system conditions. So basically TRM accounts for uncertainties in the model as
well as simultaneous trades. Admittedly, very few TRM evaluation methods have been
proposed [Sau97, GN99, GDAO02]. These approaches range from probabilistic computa-
tionsto simplerules such astaking TRM as afixed percentage (e.g. 5%) of TTC [Sau97].

CBM isdefined as the amount of transmission transfer capability reserved by load serving
entities to ensure access to generation from interconnected systems to meet generation
reliability requirements. As TRM, CBM is also seldom mentioned in papers dealing with
ATC calculations. Both probabilistic and deterministic methods may be used in reliability
evaluation [OS02].

Thus, the computation of an ATC requires the computation of the corresponding TTC as
well asthe TRM and CBM margins. In thiswork, the latter are neglected. In this case, as
far asthe existing transmission commitments are known, the TTC and ATC computations
are equivalent.

Most AT C computation methods proposed up to now focus on thermal constraints [ GN99,
Ham00a, CWWO00, MKO01], and are based on the DC load flow model. Voltage stability
constrained ATCs have received comparatively less attention. The methods proposed
for their computation rely on continuation power flow [ETW98], repeated power flow
[GN99], security constrained OPF [MBGO02] or QSS simulation [CCM00].

Note that, soon after implementing the ATC protocol in USA many congestions appeared
due to the fact that market players reserved transmission capacity on a contractual basis
whereas a significant fraction of the physical power flows was taking place on other paths
(pardlel flows) [CWWO0Q]. Clearly, the above type of reservation can only work in a
radial system (where the ATC of a chain of paths is the smallest ATC among all paths
belonging to that chain), but not in a meshed one. Nowadays, the trend isto use correctly
the posted ATCs, that isto reserve the real physical power paths.

INorth American Electric Reliability Council
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6.1.2 Non-simultaneous ATCs

Chapter 3 has presented efficient methodsfor the computation of secure operation limitsin
agiven direction of stress. Basically, an ATC is nothing but the security margin obtained
from such a computation, when the direction of stress is adjusted to match the sources
and sinks involved in the transaction. Simultaneous Binary Search (see Section 3.5.2) is
well suited to this type of computation since the ATC value is dictated by the most con-
straining contingency of the specified set. Examples of SBS method have been presented
in Section 3.7.

When several transactions have to be taken into account, the first method to come to mind
consists in repeating the above computations for the direction of stress corresponding to
each transaction separately. Thisleadsto computing non-simultaneous ATCs.

On the basis of non-simultaneous ATC values, the allocation of transmission capacity
must be made in two steps. First, the non-simultaneous ATCs are computed for all fore-
seen paths. This establishes the maximum amount of power that can be reserved by each
trader. Then, traders send to the TSO the quantity of power they wish to reserve; each
quantity isbelow the ATC of the path. The TSO checksif all trades can be accommodated.
If no security constraint is violated, all requested transactions are allowed; otherwise, the
system is congested and transactions must be curtailed. This can be done using methods
described in Chapter 5.

6.1.3 Simultaneous ATCs

A drawback of the non-simultaneous ATC computation is that each transaction is con-
sidered separately whereas the various transactions take place simultaneously. Therefore,
the volume of one trade will to some extent affect the ATC of the other trades.

One could think of accounting for this effect through the value of TRM but, to our knowl-
edge, no systematic method has been proposed to this purpose. One solution consists in
computing the sensitivities of ATCs with respect to simultaneous transfers. Such sen-
sitivities can be computed analytically [GDAO2], by finite differences [GN99] or as a
by-product of an OPF aimed at computing the TTC [MBGO02]. In the latter case, the TTC
sensitivity to the thermal limit of the congested lines are the Lagrange multipliers of the
constraints active at the solution point. Such sensitivities can be useful to quickly update
the ATCs when other transactions or operating conditions change.

Alternatively, one can consider several transactions simultaneously in the ATC compu-
tation. In fact, the latter problem is not completely new. The pioneering paper [LA73]
focuses on the determination of the simultaneous maximal interchange between several
companies under thermal security constraints. Besides, probabilistic approaches (rely-
ing mainly on Monte Carlo simulations) are proposed in [XM96, MM G97] to assess the
simultaneous transfer capability of a power system.

A first approach to this problem in the very context of ATC computation is presented in
[MKO1]. It consists in maximizing, in the L sense, the sum of al possible transactions
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under linearized operating constraints corresponding to circuit loading, bus voltage mag-
nitude and generator reactive power. More recently, reference [LLO2] proposes to max-
imize the product of transactions over a security region bounded by linearized operating
constraints based on load flow equations.

The above publicationshave inspired thework presented hereafter and published [CV C02c].

6.2 SimultaneousAT Csasthesolution of an optimization
problem

6.2.1 Problem statement

We have defined in Section 3.3 voltage and thermal security regionsin the power injection
space. These concepts can be straightforwardly extended to the transaction space. Let us
consider the t-dimensional space of transactions, each point of which corresponds to a
particular value of the pre-contingency transactions.

T

Tl — Tmax
ns 1
T2

Ty

ns
Tl

Figure 6.1: Secureregion and ATC's in 2-D transaction space

We define the transaction security region S as the set of points of the transaction space
such that no contingency of aspecified list causesthermal overload nor voltage instability.
ATCs are associated with points lying on the boundary B of this secure region S.

The concept of simultaneous ATC is best illustrated on the following two-dimensional
example. Let us consider the space of two transactions 7 and 7, as depicted in Fig. 6.1.
Lower and upper bounds restrict the transaction space to the interior of rectangle OEFG,
where O corresponds to the base case T°. Moreover, let us assume for simplicity that the
secure transaction region S is piece-wise linear.

If each transaction is considered separately, the ATC for T} (resp. 13) correspondsto point
A (resp. B). Now, if both transactions were accepted at these maximal values the system
would operate at point D, outside the secure region. It isthus necessary to compute ATCs
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by maximizing a function of 7 and 75, while taking into account the boundary B, which
expresses the influence between the two transactions.

The first function to come to mind for the simultaneous ATC computation is the sum of
transactions [MKO01], i.e. the L; norm:

s T+ )
This objective is directly related to the maximum use of the network. In the simple ex-
ample of Fig. 6.1, the optimum corresponds to point C and its projection on the two axes
(points A, and B;) providesthe ATC of the two simultaneous trades 7' and 7.

Consider, however, the simpler form of secure region shown in Fig. 6.2. This situation
may appear in a system where one constraint is more restrictive than all others. In this
simple example, the solution of the L; norm optimization problem is point A, where
transaction T, iszero ! In other words, maximizing the L; norm tendsto allocate network
capacity to the transaction with the least effect on security. This situation may be consid-
ered discriminatory, especially when both transactions have amost equal effects, which
correspondsin Fig. 6.2 to aboundary 5 amost parallel to the equi-(7; + T3) lines. Inthis
case, amere change in slope from -44 to -46 degrees, for instance, causes the optimum to
jumpfromA toB!

Ty = Ty

Ty

Figure 6.2: Secureregion and ATC's in 2-D transaction space

Admittedly, this effect is less pronounced when the boundary is piece-wise linear (asin
the example of Fig. 6.1) or when the bound constraints are more limiting (point E lying
in between O and A in Fig. 6.2): T, isthen nonzero at the optimum.

An alternative, however, is to maximize the product of transactions [LL02], namely:

max T1T2
Ty, T2€S
In Fig. 6.2, the optimum now corresponds to point C, where an hyperbola 7,75 = k; is
tangent to the boundary B. The ATC values correspond to the projections of point C on
the axes (points A; and B;). As can be seen, this objective is less discriminatory and,
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more importantly, allocates capacity to the transactionsin proportion with their respective
impact on security.

This objectiveamsat maximizing the area of rectangle OA;CB; inside the secure region.
The larger the area of this rectangle, the more flexibly transactions can be dispatched.
Indeed, a trade is not obliged to use its entire ATC, which makes it necessary for the
TSO to provide flexible solutions when transactions do effectively not reserve the whole
computed capacity. In the case of Fig. 6.1 the two objectives will yield very close, if not
identical, optimal point.

Notefinally that the ATC computation requires the base case to belong to the secure region
(T° € §). Otherwise the system is congested and any technique discussed in the previous
chapter can be used to relieve the congestion.

6.2.2 Formulation of the optimization problem

We derived in Section 4.9.5 voltage and thermal security constraints in terms of transac-
tions, given by formulae (4.50) and (4.47). Under these linear approximations, the ATC
of the t simultaneous transactions, taking into account ¢ contingencies, can be obtained
as the solution of the following optimization problem:

t
max Ly = Y T (6.1)
.
o maxL.=|][T (6.2)
k=1

t
subject to : ZﬁrkagCT r=1,...,

(6.3)

9}

m+za” T,<IM r=1,....cj=1..,b (64)

0< T, < T (6.5)

The voltage security constraints (6.3) may be derived for each of the ¢ contingencies, as
explained in Section 4.9.2. Thermal security constraints (6.4) may be derived for each
post-contingency state and each branch j. The number of these constraints can, however,
be limited to only the brancheslikely to be overloaded, following atransaction increase, in
any of the post-contingency states. Finaly, the inequalities (6.5) relate to physical bounds
on source and sink powers. For instance, for a given transaction k, 7;** represents the
minimum between the sum of all available source powersand the sum of all available sink
powers.

The L, objective (6.1) leadsto asimplelinear programming problem, whereas the product
objective (6.2), leadsto ageometric programming problem, for which we use a successive
guadratic programming solver [IMS97].
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Whereas the constraints (6.3, 6.4) are only linear approximations of the boundary B,
the solution T* of the above optimization problem may be located (hopefully slightly)
inside the secure region S or outside. In the latter case, for contingencies which create
voltage instability, branch overloads cannot be checked as the system does not have a
post-contingency equilibrium point. To face such situations we first solve the voltage-
constrained optimization problem (6.1 or 6.2, 6.3, 6.5). Then, when all contingencies
are stabilized, we check thermal overloads, add the corresponding constraints (6.4) and
perform a new optimization.

A flow chart of the whole procedure is presented in Fig. 6.3.

| filter contingenciesat T, |

!

| simulate remaining contingenciesat T, |

!

es .
y any voltage unstable contingency at T',, ? no

!

derive the voltage security constraint
of each unstable contingency

\1/ T* — TO
solve voltage security constrained OPF
let T* bethe solution

!

simulate contingenciesat T*

es no
y any thermal overload at T* ?

!

derive thermal security constraint (around T °)
for each line overloaded or likely to be overloaded

!

solve voltage and thermal security constrained OPF

let T* be the solution

|
y
provide the solution T*

Figure 6.3: Algorithm for simultaneous ATC computation

6.2.3 Heuristic handling of nonlinearities

In order to obtain the voltage security constraints (6.3) the system must be set to an oper-
ating point T', where it responds to some contingencies in an unstable way. T, does not
appear explicitly in the linear approximation (4.50 or 6.3); it is merely used to bring the
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system to instability. On the other hand, the choice of T, influences the point at which the
system linearization is performed and, consequently, the relative values of the 7., coeffi-
cients. The voltage security constraints (6.3) may be limited to only those contingencies
unstableat T,,.

In practice, T, ischosen so that all participating transactions are increased beyond the ex-
pected ATC values (so that this point falls outside the voltage secure region) and equitably
(to avoid distortions). Admittedly, such a choice requires some knowledge of the system
under concern. We usually chose T, as about 80-90 % of the so obtained security limit
of the system without contingency.

Incidentally, note that in congestion management, the problem of choosing T',, does not
exist: this point is simply the operating point resulting from the various requested trans-
actions,

We presented in Section 5.2.3 atechnique to handle the nonlinear nature of voltage secu-
rity constraints in the context of congestion management. This technique can be re-used
in the context of the present problem. Thus, we replace (6.3) by:

t
> i T < fr G, (6.6)
k=1
and solve the voltage security constrained optimization problem (6.1 or 6.2, 6.6, 6.5),
while adjusting f.. iteratively in order to obtain the largest, but secure, objective function.

Note that, whereas not all constraints are active at the optimum, a single value of f could
be used to correct all of them and hence to significantly speed up the computation.

If the derivation of security constraints starting from the arbitrary point T, is deemed
unacceptable, the following alternative procedure can be used to obtain improved values
of the coefficients 7,..:

1. Initialize T, = T°.

2. Simulate contingenciesat T,. Derive voltage security constraintsfor each unstable
contingency.

Solve the optimization problem (6.1 or 6.2, 6.3, 6.5). Let T* be the solution.
Simulate contingencies at T*.

If T, — T, <ethenT* =T, stop.

o o >~ w

If any contingency is unstable, derive voltage security constraints. T, = T*. Go
to 3. Otherwise: T, = T*, T* = (T, + T,)/2. Goto 4.

Thisprocedureisillustrated graphically in Fig. 6.4 for atwo-transaction case. The sought
maximum (e.g. objective (6.1)) corresponds to point C. The sequence of points gen-
erated by this procedure is. T,, Ty, Ts, T3, T4, T5, Ts. When the voltage security
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constraints are derived for pre-contingency transactions set to T, the solution of the
optimization problem is T;. The next level of transactions considered is thus T, the
mid-point between T, and T;. New voltage security constraints are derived for pre-
contingency transactions set to T'». The solution of the new optimization problem is T's,
and so on, etc. The procedure stops when a secure and an insecure point, namely T'5 and
T in Fig. 6.4, approach each other by lessthan e.

Ty T,

TO

Figure 6.4: Heuristic handling of nonlinearities

In the above procedure, the final system linearization is performed at a dlightly insecure
point (very close to the solution T*) which yields the best possible values of the coeffi-
cients 7.

A technique similar to that described in Section 5.2.3 can be used in order to improve the
sensitivities (5.12) of branch currents to transactions. A single update of the sensitivities
isusually enough.

Let us emphasize that this procedure allows to filter contingencies using the same tech-
nique as for a single transaction (or stress). It consists in simulating contingencies at
T,. Theideaisthat a contingency found stable at T, is harmless since this point is lo-
cated outside the secure region (determined by more constraining contingencies). The
remaining, harmful contingencies are kept and incorporated into the simultaneous ATC
computation.

6.3 Numerical results

We consider again the Nordic 32 system. A list of 49 contingenciesis specified, including
single line or generator trippings.

We consider a set of 10 different transactions. The source(s) and sink(s) as well as the
upper bound of each transaction are givenin Table 6.1.
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Table 6.1: Description of the involved transactions
transaction | source(s) sink(s) e (MW)
Ty g21 4062 60
15 g22 4046 123
T3 04,05 4051 99
Ty 09,010 1041,1045 115
Ty 01,02,03 | 1011,1012,1013,1014 30
Ts 08 2031 20
T 019,020 4047 17
T3 gl2 4043 30
Ty 016 2032 40
Tio gl8 4042 70

6.3.1 Non-simultaneous AT C computation

For comparison purposes, we first present the results of non-simultaneous ATC computa-
tions. They are giveninthe column labelled“V” of Table 6.2. Note that most transactions,
except T, T3 and T, do not violate any security constraint at their upper bound. However,
in order to obtain the corresponding security limit, we relaxed the bounds on the power
exchanges by source(s) and sink(s).

Most of the chosen transactionsare limited by voltageinstability. Expectedly, transactions
between northern source(s) and southern sink(s) (e.g. 7; to T, and Tg) endanger voltage
security significantly morethan the others. Using standard 400-kV linethermal ratings, no
contingency causes thermal overloads, when transactions are set to their maximum 7"7¢*
or to the voltage stability limit, whichever is smaller. Hence, for the sake of testing the
proposed procedure, thethermal limits of the 400-kV lineshave been artificially decreased
by 7 %. This causes the ATCs of most transactions, except Ty, to decrease drastically, as
can be seen from the column labeled “ T” in Table 6.2. Again, thisiseven moretruefor the
transactions between northern source(s) and southern sink(s). Indeed, even in the absence
of transactions, the post-contingency current in line 4031-4032 approaches its limit value
after the tripping of line 4011-4021. The 4031-4032 branch current is the most limiting
for amost all contingencies. This overload is partly due to a voltage drop at bus 4032
caused by thefield current limitation of generator g11. In such a case, which could not be
handled under the DC load flow approximation, the correction (5.12) proves useful.

6.3.2 Simultaneous AT C computation

We present now examples of transmission capacity alocation to these 10 transactions
taking place simultaneously.

T, is taken as corresponding to a total transaction increase of 450 MW (with respect
to the base case), equally shared by all transactions. The initial set of contingenciesis
simulated at this operating point. Ten contingencies lead to voltage instability (which
confirms that T, is outside the security region) but no thermal overload is revealed. The
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Table 6.2: Non-simultaneous ATC results

transaction \ T
T 109 7
T 112 6
T3 88 5
Ty 95 6
Ts > 1000 | > 1000
T 239 45
1% 455 56
T3 111 10
Ty 307 307
Tho 250 50

linear constraints (6.3) are derived for each of the 10 contingencies.
Case A

The L, objective is maximized over the secure region. Thus the optimization problem
(6.1, 6.3, 6.5) is solved, yielding an objective value of 239 MW. At this point, the system
is stable with respect to all contingencies. Hence alarger ATC value is sought, using the
technique of Section 6.2.3. Thisleads to increasing the objective function to 279 MW.

The results are presented in the second column of Table 6.3. At the solution, most trans-
actions are allowed to go up to their upper bound, except T3 and T (left at zero) and T;
(for which no bound constraint (6.5) is active).

CaseB

The L, objective (6.2) isnow maximized over the secure region. Obviously, the harmful
contingencies are the same and the system is voltage stability limited asin Case A.

The solution of the optimization procedure is shown in the third column of Table 6.3. As
can be seen, this objective leads to allocate a nonzero power to all trades.

Table 6.3: Simultaneous ATC results

transaction | case A | caseB | caseC | case D
Ty 60 18 0 6
T 12 17 0 5
T3 0 16 0 5
Ty 0 17 0 5
T 30 30 30 30
Ts 20 20 20 20
T 17 17 17 17
Ty 30 30 24 7
Ty 40 40 40 40
Tho 70 70 70 24

> & Lk 279 275 201 159
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The solutions obtained with the two objectives differ by thefirst four transactions. In fact,
the n,., sensitivities of the latter are only slightly different (whatever the contingency) but
the small differencesare“amplified” by the L, objective, which favoursthe T tradeto the
detriment of 75,75 and T. The L, objective, on the other hand, yields a fairer capacity
alocation while keeping the total power transfer at amost the same value (only 4 MW
lessthan with the L, objective). Thisconfirmsthat the allocation isin proportion with the
impact on security.

CaseC

In this case, and in the next one, the thermal limits of the 400-kV lines have been artifi-
cially decreased by 7 % to create thermal congestions, as explained previously.

Again, the L, objectiveis considered first. In this case, the system isthermal limited, the
ATC being constrained by the loss of line 4011-4021. The solution of the optimization
problem is shown in the fourth column of Table 6.3. Thefirst four transactions are refused
because the current in line 4031-4032 is most sensitive to these transactions. Transactions
with the lowest sensitivities are accepted at their maximum.

CaseD

The solution corresponding to the L. objectiveis shown in the last column of Table 6.3.
With respect to the previous case, transmission capacity is now allocated to the first four
transactions, although to alittle extent. Conversely, T, the only trade which can produce
a counterflow in line 4031-4032, is accepted at its maximum. The same holds true for
other trades which have less impact on that branch current.

A comparison of Cases C and D shows that significantly more (42 MW) network capacity
is allocated with the L, objective. Thisis due to the fact that the current in branch 4031-
4032 isamost equally sensitiveto T4, 15, T3, T, and Tx.

6.4 Final remarks

With reference to Fig. 6.1, let the non-simultaneous ATCs of the transactions 7, 75 be
17 and T3¢, respectively. As suggested by the figure, even if 77 < 77 and T, < T3'%,
there is some probability that the system is insecure if the transactions approach their
allowed limits. Thisis due to their interaction.

A simultaneous ATC computation attempts to take into account these interactions while
still exploiting as much as possible the available transmission resources. In the case of
Fig.6.2,if 71 < T7 and T, < T3, where Ty and T3 are the simultaneous ATCs, the system
will be secure.

This property, however, is not guaranteed in all cases. A typical counterexample is pro-
vided by trades producing counterflows in the “limiting” elements of the system. The
higher the counterflow in a congested line, the higher the allowed value for the other
transactions which contribute to increasing the flow in that line. However, if the coun-
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terflow transaction eventually does not use the whole maximum allocated capacity, while
the harmful transactions use their maximum allocated capacity, the system islikely to be
congested.

Such asituationis sketched in Fig. 6.5, which showsthat transaction 7, can reach ahigher
value if T5 increases. The figure aso shows the simultaneous and non-simultaneous
ATCs. In thiscase:

o if T} < T7® and T, < T3, the system is secure but the ATC values are very
conservative;

e evenif 7} < T¥ and Ty < T3, thereisa probability that the system isinsecure.

Ty AN

Ty

O
Tirb s Tf

Figure 6.5: Secure regionsillustrating the limitation of ATCs

Clearly, the smultaneous ATC relates to a single point of the secure region of the trans-
action space, i.e. to aparticular loading scenario. A single point cannot take into account
for the complex shape of practical security regions.

Allocation of ATCson asimultaneousbasis seemsto be suitablein “longitudinal” systems
where several transactions tend to use the same corridor, whose capacity must be fairly
allocated between the traders. This was the case in the Nordic 32 test system. On the
other hand, non-simultaneous allocation of transmission capacity may be used in highly
meshed networks, where the counterflow transactions may lead to an overestimation of
ATCs.

Incidentally, the problem of counterflow transactions not using the full allocated capacity
does not occur in the implicit auctioning system [ESO01, ACT02, PCHO2] because the
corresponding traders haveto pay if they do not use al what they requested. Our approach
can be easily extended to the transmission capacity allocation through implicit auctioning,
by taking as objective function the sum of transactions, each weighted by itsbid price (see
objective function 5.24).
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Computing security margin intervals
under power transfer uncertainty

We presented in Chapter 3 methods aimed at computing voltage and thermal security
margins for a given stress direction. In this chapter we deal with the uncertainty which
may affect the stress direction. More precisely, we propose computational methods to
determine minimal and maximal (voltage and/or thermal) security margins for specified
intervals of variations of power injections. Special attention is paid to the sensitivity of
the margins to the bounds imposed on power injections variations. Numerical examples
of these approaches are given for a test aswell asfor a real system.

7.1 Motivation and previousworks

As shown in Chapter 3, there are mature techniques to compute voltage and thermal se-
curity marginsfor a given source-sink pattern, defined by the participations of the various
businjections. In practice, however, the system evolution may be somewhat different from
the one assumed in the above calculation. For instance, thereis some uncertainty concern-
ing the load increase pattern. Similarly, there is some uncertainty in how generators from
external systems will participate to a power transfer. Thisis the case when market rules
(still) do not require to disclose all transaction details. Even when the transaction amount
and the participating countries (in case of UCTE for instance) will be disclosed, there will
be most probably no information about the participations of the various sources and sinks.
As security margin computations are reliant on the choice of the source-sink pattern, they
are to some extent sensitive to uncertainty on the underlying bus participations.

Therefore, it may be of interest in both operational planning and real time to provide not
only the security margin with respect to a contingency but also, as acomplementary infor-
mation, the (lower and upper) values on this margin for specified ranges of bus injection
values. The lower value of the margin represents the minimum increment of power trans-
fer above base case that can be safely achieved by any source-sink pattern. Thusit yields
a conservative estimate of the transfer capability. The upper value of a margin conveys
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less information when dealing with the above uncertainties in as much as usual security
analyses are somewhat conservative. On the other hand, it becomes of interest within the
context of markets, where actors try to maximize source-sink power transfers in order to
gain more profit [Bet00, WL00, GLBO1].

In this chapter we present methods to compute security margins relative to the worst and
the best source-sink pattern, for the contingency(ies) of concern.

Several works have been devoted to determining the minimum distance to the boundary
of a feasible space. One of the first method to calculate the closest infeasibility to a
given operating point was proposed in the early reference [JG81]. The feasible region of
the injection space was defined as the set of all injections for which the load flow has a
solution. A minimum margin was defined and computed using the constrained Fletcher-
Powell minimization.

Reference [DL 93] proposes an iterative and a direct method to compute thelocally closest
saddle-node bifurcation to the current operating point in the load power parameter space.
The Ly-norm (Euclidian distance) is used to compute the worst-case load increase causing
the system to lose equilibrium. More extensive testswith the iterative method are reported
in [ADH94], where aMonte-Carlo technique allowed to identify multiple closest bifurca-
tions in some of the test systems. A drawback of the formulation is the independent and
unbounded behaviour of the bus active and reactive powers. Incidentally, insight into the
geometry of the bifurcation surface may be found in the above references as well asin
[Dob92, VKMO01, WLOO].

The dual problem of maximizing the power transfer between generators and loads was
presented in [WL00], taking into account either voltage stability or voltage quality. Under
the assumption that individual loads evolve along a specified direction, the active power
generations are varied so as to maximize the power transferred to loads. This L;-norm
maximization problem was solved using a gradient search agorithm.

We tackled this problem in [Cap00], for voltage stability constraints only. Our goal wasto
maximize a power transfer between two systems while keeping voltage security margins
with respect to several contingencies above some threshold.

Reference [Bet00] focuses on determining the generation pattern which maximizes the
power transfer between sources and sinks, under transient stability constraints.

The case where the feasible region is bounded by inequality constraints (instead of bi-
furcations as for voltage instability) was considered in [WLO0Q], for minimum voltage
constraints. More recently, [GLBO1] proposed a method to find the thermal-constrained
interface maximum transfer capability under the worst scenario in generation-load space.
The min-max interface transfer is obtained as a bi-level optimization problem whose con-
strains are derived from the DC load flow equations.

Some of the ideas presented hereafter can also be found in our publication [CV C02b].
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7.2 Statement of the problem

7.2.1 “Conventional” limitsand margins

In the margin calculations considered so far, the source and sink participation factors «;’s
and j3;’s are chosen in accordance to (3.9) and the margin is obtained as the maximum
value of the pre-contingency stress .S such that the system responds to the contingency in
an acceptable way (see Section 3.4.4). Anintuitive view of avoltage and thermal security
limit and margin was given in Fig. 3.2.

Let us now denote by B any of the surfaces By or By, defined in Section 3.3.3. We
formally describe the boundary B by:

h(APS, ... ,APY AP ... ,/AP,) =0 (7.2)

At thispoint, it is convenient to reformulate the margin computation problem (3.14-3.20)
as follows. Let usfirst eliminate the S variable and work with the AP;" and AP, vari-
ables only. Summing (3.5) or (3.8) over all buses and taking (3.9) into account yields:

Y AP =S (7.2)
i€Lor G~

which shows that it is equivalent to maximize S or the sum of AP,~’s. Doing the same
with (3.4, 3.7, 3.9) yields:

Y APF=(1+4)8 (7.3)
1€GT
and the above two equations can be combined into:
Y APF=(146) Y AP (= (7.4)
1€Gt i€Lor G~

Let us consider that the sinks are loads only, although al what follow remains valid when
the sinks comprise generators as well.

The “conventional” security margin corresponds to the point of surface 5 which maxi-
mizes the sum of AP,”’swhile satisfying (7.4). Thisleads to the optimization problem:

ma AP~ 7.5
APZ.+,AXP; ZEZL ’ (7:9)
subject to:  h(AP, ... APt AP ,... /AP, )=0 (7.6)
> AP =(1+9) Z AP~ (7.7)
i€GT €L
0<APY<Bf ieG* (7.8)
0<AP-<B icl (7.9)
AP‘ AP+

(=8) VieGtUL and a8 £0 (7.10)

where : Zﬁz =1 Z a; =149 (7.12)

€L 1€eGt
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Note that the “box” constraints (7.8, 7.9) have been added to avoid reaching unrealistic
load patterns or generation schemes. For loads, the bound B;” may be taken as a fraction
of the base case power P?. For generators, B; and B;" relate to the generation capacity.
The last two equations restrict the variation of AP;*’sand AP, ’s to the stress direction
defined by the specified o;’sand j3;’s.

Let M be the maximum stress, corresponding to the conventional margin. We now con-
sider the problem of minimizing (resp. maximizing) M with respect to the o;’sand ;’s.

7.2.2 Minimum and maximum margins

The minimum (resp. maximum) margin corresponds to the point of surface B which
minimizes (resp. maximizes) the sum of AP;’swhile satisfying (7.4). Thisleads to the
optimization problem:

min AP~ or ma AP~ 7.12
AP AP” ; ' APJ,AXP; ; ' (712)
subject to:  h(AP;,... ,APY AP ,... ,AP,) = (7.13)
Y APF=(140)> AP (7.14)

ieGt €L
0<APY<Bf ieGt (7.15)
0<AP <B i€l (7.16)

7.3 Computing thermal security margin intervals

7.3.1 Thermal security region

When dealing with thermal overloads, the formal equation (7.1) can be replaced by a
piece-wise linear approximation of B, each linear part corresponding to one branch cur-
rent being at its maximum. Thisis depicted for a two-dimensional example in Fig. 7.1.
The box constraints (7.8, 7.9) are shown with thin lines and the boundary B+ with heavy
lines. The thermal security region Sy istinted in grey.

With reference to (7.2), we assume that the objective function is AP; + AP, (shown
with dashed lines). Considering that the optimum must lie on B while obeying the box
constraints, the solution to the min and max problems are the two points shown in the
figure.

7.3.2 Minimum margins

As already mentioned, B isthe union of several linear parts, each relative to a different
branch. Denoting one of them by 3;, the minimum of the objective function (7.2) over
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AP,

Figure 7.1: Secure sub-spacein the linear case

the set B isthe smallest among the minimaobtained over each subset B, separately. The
latter is the solution of:

i AP 7.17
Apr,f,lilpf Z ’ (7.17)

i 2N er

I.
subject to: I + Z g—é(APj — AP7)=I"" (7.18)
Y APF=(140)> AP (7.19)

ieGt i€l

0<APF< B! ieG* (7.20)
0<AP <B i€l (7.21)

where constraint (7.18) refers to post-contingency currents.

The procedure is thus the following: for each branch j, solve the above problem to find
the minimum margin over the subset B, and finally take the smallest among all so found
minima.

Note that the above LP problem is very ssimple (in fact it can be solved without resorting
to an LP program, as explained in Section 7.4.2. For some branches, it may be infea-
sible; this would correspond, in Fig. 7.1, to a branch constraint not intersecting the box
relative to the B; and B, bounds. Such a branch can be merely ignored and the branch
enumeration can proceed. Finally, branches with 77 < I7** may be also skipped.
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7.3.3 Maximum margins

As suggested by Fig. 7.1, the maximum margin is obtained by replacing (7.1) by the set
of inequalities (4.41) that define the secure region. By so doing, (7.12-7.16) becomes:

max > AP (7.22)

oI°
subject to : 1;+Za—];(Ag+—Ag—)gJ;W j=1,...,b (7.23)

Y AP =(1+46)) AP (7.24)
i€GT ieL

0<AP'<B' ieG' (7.25)
0<AP <B el (7.26)

Note that (7.23) involves b inequalitieswhile (7.18) involved a single equality.

The maximum margin isthus obtained by solving asingle Linear Programming (L P) prob-
lem. Asusual, sparsity programming techniques must be used to preserve computational
efficiency. In thisrespect, small sensitivities may be set to zero.

7.3.4 Handling of multiple contingencies

The thermal secure region Sy can be defined with respect to a set of contingencies and
minimum (resp. maximum) margins can be computed over this sub-space.

For the minimum margin computation, the size of the minimization problem (7.17-7.21)
remains unchanged but a different equality (7.18) has to be considered for all branches
and all contingencies, successively.

For the maximum margin computation, the set of inequalities (7.23) is extended to all
contingencies, which increases the size of the optimization problem.

7.3.5 Accounting for nonlinear effects

If the min and max points computed from the linear approximations are checked with a
more accurate model, it is possiblethat some branches are overloaded due to the neglected
nonlinearities. The latter often result from the voltage drops caused by the increased
power transfer.

In such a situation, the sensitivities used in (7.23) or (7.18) can be corrected. For the j-th

real __

branch, the sensitivities are multiplied by W where I7 eal js the current obtained

J J
from the AC load flow calculation. A single new optimization based on the corrected
sensitivitiesis usually enough.
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7.4 Computing voltage security margin intervals

It was shown in Section 4.5 that the voltage security boundary By, can be linearly approxi-
mated by itstangent hyperplane H. Thelatter isobtained by : (i) stressing the systemto a
point where it responds in an unstable way to the contingency of concern, (ii) identifying
the critical point of the system, and (iii) computing the normal vector n. It will be shown
in the sequel that, in order to compute the minimal and maximal voltage security mar-
gins, the information taken from this hyperplane is basically aranking of buses, asfor the
identification of the most effective controls to increase voltage security. To this purpose,

... 0V . } .
the sensitivities — can be used instead of the normal vector, since it has been shown

that both provide essentially the same information. In the remaining of this chapter, the
methods will be presented using the normal vector, for smplicity and clarity.

In practice the boundary By, is nonlinear. We thus propose hereafter two techniques to
handle such nonlinearities.

Unless otherwise mentioned, we concentrate on the minimum margin computation, to
avoid repetitions, but the extension to the maximal margin determination is straightfor-
ward.

7.4.1 First approach

Using the linearized relationship (4.42) as an approximation of the boundary 5y, the
problem of determining the minimal voltage security margin with respect to acontingency
takes on the form:

i AP~ 7.27
API,E,TP,* Z ‘ (7:20)
g ? €L
subject to : Z ni(AP — AP )= fC (7.28)
i=1
Y APF=(140)> AP (7.29)
ieGt €L
0<APY<Bf ieGt (7.30)
0<AP-<B iel (7.31)

Because (7.28) represents a linear approximation of the exact boundary 5,,, we resort to
the procedure explained in Section 5.2.3, i.e. we adjust the value of f iteratively.

In order to obtain a first estimate of the boundary By we stress the system at a point
located outside the voltage security region Sy. One possibility is to set the system at the
maximum stress S,,,... used to compute conventional margin; aternatively the A P;’s can
be set to their upper bounds B;.

A possible weakness of this approach is that the sensitivities n; are derived once for all
and are not updated. Thismay lead to a*“near” minimal margin. An efficient sensitivity
update can be performed using the approach described hereafter.
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7.4.2 Second Approach

Let us first consider the simple problem, illustrated in Fig. 7.2, of finding the minimum
of AP, + AP, over asinglelinear boundary By, taking into account the box constraints.
Let n, and n, be the components of the vector normal to By, .

AP,

B
\.\D

B,

A

Bl APl

AP, + AP,

Figure 7.2: Optimum in the case of linear By, surface

If theonly constraintswere AP;, AP, > 0, the solution would be at point B if [ns| > |n4],
at point A if |ny| > |no| and at any point of By is|nq| = |n1|. Inthe sequel, we ignore
this last case.

If we further impose AP, < By and AP, < B,, the solution is either C or D, depending
again on the relative magnitude of n; and n.

In the general, n-dimensional case, it can be easily shown that the minimum is such that:
e AP, = B, for k variables corresponding to the largest (absolute) components of n

e AP, = 0 forn — k — 1 variables corresponding to the smallest components of n. In
other words, the A P;’s corresponding to the largest components of n are the first to be
changed. £ may vary fromOton — 1 *.

We described in Section 3.5.1 the simple binary search used to determine the voltage
security margin for a given stress direction. Based on the above observations, we now
present a method using the information provided by normal vectors n to “redirect the
stress’ in the course of the binary search, with the objective of converging towards the
minimum margin. The procedure will be illustrated step-by-step on the ssimple example
of Fig. 7.3, in which the minimum margin corresponds to point M.

We start by choosing a direction and a maximum stress S,,,... The corresponding point
must fall outside Sy, in order the system to be unstable and a first normal vector n to be
obtained from the analysis of the unstable evolution. Figure 7.3 illustrates the case where
al AP;/sare set to their upper bounds B;.

Iclearly, a similar reasoning applies to the maximum margin. Assuming |nz| > |ny], the latter corre-
sponds to point A if the constraintsare APy, AP, > 0 and to point C if one further imposes AP; < B;
and AP, < B,. Inthe genera case, the A P;’s corresponding to the smallest components of n are the first
to be changed.
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Figure 7.3: Search of the minimum voltage margin

In a standard binary search the next point to be tested would be 2’, corresponding to half
stress along the same direction. However, in order to converge to the minimum margin,
we change the direction of stress. To this purpose, we approximate 3y, by alinear surface
and apply the property stressed at the beginning of this section (see Fig. 7.2). Thus, we
first sort the various AP;’s by decreasing order of their corresponding components of
n. Then, following this order, we set the successive A P;’s to their bound B; until their
sum exceeds the current level of stress S,,,.../2. We adjust the last AP; so that the sum
matches S,,... /2 exactly. Thisleads to point 2 in Fig. 7.3. At this point we simulate the
contingency. The system is stable. No new normal vector is obtained.

We proceed with the 0.755,,,.. stress. In the absence of a new normal vector, we keep
the previous ranking of the AP;’s. Again, we successively set the ranked A P;’s to their
bounds B; and adjust the last one so that the sum equals 0.75S,,,... Thisleadsto point 3.
At this point, the system is unstable. A new normal vector is obtained, corresponding to
anew linear approximation of By, and providing a new ranking of the AP;’s.

The procedure continuesin the same way, passing through points4 and 5in Fig. 7.3, until
the difference between two successive stresses falls below a tolerance. Note that the fact
that points 2, 3, 4 and 5 lie on the same lineis alimitation of the two-dimensional example
used.

7.4.3 Remarkscommon to both approaches

The two above approaches call for the following comments:

1. it must be stressed that in both cases the computational effort is exactly that of a
conventional margin computation (i.e. for afixed direction of stress);

2. al what matters in these procedures is the ranking of the AP;’s. In some systems
(for instancein the RTE one), we have obtained very good results by simply ranking
buses according to the values of post-contingency voltages. The latter are picked
up from one point of the unstable evolution provided by QSS simulation;
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3. since the first (resp. second) method implicitly relies on one (resp. successive)
linearization of the BBy surface, the latter should be “smooth enough”. On the other
hand, changes in n have no impact as long as the ranking of its components is
unchanged. Moreover, only the optimum set of buses matter for the minimal and
maximal margins. This “robustness’ is an advantage of the L, norm over the L,
one used in previous works on the subject;

4. as aready mentioned, loads are changed under constant power factor. Thus, for
each changein active power, there isachange in reactive power. The corresponding
components of the n vectors are combined into a single number, used for ranking.
Similarly, we correct the component rel ative to active power generation to take into
account the resulting change in reactive power capability.

7.4.4 Handling of multiple contingencies

The minimum margin with respect to several contingencies can be obtained by treating
each contingency separately and taking the lowest among the so found minima. Let us
remark that this procedure is similar to that used for computing the minimal thermal mar-
gin with respect to one or several contingencies. Indeed, in both cases, the overall voltage
(resp. thermal) security boundary is approximated by linear pieces. For the voltage secu-
rity margin each piece corresponds to a contingency.

The problem of determining a maximum margin with respect to several contingenciesis
somewhat more complex.

Within the context of the first approach, one can compute the maximum margin relative
to each of contingency separately using the procedure described in Section 7.4.1. The
latter yields the corresponding value of the f factor in Eq. (7.28). Then, the maximum
margin can be obtained as the solution of an overall optimization problem incorporating
the equality constraints (7.28) of all contingencies together:

AP~ 7.32
S 2 AR 732
[ 7 1€l
subject to : ani(APf —AP)<C, r=1,...,c (7.33)
i=1
Y APF=(146)> AP (7.34)
1€GT i€l
0<APM<B'Y ieGt (7.35)
0<AP <B; i€l (7.36)

The extension of the second approach to multiple contingencies seems more delicate,
since it requires to combine the bus rankings relative to several contingencies.

This approach can be extended to include thermal security constraints (7.23). The so
obtained problem can be solved by a two-step procedure, as explained in Section 6.2.2.
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7.5 Numerical examples

In this section, the above procedures areillustrated on the Nordic 32 system. The next sec-
tion will focus on the influence of the bounds B;", B;” and will report on results obtained
with the RTE system.

7.5.1 Power transfers
The results reported hereafter involve two different power transfers:

1. Generation to Load (denoted GL in the sequel): aload increase in the South area
(Simaz = 600 MW/ 180 MVATr) is covered by ageneration increase in the North one
(Simaz = 630 MW, accounting for losses). The initial direction of stressis such that
each of the 22 loads has the same participation factor (both for active and reactive
power) and each Northern generator participates according to speed droop;

2. Generation to Generation (denoted GG in the sequel): active power generation is
shifted from the North (5,,.. = 630 MW) to the South area (S,,.. = —600 MW),
al loads remaining unchanged. Theinitial direction of stressis such that Northern
generators participate according to speed droop while all Southern generators have
the same participation factor.

Not al «;’sand 3;"sneed to betreated as variables. Table 7.1 liststhe six possible variants.
For instance, in variants (a) and (c) a load power margin is determined. In variant (a),
the generator individual participations are fixed, while in variant (b) the load individua
participations are fixed. In variant (c) both are allowed to vary. Obvioudly, the choice
depends on the particular application. In this paper, al combinations are considered,
except (a) and (c) when maximizing margins, as these variants seem less meaningful.

Table 7.1: Margin variants

variant | transfer o GiieL| B 1e€G
@ GL fixed | variable =
(b) GL variable | fixed =
(© GL variable | variable =
(d) GG fixed = variable
(e GG | variable = fixed
(f) GG | variable = variable

The bounds B;” on load power increase have been set to 10 % of the base case load. For
generators, B;” and B; correspond to the turbine capacity.

The results shown hereafter deal with the loss of the line between buses 4011 and 4021.
For alarge enough North-South power transfer, this contingency causes voltage instabil-
ity. If the transfer is somewhat decreased the system survives but with an overloaded line.
These two aspects are treated successively.
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Thermal and voltage problems are thus strongly coupled in this example. For instance, at
the thermal overload limit, some voltages are as low as 0.9 pu.

7.5.2 Voltage security margins
GL power transfer

For the initial direction of stress, the margin with respect to the selected contingency is
461 MW.

The results when optimizing the «;’s and 5;’s are given in Table 7.2.

Table 7.2: Intervals (MW) of voltage stability margin (GL power transfer)

variant @ | (b) | (¢
min margin | 304 | 373 | 248
max margin | - | 643 | -

In variant (c), the load consumption concentrates on buses 1043, 1041, 1045, 1044 and
4051 which have the highest components of the normal vector. This load increase is
covered by generators g4 and g3, whose electrical distance to the load center is higher.
This corresponds to the worst direction of stress.

If only loads are varied, the generator participations being set as indicated in the previous
section, alarger minimum margin is found, as expected. The same loads asfor variant (C)
participate in the load increase. If only generators are varied, the load increase is covered
by g4, g3 and g2.

Let us emphasize that, for voltage security analysis purposes, the identification of buses
participating to the minimumload power margin brings as much information as the value
of the margin itself. It points out the weak area for the contingency of concern, more
precisely the smallest area in which a bounded load increase would make the system
insecure with respect to the contingency.

Table 7.3 illustrates the iterative procedure of Section 7.4.2. It shows the ranking of load
buses at 4 unstable steps of the binary search. The components of the normal vector have
been scaled so that the largest one isequal to 1.

The lower the stress of an unstable scenario, the more accurate the bus ranking. In this
respect, the rows of the table have been ordered according to the normal vector obtained
in the marginally unstable scenario, i.e. at 305 MW of stress (for a margin of 304 MW),
while the stars point out changes with respect to this ranking. As can be seen, the normal
vector does not change significantly from one iteration to the next. Only permutations
of two or three successive buses are observed. Since the first ranked buses are loaded
at their upper bounds B; and the last ranked are not loaded at all, these permutations
lead, at most, to loading one bus instead of another. Moreover the values relative to
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permuted buses are very close and, therefore, the margin is little affected. Note that it is
quite acceptable to use the very first vector throughout the whol e procedure, which further
saves computing time.

Table 7.3: Load bus ranking at various steps of the binary search
buses | 600 MW | 375 MW | 337 MW | 305 MW
1045 | 0.996* 10 0.998* 10
1043 | 1.0* 0.993 1.0* 0.996
1041 | 0.998* 0.979* 0.996 0.988
1044 | 0.986 0.990* 0.986 0.988
4051 | 0.977 0.988* 0.981 0.985
4043 | 0.974 0.983 0.973 0.977
4046 | 0.974 0.983 0.972 0.976
1042 | 0.970 0.974 0.964 0.969
4047 | 0.954* 0.967 0.953 0.966
4061 | 0.967* 0.964 0.952 0.959

Let us underline that a very good agreement between the load ranking according to
the normal vector components and that according to a snapshot of an unstable post-
contingency voltage profile has been observed in real-life systems, e.g. RTE. Thisis
not the case in our test system because the voltage instability concerns middle points of
the transmission system and not ending points.

The maximum margin is 643 MW, a significantly different value compared to the original
margin (461 MW). This is due to the quite large active power reserve available on the
most appropriate generators (by decreasing order : g11, g12, g8 and g5). The next ranked
generator is g9. It has enough reserve but does not much contribute to margin increase.

GG power transfer

For the initial direction of stress, the margin with respect to the selected contingency is
320 MW. The computed margin intervals are given in Table 7.4.

Table 7.4: Intervals (MW) of voltage stability margins (GG power transfer)

variant (d | (e | (P
minmargin | 303 | 270 | 262
max margin | 329 | 467 | 482

When generator participations can vary in both exporting and importing areas, the small-
est (voltage stability constrained) transfer of 262 MW takes place between g4, g3 (North)
and g7, g17 (South). This minimum is obtained by involving groups of generators elec-
trically far away from each other.
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The same Northern (resp. Southern) generators keep on participating when the Southern
(resp. Northern) participations are fixed at their original values, which leads obviously to
alarger minimal margin.

With all participations free to vary, the maximum transaction (of 482 MW) takes place
between g11, g12, g8, g5, g9 (North) and g14 alone (South). Thus, the whole effort is put
on the electrically closest generators.

The maximum margins obtained when letting a single group of generators vary indicate
that the generators of the importing area have less influence than those of the exporting
area. This is confirmed by the margin sensitivities to injections. al Southern genera-
tors have amost the same sensitivities, while significantly larger differences are observed
among the various Northern generators.

7.5.3 Thermal security margins
GL power transfer

For theinitial direction of stress and taking into account thermal overloads, the marginis
408 MW. This value corresponds to the overload of line 4031-4032 after the tripping of
line 4011-4021. The computed margin intervals are givenin Table 7.5.

Table 7.5: Intervals (MW) of thermal overload margin (GL power transfer)

variant @ | (b | (c)
minmargin | 254 | 338 | 231
max margin | - | 579 | -

For the minimum margin of 231 MW, the load increase concentrates on buses 4042, 4043,
4046, 4047 and 1044 and is covered by g4 and g2. This load increase location causes a
larger post-contingency current in line 4031-4032.

The lower margin value of 338 MW involves g4 and g2, while the upper margin value of
579 MW involvesgll, g12, g8, g5, and g9.

The lower margin value of 254 MW involves one more load at bus 1043 as when both
generation and load participations are varied.

GG power transfer

For the initial direction of stress, the maximum power transfer increase is 272 MW. It is
again limited by the overload of line 4031-4032 after the tripping of line 4011-4021. The
computed margin intervals are given in Table 7.6.
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Table 7.6: Intervals (MW) of thermal overload margin (GG power transfer)

variant ORECENG)
minmargin | 265 | 239 | 228
max margin | 293 | 415 | 443

The smallest margin of 228 MW corresponds to an increase of g2 and g4 productions,
compensated by a decrease of gl14.

The largest margin of 443 MW is obtained by increasing the output of generators gl11,
012, g5, g8 and g9 (located mainly in the left part of the network) and decreasing the
output of g19. Indeed, by redirecting the pre-contingency power flow through the (double
circuit) line 4031-4041, a higher transfer can take place from North to South, for the same
post-contingency current in the constraining branch 4031-4032.

In this example, the limiting branch does not change when the direction of stressis mod-
ified, but the method can deal with cases where it changes.

7.5.4 Maximum voltage security margins with respect to multiple
contingencies

Due to its structure and simplicity, the Nordic 32 system does not alow to illustrate a
case where a maximum margin would correspond to a “compromize” between two con-
tingencies. Rather, we have obtained the maximal power transfer with respect to severa
contingencies as being simply the smallest among the individual maxima computed for
each contingency separately.

As aready mentioned, all contingencies basically involve the same voltage instability
mechanism (increase of power transfer from North to South). Among them, the loss of
generator g14 isthe most dangerous contingency. Even when it is maximized by adjusting
the stress pattern, the margin of this contingency remains smaller than the margins of other
contingencies.

For the power transfer between Northern generators and all loads, variant (b), the com-
puted power transfer isof 467 MW. Loads are increased according to fixed participations,
that load increase being covered by generators g11, g12, g8, g5 and g9 which are closest
to the South area.

For the power transfer between the Northern and Southern generators, variant (f), we have
obtained a maximal power transfer of 355 MW between g11, g12, g8, g5 and g9 from the
North and g19 and g20 from the South.

Minimal voltage security margins with respect to several contingencies corresponds to
the loss of g14 which has the smallest among the minima margins. For instance, in the
variant (c), the minimal power transfer is about 243 MW, loads involved are 1044, 1045,
4042, 4043, 1043 and 4046, their increase being compensated by g3 and g4.
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7.6 Sensitivity of margins to bounds on injection varia-
tions

In this section, we investigate the sensitivity of minimal margins with respect to the
bounds B; or B;" specified in the optimization problem (see Eq. (7.9)). For simplic-
ity, we concentrate on a transfer between afixed set of generators and a variable sets of
loads, as considered in usual load power margin computations. Other transfers may be

dealt with similarly.

7.6.1 Propertiesof minimal marginsunder homotheticload increases

With the L;-norm formulation used in this chapter:

¢ if no bound B; was specified on individual |oad increases, the whole effort would
unrealistically concentrate on a single bus;

e when B; bounds are specified, the optimum corresponds to setting some AP;’s at
their bounds, and leaving A P; = 0 for all others, except one.

The lower the B;” bound, the wider the areain which loads are increased at the optimum.
More precisely, if al B;  bounds are decreased by the same factor, the load increase takes
placeinlarger and larger “ concentric” areasincluding the areamost affected by instability.

It makes sense to take B, proportional to the size of the load?®. Let p be the maximum
fraction of power increase allowed for all loads. Thus, at the i-th bus, we assume:
B =pF;

2

where P is the base case active load.

For agiven p we can determine the minimal margin M,,,;, as well asthe area £ of buses
participating to the load increase. Under the above assumption, all loadsinside £, except
one, are increased by afraction p, while loads outside £ are not increased at al.

Now, if one neglectsthe singleload of £ not increased at itsupper bound, theload increase
pattern of the minimal margin computation is identical to the load increase pattern of an
“area-constrained” conventional margin computation, in which loads are homothetically
increased in area £ only®. Let BC the total active load power of area £ in the base case,
i.e.

BC=) Fi

€L

2except for industrial loads which do not take part in the load increase
3of course, the area £ is not known until the optimization problem is solved
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Thus, for the minimal margin M,,,;,, and the area-constrained conventional margin M, we
have:

Mypin 2 M => pP;=p Y P;=pBC (7.37)
€L €L

7.6.2 Examplefrom the Nordic 32 system

We come back to the example of Section 7.5.2, variant (). Table 7.7 shows the minimum
margin M,,;,, the base caseload BC' of area £ and the number of loadsin £, for various
values of p. As expected, when p decreases, M,,,;, increases (since the minimum is more
and more constrained) aswell as BC' (since area £ grows).

As p decreases, M,,;, increases, first smoothly (for p > 5 %) then sharply (for p €
[4.72; 5] %).

Another value of interest isthe relative margin M,,,;,, / BC', which combines the maximum
load increase and the size of the stressed area. The results show that when M.,/ BC
decreases with p, indicating that BC' grows faster than M,,,;,, .

Table 7.7: Variation of M, BC, L and M,,;,/ BC withp

p(%) 25 20 15 10 5 472
M, MW) | 283 | 288 | 292 | 304 | 311 | 468

BC (MW) | 1277 | 1946 | 2614 | 3366 | 4968 | 9940
nb of loads 3 4 5 6 14 22

M. /BC | 0.221 | 0.147 | 0.111 | 0.09 | 0.062 | 0.047

7.6.3 Examplesfrom the RTE system

We now turn to the RTE system, in which we consider a national load increase (512
candidate loads) covered by 145 French generators. The results relate to the same two
contingencies of Section 3.8.7, denoted A and B, respectively. Each of them consistsin
tripping a double-circuit 400-kV line in the Western part of the system.

When anational, homothetic load increase is considered, the security margin with respect
to theloss of line A (resp. B) isof 490 (resp. 4142) MW.

Results similar to those of Table 7.7 are shown in Table 7.8, for the loss of line B.

The left plot in Fig. 7.4 shows the variations of M,,;, and M,,;,/BC with p. The
greatest minimal margin M,,,;, is obtained for a relatively small value of p (=2 9.2 %).
In this system also we observe that, as p increases, M,,;, decreases first very sharply
(p € 19.2;10] %) then very mildly (p € [10;20] %). For p > 20 % the minimal margin
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Table 7.8: Variation of M, BC, L and M,/ BC withp

p(%) 90 50 40 30 25 20 15 10 9.2
Min (MW) | 307 | 313 | 339 | 346 | 364 | 375 | 406 | 624 | 3242
BC (MW) | 387 | 765 | 936 | 1217 | 1504 | 2121 | 2900 | 6246 | 35251

nb of loads 3 5 6 7 9 12 16 37 281
M pnin/BC | 0.793 | 0.409 | 0.362 | 0.284 | 0.242 | 0.176 | 0.140 | 0.099 | 0.091

remains amost constant. Note the large difference between the two extreme values of M
obtained in thislarge system.

From Eq. (7.37), one can predict that M,,,;,/ BC' = p. Indeed, the variation of M,,;,/BC
in Fig. 7.4 is quite linear and very close to the first bisectrix. The nonlinearities are
attributabl e to the load which is not increased at its maximum B;". The lower the number
of loads involved, the more pronounced the effect of thisload. For the conventional area-
constrained margin, M/ BC' isexactly equal to p, by definition.

The right plot in Fig. 7.4 shows the same results but with the base case load BC' on
the abscissa. The variation of the relative margin M,,,;,/ BC' is hyperbolic. The smallest
value of M,,;,,/ BC' is obtained by increasing the load in the whole system. However, to
the right of point A, the value does not change significantly (although both A,,,;,, and BC
increase). As a consequence, from the value of M,,,;, at point A, one can estimate with
a good accuracy the value of M,,;,, relativeto any larger area. In some sense, point A is
a compromize between the smallest relative margin and the identification of the area “at
the heart of instability”.

The variation of the M,,,;,, with BC' isamost linear, owing to the relationship (7.37).
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Figure 7.4: Minimal and relative marginsfor the loss of line B

Table 7.9 and Figure 7.5 present the results relative to the loss of line A which is the
most dangerous contingency for a national homothetic load increase. Note that when p
decreases below 4 %, the minimal margin remains constant albeit the number of involved
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loads increases. The reason is that the three loads participating are quite equal sensitive.

Table 7.9: Minima margin (MW) for different values of p

(%) >9 [6<p<9]| 4 3 2 | 15 1
Min (MW) | 16 16 16 | 18 | 18 | 71 | 335
BC (MW) | 169 340 416 | 703 | 1069 | 4968 | 33670
nbof loads | 1 2 3 5 7 | 33 | 263
M,../BC | 0.094| 0047 |0.038 0025 |0.016 | 0.014 | 0.099
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Figure 7.5: Minimal and relative marginsfor theloss of line A

In the left plot of Fig. 7.5, the “saturation” of the relative margin for p > 10 % comes
from the fact that asingle load isincreased.

The value of p above which the minimal margin remains constant varies from one contin-
gency to another. For the loss of line A, thisvalueis 2 % whilefor theloss of lineB itis
15 %.
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Conclusion and future work

8.1 Main contributionsof thethesis

Thisthesiswas devoted to the preventive assessment and enhancement of voltage stability
and security in electric power systems.

Although the approaches proposed in this work have been derived within the context of
a deregulated environment (whatever its type: pool, bilateral contract or combination of
both), they apply equally well to aclassical, vertically integrated system.

In the course of deriving all the proposed methods we have paid attention to keeping them
compatible with the (more traditional) handling of thermal overloads, thereby providing
a unified treatment of voltage and thermal security.

The heart of most proposed procedures is the derivation of sensitivities indicating the
relative efficiency of the various bus injections to restore voltage stability or increase an
insufficient voltage security margin. In this respect, we started from the work previously
performed at the University of Liege within the context of corrective (emergency) con-
trol. The information obtained from the unstable post-contingency system evolution can
be re-used to identify the best pre-contingency controls. To this purpose, we have first
re-used the normal (n) vector technique which had been found effective to identify the
best load shedding locations in a post-disturbance situation. Next, we have proposed
and successfully tested an alternative criterion to rank the power injections, namely the

oV, e . . o o
8—If sensitivities. With respect to the previous n-based criterion, these sensitivities of -

fer advantages in terms of efficiency, reliability and extension to low but stable voltage
problems, while exhibiting equally good ranking capabilities.

Based on the above information, we propose to handle voltage security through a set
of linear equality constraints that can be incorporated to various optimization problems.
These constraints can be combined with those stemming from the thermal overload as-
pect. Nevertheless, as voltage security constraints are less linear by nature, we have
devised techniques which allow to compensate for the nonlinearities while keeping the
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computational effort at a tractable level.

From there on, the so derived sensitivities and inequality constraints have been used to
deal with three different problems of interest in preventive security analysis:

1. Congestion management. We have proposed two optimization-based approaches
to manage congestions due to voltage instability and/or thermal overload within
the day-ahead or the real-time environment. The first one relies on power injec-
tions (generator outputs and load consumptions) while the second one uses power
transactions as controls. In paralel, we have considered the problem of “simply”
restoring stability with respect to a set of contingencies or, additionally, restoring
security margins.

To this purpose, the inequality constraints could be incorporated to an optimal
power flow, athough we have considered simpler optimization problems to test
our methods. A salient feature of our approach is the simultaneous treatment of all
harmful contingencies and the handling of conflicting controls. Thismay require to
incorporate the inequality constraints of some harmless contingencies.

The optimization aims at removing the congestion while disturbing the market equi-
librium to the least extent. As regards the minimal control change objective, we
considered the relative merits of the L; and L, normsin terms of fairness and &f-
fectiveness of congestion management. The L; norm yieldsthe minimum deviation
from the market equilibrium but may be deemed discriminatory. On the other hand,
the L, normislessdiscriminatory, allowsto account for sensitivity inaccuracies but
leads to larger changes of the control variables.

2. Computation of simultaneous Available Transfer Capabilities (ATCs). Clearly, the
non-simultaneous AT Cs computation cannot properly take into account the fact that
multiple transactions take place at the same time. The allocation of transmission
capacity on non-simultaneous basis may have thus two negative consequences. the
ATCs may be either overestimated, which may lead to congestions (see example of
Fig. 6.2), or too conservative (see example of Fig. 6.5), which may unacceptably
hamper trades.

We have instead proposed a single optimization-based computation providing the
simultaneous ATC of a set of transactions. Here too, two objective functions were
considered. Whilethe L, objective maximizesthe use of the transmission capacity,
the L, oneyieldsafairer capacity allocation to the various transactions.

A possible drawback of our approach is the overestimation of ATCs which occurs
when “counterflowing” transactions eventually do not use the whole maximum al-
located capacity, while the “harmful” transactions use their maximum allocated
capacity. This situation can be partially mitigated by using the L. objective which
allows avery flexible dispatch of transactions.

The simultaneous AT Cs seem suitable rather in “longitudinal” systems where sev-
era transactions tend to use the same corridor, whose capacity must be fairly allo-
cated between the traders. On the other hand, non-simultaneous allocation of trans-
mission capacity remains of interest in systems having counterflow transactions (for
instance in meshed networks).
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3. Evaluation of security margin intervals. In view of the uncertainty that may affect
the participation of loads and generators to the power transfer from one area to an-
other, we propose to determine the range of possible values of (voltage and thermal)
security margins. More precisely, we propose an optimization-based computation
of the minimal and maximal margins under the assumption that individual injection
changes remain within specified bounds. When dealing with a single contingency,
the minimal margin is appealing because it yields the value of a power transfer
which can be safely achieved by any source-sink pattern. With respect to multiple
contingencies, the maximal margin may prove useful when looking for a maximal
power transfer between two systems. Moreover, the result of such computationsis
not only the margin interval (which by itself isasort of sensitivity information) but
also the location of the corresponding load/generation increases, which pinpoints
the weak area of the system with respect to the given contingency.

Asregards thermal overloads, the computation of aminimal (or maximal) marginis
fast, the main effort being two or three contingency evaluations at some stress lev-
el's (depending upon whether one relies on linearization or perform some nonlinear
correction). Minimal (or maximal) margin with respect to voltage instability is ob-
tained by acombination of both linear and nonlinear techniques. The computational
effort is the same as for a conventional margin.

Finally, we have investigated how the minimal margin varies with the bounds im-
posed on power injection variations. We have observed that it is generaly little
sensitive to these bounds. However, for certain (narrow) range of variation of these
bounds it appears to be highly sensitive. To overcome this shortcoming the relative
margin can be alternatively used.

Besides the above leitmotiv, the thesis offers some additional contributions:

e Filtering of contingency. We proposed a simple and reliable technique to filter out
harmless contingencies when computing the voltage security margins of alarge set
of contingencies. This step is essential in real-time applications to large systems.
Attention has been paid to the compromize between missing harmful contingencies
and producing false alarms for harmless ones.

e Evaluation of reactive reserves with respect to a contingency. The central concept
proposed here is the effective capability of a generator with respect to a given con-
tingency. The latter istaken as the reactive power produced by the generator in the
marginally acceptable post-contingency situation. For many generators of a (large
enough) system, the effective capability is smaller than the physical one, due to the
impossibility of transmitting reactive power over long distances. The reactive re-
serves are obtained as a by-product of the binary search of a security margin, thus
at no additional computational cost.

Such reserves could be precious pieces of information within the context of adereg-
ulated market where providing reactive reservesisan ancillary service which should
be properly paid.
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We also propose a dimensionless security index, looking from the generation side,
as an alternative to the conventional security margin. Its linear decrease with the
system stressis noteworthy.

Most of the methods proposed in this thesis were successfully tested on real-life systems.
Additional results can be found in the publications listed in Section 1.5.

From apractical viewpoint all the above computations have been coupled to the fast time-
domain quasi steady-state simulation of ASTRE, the voltage stability and security analysis
software developed at the University of Liege.

Finally, several ideas developed in this work have been implemented within the context
of the OMASES project {[VMKO03].

8.2 Futurework

Among the possible extensions of thiswork, let us quote:

¢ the development of an approach combining preventive and corrective contral, in
order to find a trade-off between the cost of protecting the system against low-
probability disturbances and the cost of emergency actions if the harmful distur-
bance occurs (see Section 5.6). Such a trade-off between preventive and corrective
control is attractive but complex. Whether it is feasible and can be accepted by
industry is still an open question;

¢ the extension of our congestion management formulation to take into account dis-
crete controls, mainly the starting-up of “out-of-merit” generators (and possibly the
shutting-down of in-merit ones) to guarantee system security. As it disturbs even
more the market equilibrium, the decision to have “must run” generators must be
taken by the TSO in atransparent and objective manner. This extension of the con-
gestion management problem could be tackled by mixed linear-integer program-
ming;

¢ the extension of the congestion management techniques to account for time aspects.
The approach discussed in thiswork isstatic in the sensethat it refersto aparticular
point intime. If some “periodicity” is observed in the power system behaviour, the
use of a“blind” static method will repeatedly penalize the same generators and/or
loads at the same time of the day, which may be deemed discriminatory. This draw-
back can be partially aleviated by using an L, norm objective, which makes more
market participants share the congestion removal effort. However, an extension in-
corporating the time dimension could be an interesting alternative; it should be able
to take into account all actions previously taken to relieve congestions;

1“Open Market Access and SEcurity assessment System”, project funded by the European Union
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e besides further technical improvements (for instance a less rigid criterion for in-
cluding generators in the £ set), the evaluation of reactive reserves with respect
to awhole set of contingencies deserves attention, as well as their valuation as an

ancillary service.
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Appendix A

Overview of the tested systems

We provide hereafter a short overview of the three systems used through this work.

A.1 TheNordic 32 test system

This system is a dlightly modified variant of a test system used by CIGRE Task Force
32.02.08 on Long-Term Dynamics (1995). It includes 80 buses, 23 generators and 22
loads, each one fed through a transformer with LTC. Its one-line diagram is shown in
Fig. A.l.

The system has two main areas, denoted respectively “North” and “South” in Fig. A.1.
The production is mainly of the hydro type in the North and thermal type in the South.
Most of the load is located in the South area which leads to a rather heavy power transfer
from North to South.

L oads are represented by an exponential model (see Fig. 2.2) witha =1 and g = 2.

The QSS long-term simulation reproduces the dynamics of LTCs and OELSs, as explained
in Section 2.2.

Note that there is no slack-bus in the QSS model; instead, generators respond to a distur-
bance according to governor effects [VCV98]. In thisrespect, it is assumed that only the
generators of the North area participate to frequency control (i.e. the others have infinite
speed droops). Thus, when a Southern generator is lost, the power deficit adds to the
North to South transfer.

A.2 TheRTE system

RTE isthe Transmission System Operator of the French system (formerly EDF).
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Figure A.1: The Nordic-32 system

With a peak load of about 75,000 MW, this large system is operated from 7 regional and
one national control centers. Asin many European countries, the network is rather dense
and meshed. Much attention is paid to voltage security in the Western and South-East
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regions where load centers are far away from generation.

A one-line diagram of the Western part of the transmission systemis shownin Fig. A.2.
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Figure A.2: Western part of the RTE system

The QSS simulation model includes 1203 buses at the 400 and 225-kV (EHV) levels.
The subtransmission and distribution systems are represented in a simplified way through
“cascades’ of EHV-HV and HV-MV transformers. The former correspond to the red
transformers feeding the (90 and 63-kV) subtransmission systems, while the latter are
ideal transformers accounting for load restoration by many HV-MV distribution trans-

formers. Thisload representation brings 512 additional HV buses in the model, as well
as 1024 LTCs.

176 generators are represented in detail and equipped with OELSs.

The QSS simulation aso accounts for the presence of 15 secondary voltage controllers,
represented in the Western and South-East regions [PLT87]. Each of them controls the
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voltage setpoints of a set of generators so as to regulate the EHV voltage of a “pilot
node”, while sharing the reactive power generation in accordance with the individual
generator capabilities. Further information on the system modelling can be found in
[CCMO0, SMC9g].

A.3 TheHydro-Québec system

The Hydro-Québec system is characterized by great distances (more than 1000 km) be-
tween the large hydro generation areas (James Bay, Churchill Falls and Manic-Outardes)
and the main load center (around Montréal and Québec City). Accordingly, the company
has developed an extensive 735-kV transmission system, whose lines are located aong
two main corridors. The system isangle stability limited in the North and voltage stability
limited in the South (near the load center). Frequency stability is also a concern due to
the system interconnection through DC links only, as well as the sensitivity of loads to
voltage.

Figure 5.3 shows the structure of the 735-kV transmission system.
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Figure A.3: One-line diagram of the Hydro-Québec system (735-kV grid)
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Beside static var compensators and synchronous condensers, the automatic shunt reactor
switching devices, named MAIS 1, play an important role in voltage control [BTS96].
These devices, in operation since early 1997, are now available in twenty-two 735-kV
substations and control alarge part of the total 25,500 Mvar shunt compensation. Simply
stated, each MAIS monitors the EHV voltage of a 735-kV substation and if the latter
stays below (resp. above) some threshold for some time, it trips (resp. connects) one
shunt reactor. The coordination between substations is performed through the switching
delays. While fast-acting MAIS can improve transient (angle) stability, slower MAIS
significantly contribute to voltage stability.

The long-term evolution of voltagesis thus very dynamic by nature, which has motivated
the adoption of QSS simulation by HQ engineers for security limit computations.

The QSS simulation model includes around 550 buses, 100 generators, 11 SVCs. The
discrete devices taken into account are the 230 LTCs, the OELSs of several synchronous
condensers, and the above mentioned MAIS devices, all with their own time delays. The
total load is around 33,000 MW in the studied configuration.

LFrench acronym for “Manoeuvre Automatique d I nductances Shunt”
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