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Abstract

The failure process of ductile porous materials is simulated by representing the damage
nucleation, growth and coalescence stages up to crack initiation and propagation using a
physically-based constitutive model. In particular, a non-local damage to crack transi-
tion framework is developed to predict the fracture under various loading conditions while
minimising case-dependent calibration process. The formulation is based on a discontinuous
Galerkin method, making it computationally efficient and scalable. The initial stable damage
process is simulated using an implicit non-local damage model ensuring solution uniqueness
beyond the onset of softening relying on the Gurson-Tvergaard-Needleman (GTN) model.
Once the coalescence criterion is satisfied, which can physically arise before or during the
softening stage, a cohesive band is introduced. Within the cohesive band, a void coalescence-
based governing law is solved, accounting for the stress triaxiality state and material history,
in order to capture the near crack tip failure process in a micromechanically sound way. Two
coalescence models are then successively considered and compared. First, with a view to
model verification towards literature results, a numerical coalescence model detects crack
initiation at loss of ellipticity of a local model, and the crack opening is governed by ad-hoc
parameters of the GTN model. Alternatively, the Thomason criterion is used to detect crack
nucleation during the softening stage while the Thomason coalescence model governs the
crack opening process. This latter model is able to reproduce slant and cup-cone failure
modes in plane-strain and axisymmetric specimens, respectively.

Keywords: Ductile fracture, Cohesive band model, Damage to crack transition,
Discontinuous Galerkin, Porous plasticity

1. Introduction and motivations

Accurate numerical predictions of ductile failure under complex loading conditions in-
volve many yet unsolved challenges. The ductile damage process usually starts with the
nucleation of voids or microcracks which add to the pre-existing porosity resulting from
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processing. The porosity then grows by plastic deformation. The process ends with strain
and damage localisation due to shear banding or to microscopic void coalescence (Tekoğlu
et al., 2015). The coalescence stage leads to the initiation and propagation of a macroscopic
crack, and ultimately to material failure.

Several approaches have been developed to model the fracture process. The damage
mechanisms can be represented by the continuous evolution of internal or damage variables.
The continuous damage models (CDM) allow the description of a large range of degradation
processes using a classical finite element (FE) formulation. The simplest approaches consist
in using the progressive accumulation of damage to determine when failure occurs (Johnson
and Cook, 1985, e.g.). In phenomenological CDM approaches, the damage growth induces
the material properties degradation until failure (Lemaitre, 1986). The material degradation
can also be represented by a micromechanics-based model, which follows the microstructure
changes (Gurson, 1977). Among this last category, the Gurson (1977) model family has
been developed since the seventies to take into account in a physically motivated way the
microscopic porosity evolution in metals, see the complete reviews by Pineau et al. (2016);
Benzerga et al. (2016); Besson (2010); Pardoen et al. (2010). The model derivation implies
an associated plastic flow and also gives an evolution law for the void volume fraction
parameter fV. The model was modified over the years to improve the accuracy of void
growth predictions and to represent coalescence and final fracture using phenomenological
arguments, as in the so-called Gurson-Tvergaard-Needleman (GTN) model (Tvergaard and
Needleman, 1984). In particular, an effective porosity was introduced in the yield surface
near fracture to generate realistic ductilities (Tvergaard and Needleman, 1984).

However, as shown by physical observations and by FE cell simulations by Koplik and
Needleman (1988), the coalescence is more than just an abrupt void growth acceleration:
the latter is rather a consequence of the former. Indeed, after a relatively diffuse plasticity
and damage development stage, material behaviour suddenly changes into a localised de-
formation state. Plastic flow also shifts direction. All these changes indicate the onset of a
new deformation mechanism. Therefore, even if a proper calibration of the GTN model can
crudely reproduce the coalescence stage, a different model is more suitable to describe and
to predict this physical process (Brocks et al., 1995; Benzerga and Leblond, 2010; Besson,
2010). In this context, different coalescence modes compete depending on the loading condi-
tions and the micromechanical structure as recently studied by Pineau et al. (2016); Cortese
et al. (2016); Liu et al. (2016); Brünig et al. (2018); Roth et al. (2018). The most inves-
tigated mode is by internal necking: the onset of coalescence is reached when plastic flow
localises inside the intervoid ligament oriented normal to the main loading direction. The
model of Thomason (1985a,b) provides a criterion based on the plastic limit-load of the
intervoid ligament under tensile-dominated stress. This approach was then completed with
evolution laws for the geometrical parameters of voids by Pardoen and Hutchinson (2000)
and Benzerga (2002), and a fully analytical expression of the criterion was derived by Benz-
erga and Leblond (2014). Furthermore, by rewriting the criterion for arbitrary orientation,
Pardoen and Hutchinson (2000) and Benzerga et al. (2004) derived a yield surface for the
coalescence stage to be used in combination to a void growth surface. However, shear stress
effects are not accounted for by the Thomason model. To address this issue, Tekoğlu et al.
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(2012) and Torki et al. (2017) have extended the Thomason approach combining shear and
tensile loading. Reddi et al. (2019) have obtained similar results by using the multi-surface
yield criterion developed by Keralavarma and Chockalingam (2016); Keralavarma (2017).
Nguyen et al. (Submitted) have also introduced a multi-surface approach accounting for
void growth, internal necking and shearing mechanisms in a non-local context to avoid loss
of solution uniqueness. In addition, Torki (2019) unified both void growth and coalescence
criteria under tensile and shear conditions in a unique but complex yield function. Besides,
Leblond and Mottet (2008) have provided an approximate solution of the problem by sub-
stituting the central voided region of the RVE by a sandwich made of von Mises and porous
layers.

However, whatever the considered (local) continuous damage models, they are intrinsi-
cally mesh-dependent during the softening regime (Bažant et al., 1984; Peerlings et al., 1996;
Reusch et al., 2003b). Indeed, at this point, governing equations loose their ellipticity. Dam-
age tends then to spuriously localise in a vanishingly thick volume. Regularisation methods
are therefore needed to overcome this issue like phase field approaches (Miehe et al., 2016a,b;
de Borst and Verhoosel, 2016; Shen et al., 2019; Aldakheel et al., 2018) or non-local models
(Peerlings et al., 2001; Nguyen et al., 2015). The phase field approach consists in replacing
crack surface by a regularised or diffusive crack field while non-local models give up the
local action principle and substitute some local internal variables by their non-local aver-
aged counterparts. A similar framework can be recovered by the means of a micromorphic
approach (Forest, 2009; Aldakheel, 2017).

Another approach to predict failure is to materialise all the damage process itself by crack
propagation. One of the most popular methods is the cohesive zone model (CZM), in which
a traction-separation law (TSL) determines the progressive loss of load-carrying capacity
during the crack opening (Hillerborg et al., 1976). If the crack path is not a priori known,
such discontinuities can be inserted through the elements by mesh enrichment (XFEM)
(Moës et al., 1999, e.g.) or by element enrichment (EFEM) (Linder and Armero, 2007,
e.g.). Both crack insertion methods generate arbitrary crack path through the FE mesh,
once a crack direction criterion is provided, which is not a trivial task in 3D. However,
they require important modifications in the finite element formulation, contrarily to the use
of cohesive interface elements that are inserted between volume elements. These cohesive
interface elements can be inserted during the simulation, for example by node splitting
or re-meshing as done by Camacho and Ortiz (1996). In this case, the cohesive model
is qualified as extrinsic. Unfortunately, these modifications of the mesh topology limit the
method scalability, unless a graph-based internal structure is used (Mota et al., 2008; Paulino
et al., 2008). Conversely, these elements can be intrinsically present at the beginning of the
simulation. In this case, a (high) initial cohesive loading stiffness is necessary. However, this
introduces mesh dependency and results in an inconsistent scheme which is only practical for
a priori known crack paths (Xu and Lu, 2013). To overcome these problems, a scalable and
consistent method is to introduce extrinsic cohesive zones through a discontinuous Galerkin
(DG) framework (Mergheim et al., 2004; Radovitzky et al., 2011; Prechtel et al., 2011; Becker
and Noels, 2012; Wu et al., 2014). It is based on the concept of weakly ensuring inter-
element continuity by adding consistency and penalty terms. Therefore, as discontinuities
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are inherently present between elements in the DG formulation, the DG-constraints are
released at crack initiation and replaced by the cohesive relationship. By this way, a large
number of cracks can be inserted and the propagation can be modelled without scalability
or consistency issues as demonstrated by Radovitzky et al. (2011).

In the literature, the fracture mechanics and the continuous damage mechanics are used
to simulate ductile fracture. However, despite the capability of the CZM to introduce dis-
continuities and crack surfaces, it concentrates all the damage process at the crack tip and is
unable to accurately represent the first stage of homogeneously distributed damage process.
Using only continuous damage models entails highly distorted elements in highly damaged
zones around the real crack surface, hurting numerical convergence (Mediavilla et al., 2005).
Moreover, non-local damage models, used to eliminate mesh-dependency of their local coun-
terparts, induce spurious damage extension in the last failure stage: damage artificially
spreads out from the fictive crack path due to intense and concentrated straining (Geers
et al., 1998). This effect can be limited by regularisation techniques as by choosing wisely
the diffused quantity, using a variable non-local length (Geers et al., 1998; Poh and Sun,
2016; Vandoren and Simone, 2018) or by phase field approaches. However, this does not
solve the problem of highly distorted elements.

Neither continuous nor discontinuous approaches are able to describe alone the whole
process, which has motivated the development of non-local damage models with a crack
transition to take advantage of the complementarity of the CDM and CZM approaches
(Wu et al., 2014). In a such CDM/CZM framework, a non-local CDM simulates the initial
homogeneous damage stage and its localisation. Then, the crack propagation is modelled
using a CZM until complete failure, and can be inserted with any appropriate crack insertion
technique, such as remeshing (Cuvilliez et al., 2012), XFEM (Wang and Waisman, 2018),
EFEM, DG (Wu et al., 2014; Aduloju and Truster, 2019), etc. This transition between
non-local models and cohesive zone methods is possible since both approaches can be made
theoretically equivalent. Indeed, as shown by numerous studies (Cazes et al., 2009, 2010; Wu
et al., 2014; Leclerc et al., 2018, e.g.), the CDM/CZM transition framework is consistent if
the total dissipated energy during the entire fracture process corresponds to the physically-
based one. Therefore, at its insertion, the CZM has to dissipate the amount of energy
not yet dissipated in the damage process as represented by the non-local model. This
energetic quantity can be determined from a reference case in terms of damage (Comi et al.,
2006), or effective stress value (Wu et al., 2014). Scheyvaerts et al. (2010) have proposed a
micromechanics-based model to predict this final failure energy and unloading ramp.

However, as pointed out by Wu et al. (2014), a classical CZM approach does not include
the influence of in-plane stress components, and thus does not correctly represent pressure
and triaxiality, or Lode variable effects. These latter effects are essential for accurate pre-
dictions of ductile failure unless the CZM is inserted at a very high level of damage near
complete failure, which is not always realistic from a physical point of view. Therefore, in
order to include these effects, a simple method is to define CZM key parameters directly
dependent on stress triaxiality (Siegmund and Brocks, 2000). But the determination and the
use of such a relationship rise the complex question of its calibration in terms of the material
history. A more general and natural way is to redefine a 3D stress state at the interface
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and deduce from it the cohesive behaviour. All the degradation process after localisation
is therefore assumed to take place inside a thin band around the crack surfaces. It can be
computed through the coupling with an energetic interface (Esmaeili et al., 2017). A 3D
state can be recovered through multi-scale analyses: in Bosco et al. (2015), the cohesive
behaviour is extracted from a representative volume element. This damaging band can be
of finite thickness and introduced by an embedded weak discontinuity through the elements
(Huespe et al., 2009, 2012). This cohesive band can also be concentrated at the crack sur-
faces (Remmers et al., 2013) and introduced by an extrinsic cohesive zone model (Leclerc
et al., 2018).

This latest method, so-called the cohesive band model (CBM), has the advantages of
(i) requiring relatively few modifications of the cohesive model approach compared to the
multi-scale or the finite band method; (ii) reusing the underlying damage model; and (iii)
following on-the-fly the local stress state and material history. It only introduces one extra
parameter: the cohesive band thickness hb which controls the total dissipated energy. The
effect of hb has been studied by Leclerc et al. (2018) in the case of elasticity in a small strain
setting. In particular, it has been shown that this fictitious thickness can be evaluated from
the knowledge of the critical energy release rate Gc.

Based on all these previous considerations, the objective of this paper is to develop a
non-local damage to crack transition suitable to ductile failure. In particular, the frame-
work should be able to predict the failure under various loading conditions while minimis-
ing case-dependent calibration. Emphasis is brought here on the methodology adapted to
porous plasticity and its numerical aspects. The method is requested to be consistent,
mesh-independent, scalable and computationally efficient, and applicable in 3D. Besides,
the developed methodology should be versatile enough to account for different coalescence
criteria and coalescence models in order to represent the crack initiation and propagation.

To achieve this goal, a damage to crack transition is developed for ductile materials.
The framework includes an implicit non-local damage model (Peerlings et al., 1996; Reusch
et al., 2003b,a) and a cohesive band model (Remmers et al., 2013) inside a DG-formulation
(Radovitzky et al., 2011). Although such a damage to crack transition has been developed
in a previous work in the context of small strain elastic-damage behaviour (Leclerc et al.,
2018), the development of such a methodology for ductile materials requires to address
several challenges since (i) the formulation should be stated in a finite-strain setting; (ii)
the damage to crack transition should be driven by micro-mechanics-based consideration
while it was purely phenomenological in the elastic-damage case; and (iii) the monolithic
resolution of the combined non-local damage-cohesive band model requires the evaluation
in a closed form of the weak formulation and material models tangent operators.

In this work, the initial diffuse damage state is simulated using an implicit non-local
damage model without mesh-dependency beyond the onset of softening. This is of partic-
ular importance when considering a physically-based crack initiation criterion which can
be met in the strain softening stage, as it will be shown in this paper. Once this crack
insertion criterion is satisfied, an extrinsic cohesive band is inserted between volume ele-
ments using the discontinuous Galerkin framework, hence modelling crack initiation. The
cohesive band model allows the determination on-the-fly of the cohesive behaviour while
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taking into account the current local 3D stress state and the material history. As the frame-
work is intended to be applied to ductile elastoplastic solids such as most ductile metals or
some polymers showing cavitations, a porous plastic model is chosen as constitutive mate-
rial model (Besson, 2009). It includes the description of the void growth and coalescence
steps, but also the nucleation model developed by Chu and Needleman (1980) and the shear-
induced growth term proposed by Nahshon and Hutchinson (2008). Two coalescence models
are then successively considered. On the one hand, with a view to the model verification
with the analyses by Huespe et al. (2012), a numerical coalescence model is used to detect
crack initiation at loss of ellipticity of a local model, whilst the crack opening is governed by
an adequate calibration of the Gurson model parameters. On the other hand, following the
work by Pardoen and Hutchinson (2000), a physically-based Thomason (1985a,b) criterion
is used as crack insertion criterion, and the coalescence model is used as governing law of
the CBM to model the crack opening.

The outline of the paper is as follows. The non-local porous elastoplastic model is first
presented in Section 2. Afterwards, the damage to crack transition is introduced with the
cohesive band model in Section 3. In particular, the questions of the crack insertion cri-
terion and the cohesive band thickness are addressed. The implementation and monolithic
resolution of the current framework is detailed in Section 4. The weak form is deduced from
the strong form of equations and is then discretised following the DG-formulation. The
numerical time integration is also discussed. Finally, Section 5 is devoted to illustrating
the framework capability to correctly represent the ductile fracture process. In particular,
the results obtained by a local form of the porous elastoplastic model and by introducing
a crack at loss of ellipticity are shown to be in good agreement with the results by Huespe
et al. (2012). Then, we show that when considering the non-local porous plasticity model
combined to the Thomason criterion and the Thomason coalescence model to govern re-
spectively the crack initiation and propagation, the framework is able to reproduce slant
and cup-cone failure modes in plane-strain specimens and axisymmetric bars, smooth and
notched ones, respectively. These complex failure patterns driven by shearing are herein
captured, and by Huespe et al. (2012) as well, because of the shear stress state obtained by
the free surface creation during crack propagation. Without the introduction of the crack,
these patterns do not appear with a purely CDM model unless shear necking is considered
in the yield surface as suggested by Reddi et al. (2019); Nguyen et al. (Submitted).

2. Non-local micromechanics for porous plasticity

In this section, the non-local continuum damage mechanics framework applied to porous
plasticity is developed, combining the formulations of Reusch et al. (2003b,a) and Besson
(2009). Cracks are ignored in this description and the body is assumed to be continuous
as it is during the early damage stage. At first, the governing equations of the mechanical
problem is provided. Then, a hyperelastic non-local porous plastic model is presented before
being particularised to the considered deformation mechanisms.
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Figure 1: A material body in the reference configuration Ω0 (left) and in the current configuration Ω (right).
The body deformation mapping is defined by u (X, t) and the corresponding deformation gradient F between
both configurations is decomposed into a plastic part Fp followed by an elastic part Fe. The elastic part is
also split in a symmetric stretch part Ue and a rotational part Re.

2.1. Non-local problem statement

Consider a material body Ω0 ⊂ R3 in the reference configuration at time t = 0 and its
boundary surface Γ0 as shown on Fig. 1. The external surface Γ0 is divided into a Dirichlet
part ΓD0 where displacements are prescribed, and a Neumann part ΓN0 where the traction
force is prescribed. This surface partition satisfies ΓD0 ∩ ΓN0 = Γ0 and ΓD0 ∪ ΓN0 = ∅. Ω
and Γ denote respectively the counterparts of Ω0 and Γ0 in the current configuration at
a given time t > 0. During this time evolution, the displacement of a material particle
initially at the position X ∈ Ω0 to the current spatial position x (X, t) ∈ Ω is defined
by u(X, t) = x (X, t) −X. The derivative of the current spatial position in terms of the
material configuration, or in other words, the deformation gradient, is

F =
∂x

∂X
= I +

∂u

∂X
, (1)

with its Jacobian J = det F > 0, and I the second-order identity tensor.
The linear momentum conservation, under large deformation setting over the body Ω

with respect to the reference configuration, is given by

ρ0ü = ∇0 ·PT + b0 on Ω0, (2)

where ρ0 is the initial mass density, ∇0 is the gradient operator with respect to the refer-
ence configuration, P the first Piola-Kirchhoff (PK1) stress tensor and b0 is the volumetric
external force vector.

Boundary conditions are applied on the reference surface: prescribed displacement ū
and traction surface t̄0 are respectively applied on the Dirichlet boundary ΓD0 and on the
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Neumann boundary ΓN0:
u = ū on ΓD0, and
P ·N = t̄0 on ΓN0,

(3)

with N the unit surface normal in the reference configuration and t̄0 defined in the current
configuration per unit surface in the reference configuration.

The boundary value problem defined by Eqs. (2) and (3) is completed by a material
constitutive law which defines the evolution of the stress tensor P at time t as

P (t) = P
(
F (t) , Z̃ (t) ;Z (t′) , t′ ∈ [0, t]

)
, (4)

in terms of the actual deformation gradient F and in terms of a set of local internal variables
Z and, potentially, a set of non-local Z̃ internal variables representative of all the material
history and path-dependence.

Non-local variables are introduced to avoid mesh-dependency. An implicit non-local
gradient approach (Peerlings et al., 1996), equivalent to a micromorphic approach (Forest,
2009; Aldakheel, 2017), is preferred as it is truly non-local in contrast to an explicit form, as
demonstrated by Peerlings et al. (2001). Moreover, the treatment of complex geometries and
boundaries is here more simple and convenient than with an equivalent integral approach.
Practically, some local variables Zi ∈ Z are replaced by their non-local counterpart Z̃i ∈ Z̃,
following

˙̃Zi −∇0 ·
(
Cli ·∇0

˙̃Zi

)
= Żi on Ω0, (5)

where Cli is a semi-positive definite symmetric tensor associated to the non-local variable
Z̃i. In an isotropic case, it reduces to l2cI; lc being the associated characteristic diffusion
length. Using Z̃i or its time derivative in Eq. (5) is analogous since the diffusion equation
is linear. However, this latter formulation avoids numerical instabilities due to evolving
boundary conditions during the crack propagation presented in Section 3. Furthermore, the
local model is recovered when the characteristic length vanishes.

The differential equation (5) is completed by a natural boundary condition:(
Cli ·∇0

˙̃Zi

)
·N = 0 on Γ0. (6)

2.2. Hyperelastic-based elasto-plastic material model

No assumption has been made yet on the material behaviour (4). First, as shown on Fig.
1, a classical multiplicative decomposition of the deformation gradient (1) for elasto–plastic
materials is assumed

F = Fe · Fp , (7)

with Fe the elastic part of F and Fp, the plastic one. The tensor Fe can be separated into a
rotational part Re and a symmetric part Ue as Fe = Re ·Ue. The corresponding Jacobian
terms are defined by

J = det F , Jp = det Fp , and Je = det Fe , (8)
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and the corresponding right Cauchy strain tensors read

C = FT · F , Cp = FpT · Fp , and Ce = FeT · Fe . (9)

The macro-mechanical response of the material, represented by the first Piola-Kirchhoff
stress tensor P, is determined by postulating the existence of a thermodynamic potential in
terms of the conjugate strain tensor F. Assuming an isothermal rate-independent hypere-
lastic behaviour, the related free energy ψ can be written under the form ψ (Ce,Z)1.

From the Clausius-Duhem inequality, the evolution of the free energy is bounded by

P : Ḟ− ψ̇ (Ce,Z) ≥ 0 , (10)

where the equality is obtained in case of reversible elastic increments. This last equation is
developed by using Eq. (7) and the form of ψ as

P :
(
Ḟe · Fp

)
− ∂ψ

∂Ce
: Ċe + P :

(
Fe · Ḟp

)
−
∑
k

∂ψ

∂Zk
Żk ≥ 0 , (11)

or, after developing Ċe, as(
P− 2Fe · ∂ψ

∂Ce
· Fp−T

)
:
(
Ḟe · Fp

)
+ P :

(
Fe · Ḟp

)
−
∑
k

∂ψ

∂Zk
Żk ≥ 0 . (12)

Assuming an arbitrary elastic reversible increment, the inequality becomes(
P− 2Fe · ∂ψ

∂Ce
· Fp−T

)
:
(
Ḟe · Fp

)
= 0 , ∀ Ḟe . (13)

The PK1 stress is therefore defined by

P = 2Fe · ∂ψ
∂Ce

· Fp−T , (14)

and the Clausius-Duhem inequality (10) reduces to

P : Fe · Ḟp −
∑
k

∂ψ

∂Zk
Żk ≥ 0 . (15)

Using a logarithmic strain measure, i.e.,

E =
1

2
ln C , Ee =

1

2
ln Ce , and Ep =

1

2
ln Cp , (16)

1A thermodynamic formulation accounting for the non-local variable has been derived by Nguyen et al.
(Submitted) starting from the generalised micromorphic framework suggested by Forest (2009) but is omitted
herein for conciseness
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the following isotropic quadratic potential is chosen

ψ(Ce) =
K

2
[tr (Ee)]2 +G (Ee)dev : (Ee)dev , (17)

where K = E
3(1−2ν)

and G = E
2(1+ν)

are the bulk and shear moduli of the material, based on

the Young’s modulus E and the Poisson ratio ν. Finally, applying the definition of ψ (17)
to Eq. (14) gives

P = Ktr (Ee) F−T + 2GFe ·Ce−1 · (Ee)dev · Fp−T . (18)

The Cauchy stress tensor σ is linked to the PK1 tensor by the classical relation

P = Jσ · F−T = κ · F−T , (19)

introducing κ as the Kirchhoff stress tensor. This latter is obtained from the rewriting of
Eq. (18):

κ = Ktr (Ee) I + 2GFe ·Ce−1 · (Ee)dev · FeT . (20)

Because Ue and Ee commute, one has

κ = Re ·

Ktr (Ee)︸ ︷︷ ︸
p′

I + 2G (Ee)dev︸ ︷︷ ︸
τdev

 ·ReT = Re · τ ·ReT , (21)

introducing p′ as the pressure, τ dev as the deviatoric part of the corotational Kirchhoff stress

tensor τ . The equivalent stress τ eq is defined as τ eq =
√

3
2
τ dev : τ dev.

2.3. Porous elasto-plastic material model

The elastic domain in stress space is limited by a yield function φ. As already announced
in the introduction, two modes of plastic deformation compete. Plastic flow can be diffuse
in the matrix: it is then described by the Gurson model. Conversely, it can be localised
between voids during the coalescence phase, it is described by the GTN model (i.e. GTN in
the accelerated void growth phase) or by the Thomason model. By combining both modes
of plastic flow, a full porous model is finally obtained.

2.3.1. Generalities

The description of the damage mechanism at the microscale is similar to Besson (2009):
defects are assimilated as a periodic arrangement of spherical voids that stay spherical during
the entire process and grow inside a J2-plastic matrix. A representative volume consists in
a cuboid cell with a void at its centre as depicted on Fig. 2. Its geometrical state is fully
described by 3 parameters: the porosity fV, the relative ligament ratio χ and the cell aspect
ratio λ. The porosity fV corresponds to the void volume fraction while the ligament ratio
χ is the ratio of the void diameter to the distance between neighbouring voids. Although
more complex and accurate microscopic descriptions exist, this one is chosen because of its
simplicity.
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Figure 2: A representative volume cell and its geometrical description defined by the porosity fV, the cell
aspect ratio λ and the ligament ratio χ.

Yield surface and plastic flow. Whatever the selected plasticity model, the yield condition
φ 6 0 is here expressed in terms of the corotational Kirchhoff stress τ instead of the classical
Kirchhoff stress κ. As the rate of the plastic flow is assumed to be irrotational, this change
does not modify the plasticity model while it simplifies its implementation thanks to the
straightforward relation between the stress tensor τ and the logarithmic strain tensor Ee.
The yield criterion depends also on the matrix yield stress. At this level, a classical J2-
plastic model is assumed with an isotropic hardening curve τY (p̂) in terms of the equivalent
matrix plastic strain measure p̂. The yield surface is also dependent on the microscopic
state, represented by some effective variables Z̆. The definition of the effective variables
allows the transition from a non-local framework governed by Z̃ to a local one governed by
Z without discontinuity. In particular, this set sums up the cumulative damage evolution
during the homogeneous non-local damage process and, afterwards, during the local crack
propagation.

The macroscopic yield criterion, based on stress invariants, is therefore written under
the mathematical form

φ = φ
(
τ eq, p′, τY, Z̆

)
6 0 . (22)

If the yield criterion (22) is satisfied, plastic flow occurs, following an associated flow
rule. As the plastic flow is irrotational,

Ḟp · Fp−1 = γ̇Np = γ̇
∂φ

∂τ
, (23)

where γ̇ > 0 is the macro-scale plastic multiplier associated with the plastic normal Np.
Since φ depends only on the first and second invariants of the stress tensor, the normal Np

can be separated into a volumetric (or pressure) and a deviatoric part by stating Nd = ∂φ
∂τeq

and Nq = ∂φ
∂p′

following

γ̇Np = γ̇
∂φ

∂τ eq

∂τ eq

∂τ
+ γ̇

∂φ

∂p′
∂p′

∂τ
= γ̇Nd 3τ dev

2τ eq
+ γ̇Nq 1

3
I =

˙̂
d

3τ dev

2τ eq
+ ˙̂q

1

3
I , (24)

where
˙̂
d and ˙̂q respectively stand for γ̇Nd and for γ̇Nq.
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Non-local variables. Concerning the introduction of the non-locality, the model focuses on
diffusing one variable: Z̃ = f̃V, as previously proposed by Reusch et al. (2003b,a). The
related effective variable involved in the yield condition (22), f̆V, is simply obtained through

˙̆
fV = ˙̃fV , (25)

as long as the non-local model is used. Otherwise, its evolution is linked to the local
porosity growth (see Section 3 for more details). The porosity is foreseen because this
key parameter plays a key role in the entire damage and failure process. Among all other
possibilities, Nguyen et al. (Submitted) adopted three non-local variables corresponding to
the three plastic variables (d̂, q̂, p̂) in order to capture void growth, coalescence by necking
or shearing in a mesh-independent way. Another possible choice could be to diffuse the
couple (fV, χ). Thereby, each mechanism will have its non-local key parameter associated
with a corresponding non-local length. However, in this paper, mesh-dependency during the
coalescence stage, linked to χ, is already avoided by introducing a cohesive band model.

Internal variables evolution. The macroscopic deformation induces a microscopic structure
modification and therefore, an evolution of the internal variables. The (local) porosity
evolution ḟV is governed by different contributions all linked to the plastic flow

ḟV = ḟVnucl + ḟVgrowth + ḟVshear . (26)

Newly nucleated porosities ∆ḟVnucl add to the already present porosity. This nucleation
results from precipitate debonding or cracking during plastic flow. Among several exist-
ing models, a strain-controlled relation, presented by Chu and Needleman (1980), is used
here: ḟVnucl = An (p̂) ˙̂p. Plastic flow also induces the growth of the voids ḟVgrowth. As the
macroscopic plastic flow is not purely deviatoric while the matrix volume is left unchanged
by mass conservation, macroscopic plastic volume change induces a porosity growth rate
ḟVgrowth = (1− fV) tr (γ̇Np). Furthermore, the term ḟVshear results from the extended Gur-
son model proposed by Nahshon and Hutchinson (2008). It corresponds to an apparent or
effective void growth due to a shear-induced shape change with

ḟVshear = Bn (ζ)
τ dev : γ̇Np

τ eq
fV . (27)

In this expression, Bn (ζ) = kω (1− ζ2) is a growth coefficient, controlled by the shear
damage coefficient kω, that vanishes under axisymmetric stress state and which is maximal
under a combination of pure shear stress with an hydrostatic contribution. Nielsen and
Tvergaard (2010) enhanced the coefficient by including a dependence on the triaxiality.
Dunand and Mohr (2011) called ζ

(
τ dev

)
the normalised third invariant

ζ =
27 det τ dev

2τ eq3
. (28)

The equivalent matrix plastic strain measure p̂ is obtained by considering the energetic
equivalence between both micro and macroscales:

(1− fV0) τY
˙̂p = τ : γ̇Np , (29)

12



where fV0 , the initial porosity, is used since Eq. (29) is stated here with respect to the
reference volume2.

The ligament size ratio χ is determined, following Besson (2009), from

χ =

[
3

2
f̆Vλ

] 1
3

, (30)

where f̆V is the effective porosity and the evolution of λ is given by λ̇ = κλ ˙̂p. By integration,
one thus has

χ =

[
3

2
f̆Vλ0

] 1
3

exp

(
1

3
κp̂

)
, (31)

where λ0 is the initial value of λ, the ratio of the void spacing arrangement, and where κ is
a fitting parameter (Besson, 2009).

The relationship (22) now needs to be particularised to the different considered porous
plastic models while the features and equations common to each one have been presented.

2.3.2. The Gurson micro-mechanical growth porous plastic model

The void growth phase is described by the Gurson model for spherical voids (Tvergaard
and Needleman, 1984). The corresponding yield surface φG is given by

φG

(
τ eq, p′, τY, f̆V

)
=

(
τ eq

τY

)2

+ 2f̆Vq1 cosh

(
3q2p

′

2τY

)
− q2

3

(
f̆V

)2

− 1 6 0 , (32)

where q1, q2 and q3 are the Gurson parameters. Initially added by Tvergaard (1981), these
parameters are determined to better fit cell experiments (Faleskog et al., 1998) and heuris-
tically include several effects (e.g. strain hardening, void shape).

2.3.3. Phenomenological coalescence porous plastic model

After accumulation of plastic deformation and void growth, plastic flow localises between
matrix voids, indicating the onset of void coalescence. It results in a significant change of
the growth rate and overall deformation behaviour. This process can be described here by
a phenomenological approach. In this case, the Gurson yield surface (32) is modified by
a corrected porosity f ?V (Tvergaard and Needleman, 1984; Reusch et al., 2003b) once the
coalescence criterion is met. The new coalescence yield surface is written

φGTN = φG (τ eq, p′, τY, f
?
V) 6 0 , (33)

where the corrected effective porosity f ?V is modified after the onset of coalescence by

f ?V

(
f̆V

)
=



f̆V if f̆V 6 fVC
;

fVC
+
f ?Vf
− fVC

fVf
− fVC︸ ︷︷ ︸
δGTN

(
f̆V − fVC

)
if fVC

< f̆V 6 fVf
;

f ?Vf
if f̆V > fVf

.

(34)

2Rigorously speaking, this relation should also consider the nucleated porosity framed in the reference
configuration, but this contribution is neglected herein.
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In Eq. (34), fVC
corresponds to the porosity value at the onset of coalescence. The value

is fixed in advance and can either be considered as a material parameter (Tvergaard and
Needleman, 1984) or correspond to the value predicted by a more physically-based coales-
cence criterion as the Thomason model (Zhang et al., 2000; Guzmán et al., 2018). After the
onset of coalescence, the effective porosity growth rate ḟ ?V increases due to the acceleration
rate δGTN. The porosity growth continues until the porosity fVf

at final failure, and f ?Vf
the

corresponding corrected value, are reached. This coalescence model, besides the coalescence
criterion, is defined either by δGTN or by fVf

. The last remaining parameter, f ?Vf
, corresponds

to a vanishing yield surface, i.e. f ?V (fVf
) = f ?Vf

=
q1−
√
q21−q23
q23

.

2.3.4. The Thomason micro-mechanical coalescence porous plastic model

Another possibility to describe the coalescence behaviour after its onset is to use a yield
surface, representative of the plastic flow process during coalescence. According to the
Thomason model (Thomason, 1985a,b; Benzerga and Leblond, 2014), plastic flow occurs
inside voids ligaments when the coalescence stress Cφ

TτY, linked to the stress concentration
factor Cφ

T (due to void configuration) and the matrix flow stress τY inside the localisation
zone, is reached (Besson, 2009); i.e., assuming a traction along direction zz, the yield surface
reads

τzz 6 Cφ
T (χ) τY . (35)

Equation (35) can be rewritten for any arbitrary orientation (Pardoen and Hutchinson, 2000)
in terms of the corotational Kirchhoff stress as

φT+ =
2

3
τ eq + p′ − Cφ

T (χ) τY 6 0 . (36)

Conversely, plastic flow can also occur in compression, resulting in a supplementary yield
surface

φT− =
2

3
τ eq − p′ − Cφ

T (χ) τY 6 0 . (37)

In order to ensure a smooth yield surface and remove vertices, Besson (2009) used an inter-
polation between both φT+ and φT− , leading finally to

φT (τ eq, p′, τY, χ) =


(

2

3
τ eq + p′

)
︸ ︷︷ ︸

τ+

n

+

(
2

3
τ eq − p′

)
︸ ︷︷ ︸

τ−

n


1/n

− Cφ
T (χ) τY 6 0 , (38)

with n a sufficiently high even integer interpolation exponent to stay close to the original
surfaces.

The concentration factor Cφ
T is given in terms of the ligament size ratio χ,

Cφ
T (χ) =

(
1− χ2

) [
α(1/χ− 1)2 + β

√
1/χ

]
, (39)

where the parameters α and β depend on the strain-hardening exponent hexp and are re-
spectively equal to 0.1 + 0.217hexp + 4.83h2

exp and 1.24 for 0 6 hexp 6 0.3 as calibrated by
Pardoen and Hutchinson (2000).
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Figure 3: The two-yield surface model combining the Gurson yield surface φG and the Thomason yield
model φT in the (p′, τ eq) space.

2.3.5. A complete porous elastoplastic model: the Gurson-Thomason model

The full porous model is obtained when both diffuse and localised mechanisms are taken
into account. First, the ”growth” mode and its corresponding yield surface (32) is active.
Afterwards, the coalescence mode (with the yield surface (38)) becomes dominant. During
the transition, both modes can be active by considering a two-surface model: at this point,
the effective elastic region results in their intersection as shown on Fig. 3. The yield condition
can be summarised by

φGT = max (φG, φT) 6 0 . (40)

A particular treatment has to be applied to remove surface vertices and to ensure a unique
and continuous Np between iterations for convergence purpose. Therefore, the management
of the intersection the yield surfaces can be done by interpolation (as similarly done for φT)
as suggested by Nguyen et al. (Submitted), or by using a cone of normals. A simpler choice
is made here: the current active yield surface is selected at the end of the previous time step.
This choice is justified because the coalescence surface shrinks faster than the void growth
one. Once the coalescence is activated, oscillations between both strain modes are mainly
limited to the onset stage.

2.4. Numerical integration of the constitutive law

The constitutive material law is integrated numerically following a backward Euler
scheme. Before being adapted to the local model in Section 2.4.4, the methodology is
first presented in the context of the non-local model, i.e. Z̆ = Z̃ or in this case f̆V = f̃V.
The objective is therefore to compute the stress state and the local internal variables at time
tn+1 (i.e. (Pn+1, fn+1

V )) from the known state at the previous discrete time step tn and from
the actual deformation gradient Fn+1 and non-local variable f̃n+1

V .
The procedure is summarised in Fig. 4. Using Eqs. (18) to (21), the problem is solved in

terms of the τ stress and the plastic deformation Fp. The time integration on the interval
[tn, tn+1] is done using a predictor-corrector scheme similar to the one described by Cuitino
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and Ortiz (1992). At first, the strain increment is assumed to be purely elastic (Section
2.4.1). If this predictor stress is outside the yield surface, a plastic flow occurs: a plastic
correction is therefore applied following the implicit radial return-like algorithm presented
in Section 2.4.2. Section 2.4.3 provides in details the derivation of the material tangent
operators. If a solution cannot be found, a classical linear sub-stepping scheme is used
to solve the problem on smaller intervals

[
tn
′
, tn
′+1
]
⊂ [tn, tn+1]. In the following lines,

the superscript n + 1 used to refer to the variables evaluated at this time is omitted for
readability.

𝛕 = 𝛕pr

Check yield criterion (Eq. 22)

𝜙 𝐄pr
e , ም𝑓V ≥ 0 ?

Inputs:

𝐅, Δ ሚ𝑓V

Elastic predictor (Section 2.4.1)

𝛕pr 𝐄pr
e , ም𝑓V = ም𝑓V

𝑛 + Δ ሚ𝑓V

No

Solve the residual form (Eq. 47)

𝒓p Δ መ𝑑, Δො𝑞, Δ Ƹ𝑝 ; 𝐄pr
e , ም𝑓V ȁ𝐄pre , ም𝑓V

= 𝟎

and compute 𝛕 𝛕pr, Δ መ𝑑, Δො𝑞, Δ Ƹ𝑝 (Eq. 46)

Compute the outputs 𝐏 𝛕 (Eq.48), Δ𝑓V (Eq. A.13) and 
their derivatives (App. B) 

Box 1: 
Numerical
integration

of the 
non-local 

model

Figure 4: Numerical integration procedure of the non-local constitutive porous-plastic model (material model
level).

2.4.1. Elastic predictor

During the predictor step, the plastic deformation gradient is kept unchanged Fp
pr
n+1 =

Fpn as well as the other variables linked to plasticity. The stress state is computed following
Eqs. (7) to (21), leading to the elastic predictor of the deformation gradient

Fe
pr = F · Fp

pr
−1 , (41)

and the strain predictor tensors

Ce
pr = Fe

pr
T · Fe

pr and Ee
pr =

1

2
ln
(
Ce

pr

)
. (42)

The predictor stress components then read

τpr
dev = 2G

(
Ee

pr

)dev
and p′pr = Ktr

(
Ee

pr

)
. (43)
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2.4.2. Plastic corrector

The yield condition (22) is assessed using the predictor state (43). If the criterion is
satisfied, the elastic predictor state corresponds to the final one: Fp = Fp

pr and τ = τpr.
Otherwise, a plastic correction is needed. Following the detailed formulation presented in
Appendix A, the current plastic deformation gradient reads

Fp = exp (∆γNp) · Fp
pr . (44)

Using the flow decomposition (24), the plastic increment is given by

∆γNp = ∆d̂
3τ dev

2τ eq
+ ∆q̂

1

3
I , (45)

where ∆d̂ is the increment of the deviatoric macroscopic plastic flow and ∆q̂ of the macro-
scopic volumetric part. The corrected stress state after plastic flow (see Appendix A.1 for
more details) then reads

τ eq = τ eq
pr − 3G∆d̂ , τ dev =

τ eq
pr − 3G∆d̂

τ eq
pr

(τpr)
dev , and p′ = p′pr −K∆q̂ . (46)

Using Eqs. (45)-(46), the corrector step can be summarised as finding, for a given couple
(Ee

pr, f̃V), the macroscopic plastic increments (∆d̂,∆q̂) and the microscopic one ∆p̂ that
simultaneously satisfy the yield condition (22), the normality rule (23), the equivalence of
the plastic power between scales (29), and the evolution laws of the internal variables, or

again, as finding the set of plastic increments v =
[
∆d̂ ∆q̂ ∆p̂

]
T that satisfies the residual

form
rp

(
∆d̂, ∆q̂, ∆p̂; Ee

pr, f̃V

)∣∣∣
Ee

pr,f̃V
= 0 , (47)

which is solved using an iterative Newton-Raphson procedure (see Appendix A.2 for more
details). Once the stress state τ and the plastic strain Fp are obtained, P is finally recovered
from Eq. (18):

P = Fe · (τ : Le) · Fp−T , (48)

with Le = ∂ lnCe

∂Ce dependent on the approximation involved when computing the function
ln Ce.

2.4.3. Material linearisation

The constitutive model needs to provide the material tangent operators. Practically,
these are obtained by linearising the output of the material law (P, fV), respectively given
by Eqs. (48) and (26) (see the integral form in Appendix A.2) in terms of the input (F, f̃V).
Using the chain rule and tensorial calculus, the problem can be re-expressed in terms of the
derivatives of the plastic increments v. In this purpose, the residual vector (47) is linearised
in terms of the predictor strain Ee

pr and of the porosity f̃V:

ṙp

(
v; Ee

pr, f̃V

)
= 0 =

∂rp

∂v
v̇ +

∂rp

∂Ee
pr

: Ėe
pr +

∂rp

∂f̃V

˙̃fV = 0 , (49)
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from which the derivatives can be easily extracted following the definition of the Jacobian
matrix Jv = ∂rp

∂v
explicited in Appendix A.2, with

∂vi
∂Ee

pr

= −Jv−1
ij

∂rpj

∂Ee
pr

and
∂vi

∂f̃V

= −Jv−1
ij ·

∂rpj

∂f̃V

. (50)

The derivatives in terms of the predictor strain can then be replaced in terms of the defor-
mation gradient, see Appendix B for more details.

2.4.4. Local form of the porous model

𝛕 = 𝛕pr

Check yield criterion (Eq. 22)

𝜙 𝐄pr
e , ም𝑓V ≥ 0 ?

Input:
𝐅

Elastic predictor (Section 2.4.1)

𝛕pr 𝐄pr
e , ም𝑓V = ም𝑓V

𝑛

No

Solve the residual form (Eq. 51)

𝒓p Δ መ𝑑, Δො𝑞, Δ Ƹ𝑝 ; 𝐄pr
e ȁ𝐄pre = 𝟎 with Δ ም𝑓V = Δ𝑓V

and compute 𝛕 𝛕pr, Δ መ𝑑, Δො𝑞, Δ Ƹ𝑝 (Eq. 46)

Compute the output 𝐏 𝛕 (Eq.48) and
its derivatives (App. C) 

Box 2: 
Numerical
integration

of the 
local model

Figure 5: Numerical integration procedure of the local version of the constitutive porous-plastic model
(material model level).

The results of Sections 2.4.2 and 2.4.3 are now adapted under a local form, i.e. Z̆ = Z
or in this case f̆V = fV. The resulting procedure is summarised in Fig. 5. Henceforth,
the effective variables increments are no longer dependent on the variations of the non-local
values, and the stress state Pn+1 is computed from the deformation gradient only. The
residual form, from which the set of plastic increments v is obtained, is slightly modified

rp

(
∆d̂, ∆q̂, ∆p̂; Ee

pr

)∣∣∣
Ee

pr

= 0 , (51)

as well as the corresponding Jacobian matrix, both being detailed in Appendix C. The
material tangent operator, ∂P

∂F
, is consequently reformulated following the same procedure

as in Section 2.4.3, see Appendix C.2 for more details.
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Figure 6: The solid is embedding a discontinuity surface ΓI0, encompassed in the fictitious cohesive band Ωb0.
The discontinuity separates the volume into two parts Ω+

0 and Ω−0 as depicted in the reference configuration
(left) and in the current configuration (right).

3. The diffuse damage to crack transition

Crack surfaces are introduced in the mechanical problem through a cohesive band model.
For this purpose, the classical cohesive model is taken as a starting point and extended into
a cohesive band formulation in the spirit of the work of Leclerc et al. (2018) achieved in the
context of elastic damage. The crack insertion criterion and the calibration of the cohesive
band thickness are explained next.

3.1. Cohesive band model

In the present formulation, multiple crack surfaces can be introduced in the material body
Ω. Without any loss of generality, let us assume that one discontinuity surface ΓI0 follows a
given trajectory inside the reference configuration. At a given time t, the discontinuity path
is divided into an already cracked part ΓC

I0 and an uncracked one ΓU
I0, satisfying ΓU

I0∩ΓC
I0 = 0

and ΓU
I0∪ΓC

I0 = ΓI0. The volume Ω0 is now separated into two parts Ω+
0 and Ω−0 , as illustrated

on Fig. 6. The unit normal NI to ΓI0 is oriented towards Ω+
0 . The counterpart of NI in the

current configuration is nI. In 3D, two unit tangential vectors TI and SI form an orthonormal
basis with NI.

In the following equations, two operators are introduced at the interface to link variables
•+ and •− from both sides of the crack ΓI0:

the jump operator: J•K = [•+ − •−] , and

the mean operator: 〈•〉 =
1

2
[•+ + •−] .

(52)

The displacement field is not continuous across the cracked surfaces ΓC
I0 anymore: two

initially neighbouring points at the same location X on ΓI0 are now separated by Ju (X)K.
To satisfy internal equilibrium, the surface traction forces in the current configuration per
unit of surface in the reference configuration, tb0, have to be continuous across the surface:

Jtb0K = 0 on ΓC
I0, (53)

while this internal boundary surface is treated as a free boundary surface from a non-local
point of view (similarly to Eq. (6)):(

Cl ·∇0
˙̃Zi

)
·NI = 0 on ΓC

I0. (54)
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The evolution of the traction force tb0 is defined by the cohesive model. Pioneered by
Dugdale (1960) and Barenblatt (1962), this representation of the material response locally
dissipates energy by crack surface creation. As the crack gradually opens and the jump
JuK increases, the bounding traction forces tb0 between crack lips irreversibly decrease and
dissipate an amount of energy per unit of created surface in the reference configuration, Gc

(so-called, critical energy release rate)

Gc =

∫ ∞
0

tb0 (JuK) · d JuK . (55)

The cohesive law simply defines the relationship tb0(JuK) between the traction force and the
crack opening.

As already discussed by Leclerc et al. (2018) in the context of elastic damage, the original
cohesive zone approach is intrinsically surfacic. By contrast, the damage model presented
earlier is volumic and depends on the 3D stress state. Moreover, near failure, all the damage
growth tends to concentrate within a band around the future crack surface. This band,
where coalescence typically occurs, is very thin, about a few micro-voids thick (Pineau
et al., 2016), but still of finite thickness. These physical facts can be included by replacing
the classical CZM by the cohesive band model (Remmers et al., 2013; Huespe et al., 2012).
While respecting a traction-separation model formalism, this latter mimics the behaviour
of a uniform thin band around the crack surface. A stress tensor is computed by using the
underlying damage model with an enhanced strain tensor at the interface.

As the displacement field u(X) is discontinuous at the interface, the deformation gradient
cannot be directly defined at the discontinuous surface ΓC

I0. The field is thus divided into a
continuous component uc(X) and a discontinuous one Ju(X)K in the neighbourhood of ΓC

I0:

u (X) = uc (X) +HD (X) Ju (X)K , (56)

introducing HD, the Heavyside’s function related to the crack surface

HD (X) =

{
0 if X ∈ Ω−0 ;
1 if X ∈ Ω+

0 .
(57)

In the context of a finite thickness band, the discontinuous contribution is assumed to
be smeared and smoothed through the thickness hb of the cohesive band Ωb0 encompassing
ΓC

I0. If we assume ΓC
I0 to be locally planar3, the displacement field can be rewritten as

u (X) = uc (X) +HB (X) Ju (X)K , (58)

where the continuous function HB (X) has replaced the discontinuous one HD. It corre-
sponds to a piece-wise linear-step:

HB (X) =


0 if X ∈ Ω−0 r Ωb0;
(X −XI) ·NI

hb

+
1

2
if X ∈ Ωb0;

1 if X ∈ Ω+
0 r Ωb0,

(59)

3i.e. on a distance > hb
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where XI is a point on the mid plane of the band, on the crack surface. By considering this
smoothing of the jump along the fictitious thickness hb, a strain band deformation gradient
Fb is recovered by differentiation of Eq. (58):

Fb = I +
∂uc (X)

∂X
+

1

hb

Ju (X)K⊗NI +

(
(X −XI) ·NI

hb

+
1

2

)
∂ Ju (X)K

∂X
. (60)

The jump contribution of the deformation gradient is assumed to be uniform along the
band thickness hb, considered very small compared to its transverse dimensions. Therefore,
the continuous displacement part in Eq. (60) can be approximated on both sides X±I of
the crack surface, according with the chosen DG-discretisation (see Section 4). The same
approximation is done for the last term. The band deformation gradient is thus equal to

F±b = F± +
1

hb

JuK⊗NI +
1

2

∂ JuK
∂X

, (61)

with F± = F
(
XI
±) evaluated on both sides of the band. In this last equation, the displace-

ment discontinuity Ju (X)K is assumed constant across the thickness, i.e

∂ Ju (X)K
∂X

·NI = 0 . (62)

The stress tensor P±b on both sides of the interface is computed using the constitutive
bulk law in its local form

P±b (t) = P±b

(
F±b (t); Z̆±(t),Z±(t′), t′ ∈ [0, t]

)
, (63)

where Fb replaces the classical deformation gradient, and where the effective internal vari-

ables depend henceforth only on the local evolution after crack insertion, i.e.
˙̆
Z = Ż, see

Section 2.4.4. This relation guarantees a continuous traction force on the interface during
the transition. The cohesive traction forces are finally obtained by:

tb0 = Pb ·NI. (64)

Thereby, the cohesive forces are naturally defined in terms of the underlying material be-
haviour and the in-plane stretch components. Stress triaxiality effects are therefore included
inside the cohesive law within a formalism similar to a classical cohesive zone model. The
whole procedure is summarised in Fig. 7. In the context of a hybrid DG/CZM framework,
only a few changes are required to integrate this model, as the necessary Gauss points are
already present at the interface and as a stress tensor is already computed at the interface
before crack propagation, see Section 4.

3.2. Crack insertion criterion

A crack insertion criterion is now needed to decide how and when cracks should propagate
on the uncracked surface ΓU

I0. A suitable condition has (i) to ensure a softening behaviour
after insertion and an elastic unloading in the neighbouring elements, (ii) to predict the
propagation direction. In this framework, two possibilities are selected.
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Box 3: 
Damage to 

crack 
transition on 
Gauss points

Inputs: 

• 𝐅, Δ ሚ𝑓V on Ω0;
• 𝐅, Δ ሚ𝑓V, 𝒖 , 𝜵 𝒖 on ΓI0

Yes No
Is the Gauss point at the 

interface and has transition 
already occurred ?

Compute 𝐅b 𝐅, 𝒖 , 𝜵 𝒖
(Eq. 61)

Compute stress tensor

𝐏 𝐅, Δ ሚ𝑓V with Box 1
Compute the band stress 
tensor 𝐏b 𝐅b with Box 2

Figure 7: The non-local diffuse damage to crack transition algorithm, including the cohesive band model,
in the context of the porous-plastic model.

3.2.1. Loss of ellipticity for local models

In the context of a local model, a requirement to keep solution uniqueness is to introduce
the CBM at the loss of strong ellipticity as detected using the acoustic tensor. This criterion
will allow the comparison of the results with the simulation performed by Huespe et al. (2012)
in the context of local models. Following Huespe et al. (2012), the strong ellipticity is lost
at a given point once

det

[
N ·2 ∂P

∂F
·N
]
6 0 , (65)

for any direction vector N . The crack insertion is constrained along an interface perpendic-
ular to the interface normal NI, i.e.

det

[
NI ·2

∂P

∂F
·NI

]
6 0 , (66)

or, similarly

−min

(
eig

[
NI ·2

∂P

∂F
·NI

])
> ε > 0 , (67)

where the operator ”·2” stands for [A ·2 B]ijkl = AjmBimkl, the operator ”eig” computes
the eigenvalues of a tensor, and where a thresehold ε (equal to a fraction of the Young’s
modulus) has been introduced.

3.2.2. Onset of coalescence for non-local models

The second criterion is based on the onset of coalescence in order to adjust the physical
damage localisation with the numerical one. Thereby, the fast damage growth related to
the coalescence phase induces the localisation of damage process inside a band and initiates
the cracking process. The use of a non-local model allows the insertion of the cohesive
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band after the onset of softening has been detected, as an approximation, by substituting
the derivatives ∂P

∂F
in the criterion (67) by ∂P

∂F
+ ∂P

∂f̆V

∂fV
∂F

. The condition needs also to carry

a directional component. The coalescence condition (35) is thus rewritten in terms of the
interface orientation nI and the Kirchhoff stress tensor (since both are defined in the current
configuration, and since κ shares the same invariants as τ ) as

nI · κ · nI − Cφ
TτY > 0 . (68)

3.3. Effects of the cohesive band thickness

The band thickness directly impacts the energy dissipated during crack propagation.
Indeed, at this point, the damage accumulation concentrates inside the band while the
surrounding bulk material is elastically unloading. As the main contribution results from
the jump opening, the dissipated energy is proportional to hb.

The thickness hb can be calibrated by comparison of the dissipated energy or Gc with a
reference case (Leclerc et al., 2018). This reference could be the underlying non-local model,
based on another approach as a phase field model or experimental data. The band thickness
can also be linked to a microstructure characteristic length: the coalescence process leads
to the concentration of the damage process in a few voids thick layer. This effect will be
studied in Section 5.

4. Numerical implementation

The implementation of the damage to crack transition inside a discontinuous Galerkin
framework is explained in this section. The weak form and its discretised version are derived
from the differential partial equations and constitutive models defined in Sections 2 and 3.
The implementation and the time integration algorithm for the finite element discretisation
and the constitutive models are also described.

4.1. Discontinuous Galerkin framework

The discontinuous Galerkin method is similar to other continuous Galerkin finite ele-
ment methods. The main difference lies in the continuity between elements: the continuity
of the approximation is weakly ensured in the former instead of being strongly enforced
by the support of the nodal shape functions in the latter. The framework is obtained by
following classical derivations for non-linear elliptic equations. The material body is divided
into polynomial elements wherein the support of the nodal shape functions is limited to
the element they belong to. The interface elements are inserted between those bulk ele-
ments at the beginning. The continuity across them is enforced before failure by penalty,
symmetrisation and consistency terms. At the transition point, the cohesive term replaces
the DG interface terms. Cracks are therefore easily inserted by taking advantage of the
dormant discontinuities between elements and do not hurt the natural scalability of the DG
method. Furthermore, even though the cohesive band model can be included in any others
crack insertions framework, the present DG method already includes integration points at
the interface, avoiding any variables interpolation at the crack insertion.
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The formulations presented by Noels and Radovitzky (2006); Wu et al. (2014); Leclerc
et al. (2018) are taken as guidelines to develop the CDM/CBM framework to large displace-
ments and plasticity. The result obtained in the following lines is implemented in parallel
using the face-based ghost element implementation, following the work of Wu et al. (2013),
inside Gmsh (Geuzaine and Remacle, 2009).

4.1.1. Strong form of the equations

The time evolution of the material volume Ω corresponds to the knowledge of the field
variables (u(X, t), Z̃(X, t)). In particular, this includes the location of discontinuity surfaces
through time.

The exact solution of the problem (uexact, Z̃exact; Pexact, ∇0Z̃
exact) satisfies the system

of partial differential equations (2) and (5) and their boundary conditions (3) and (6) over
the body Ω0\ΓI0 described in Section 2. Besides, on the uncracked surfaces ΓU

I0, the solution
has to be continuous, i.e.

JuexactK = 0, JPexactK = 0,
r
Z̃exact

z
= 0,

r
Cl ·∇0

˙̃Zexact
z

= 0 on ΓU
I0. (69)

On the cracked surfaces ΓC
I0, the relationships (53)-(54) govern the field evolution across

the discontinuity. The traction forces are obtained via the cohesive band model described
in Section 3. The switch from uncracked to cracked interfaces occurs wherever either the
criterion (67) –in the context of a local model– or (68) –in the context of a non-local model–
is fulfilled.

4.1.2. Weak form of the equations

The initial body Ω0, presented in Sections 2 and 3, is now approximated by a collection
of finite volume elements Be with a boundary Se such as ∪eBe ' Ω0. In the discontinuous

Galerkin framework, the sought approximation for (u, ˙̃Z) is element-wise continuous and

discontinuous across them, i.e. (u, ˙̃Z) ∈ H1(Be) and (u, ˙̃Z) ∈ L2(Ω0). The test functions
(wu, wZ̃) share the same properties. The potential crack surface locations ΓI0 are therefore no
longer totally arbitrary but have to follow internal element boundaries, i.e. ΓI0 = ∪eSe\Γ0.
An interface element Ss is inserted on the common boundary surface Ss = Se+∩Se− between
each pair of elements (arbitrary called Be+ and Be−).

In order to determine the weak form, a similar procedure as in the continuous Galerkin
approach is applied. The differential system of the strong form is satisfied in a weighted-
average sense by multiplying it with the test functions and integrating by parts. However,
the integration is operated not on the whole domain, but, due to the discontinuities, element
by element. One thus has

∑
e

∫
Be
ρ0wu · ü dV0 +

∑
e

∫
Be

P : ∇0wu dV0 +
∑
s

∫
Ss⊂ΓC

I0

JwuK · 〈Pb〉 ·N−I dS0

+
∑
s

∫
Ss⊂ΓU

I0

JwuK · 〈P〉 ·N−I dS0 =
∑
e

∫
Be
ρ0wu · b0 dV0 +

∑
s

∫
Ss⊂ΓN0

t̄0 ·wu dS0 ;

(70)
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∑
e

∫
Be

˙̃ZwZ̃ dV0 +
∑
e

∫
Be

∇0wZ̃ ·Cl ·∇0
˙̃Z dV0

+
∑
s

∫
Ss⊂ΓU

I0

JwZ̃K
〈
Cl ·∇0

˙̃Z
〉
·N−I dS0 =

∑
e

∫
Be
ŻwZ̃ dV0 .

(71)

This element-wise integration introduces a supplementary flux term on the uncracked inter-
faces, so-called consistency term as it is necessary to obtain a consistent method. As neither
the continuity between uncracked elements nor the method stability is enforced, compati-

bility equations u+ − u− = 0 and ˙̃Z+ − ˙̃Z− = 0 are weakly added through a penalty term,
following the interior penalty method. Furthermore, a symmetrisation term is inserted in
the weak form at the uncracked interface to ensure an optimal convergence rate in respect

to the mesh size 4. The weak formulation is finally summarised as finding a solution (u, ˙̃Z)
such that

∫
Ω0

ρ0wu · üdV0 +

∫
Ω0

P : ∇0wudV0 +

∫
ΓC
I0

JwuK · 〈Pb〉 ·N−I dS0

+

∫
ΓU
I0

JwuK · 〈P〉 ·N−I dS0 +

∫
ΓU
I0

JwuK⊗N−I :

〈
βs
hs

Ce

〉
: JuK⊗N−I dS0

+

∫
ΓU
I0

JuK · 〈Ce : ∇0wu〉 ·N−I dS0 =

∫
Ω0

ρ0wu · b0dV0 +

∫
ΓN0

t̄0 ·wudS0 ;

(72)

∫
Ω0

(
˙̃ZwZ̃ + ∇0wZ̃ ·Cl ·∇0

˙̃Z
)
dV0 +

∫
ΓU
I0

JwZ̃K
〈
Cl ·∇0

˙̃Z
〉
·N−I dS0

+

∫
ΓU
I0

JwZ̃KN−I ·
〈
βs
hs

Cl

〉
·N−I

r
˙̃Z
z
dS0 +

∫
ΓU
I0

r
˙̃Z
z
〈Cl ·∇0wZ̃〉 ·N

−
I dS0

=

∫
Ω0

ŻwZ̃ dV0 ,

(73)

for ∀(wu, wZ̃) kinematically admissible. It introduces Ce = ∂P
∂F

∣∣
F=I

the constant elastic
operator of the virgin material, βs > 1, a sufficiently high penalty parameter for solution
stabilisation, and hs, a characteristic mesh size parameter dependent on the element size
and the involved polynomial approximation.

4.1.3. Finite element discretisation

The weak form (72)-(73) developed in the previous section is the starting point of the
finite element discretisation. Inside each element, a nodal interpolation approximates the

fields (u, ˙̃Z) and their respective test functions (wu, wZ̃). At each node a is associated one
polynomial shape function Na (X), identical for each field and test function. The fields (and

4Optimal convergence rate can only be demonstrated in the linear range for history-dependent materials.
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the test functions) are therefore estimated inside an element following:

u (X) =
Nn∑
a=1

Na (X)ua, ∆Z̃ (X) =
Nn∑
a=1

Na (X) ∆Z̃a, and

wu (X) =
Nn∑
a=1

Na (X) δua, wZ̃ (X) =
Nn∑
a=1

Na (X) δZ̃a,

(74)

from the Nn nodal values (ua, Z̃a) (and (δua, δZ̃a)) associated with each of the Nn nodes
of the element. The degrees of freedom (DoF) are brought together in a nodal unknowns
vector qa = [(ua) T ∆Z̃a]T for a node a and in a global vector q = [uT ∆Z̃T]T gathering all
the DoF of the mesh. Applying to the weak form (72)-(73) the discrete approximation (74)
of the different fields, the following set of differential equations is obtained by taking into
account the inter-element discontinuities{

Mü+ fu int (q) + fu I (q) = fu ext

fZ̃ int (q)− fZ int (q) + fZ̃ I (q) = 0
∀t > 0 , (75)

see Appendix D for details and expressions. In the force equilibrium equations (75), fu int,
fu I and fu ext respectively stand for the internal, interface and external force vectors related
to the displacement field while M is the mass matrix. fZ̃ int, fZ int and fZ̃ I are respectively
the non-local internal, local internal and interface non-local force vectors.

4.2. Numerical time integration

The set of equations (75) is integrated through time using the α-generalised method
developed by Chung and Hulbert (1993), see the Figure 8. Despite the fact that the problem
is highly non-linear, an implicit monolithic scheme has been chosen at the level of the global
fields in combination to the implicit integration scheme at the level of the constitutive
material law, presented in Section 2.4. This combination has been chosen to keep the
residues, or the error, under control. Moreover, the scheme is unconditionally stable, allowing
large time steps and mitigating the large CPU cost of the material law integration. Besides,
the scheme has a supra-linear convergence (almost two near the solution) as the material
tensor operators and stiffness matrices are evaluated analytically. However, soon after crack
insertion, the convergence rate tends to decrease. This effect is mitigated by using a dynamic
implicit scheme instead of a more simple quasi-static scheme since the dynamic effects have
a stabilising effect on the solution: they ease, for instance, to overcome local snap backs.

Practically, the unknowns at time tn+1 and their time derivatives are approximated
following

q (tn+1) = q (tn) + ∆tq̇ (tn) +
[

1
2
− β

]
∆t2q̈ (tn) + β∆tq̈ (tn+1) ,

q̇ (tn+1) = q̇ (tn) + [1− γ] ∆tq̈ (tn) + γ∆tq̈ (tn+1) ,
(76)

introducing β and γ as Newmark integration parameters and ∆t = tn+1 − tn as the time
step. From the force balance system of Eq. (75) weighted at time tn and tn+1, a residual
form r

(
q(k)(tn+1)

)
is obtained as
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𝑎 (𝑘)
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time derivatives

Compute stress quantites
(𝐏, Δ𝑓V) or 𝐏b with Box 3

Compute kinematics quantities: 

• 𝐅 and Δ ሚ𝑓V on Ω0;
• 𝐅, Δ ሚ𝑓V, 𝒖 , 𝜵 𝒖 on ΓI0

Compute force terms (App. D),
stiffness terms (App. E)

and the residual form (Eq. 77)

Check for convergence
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Figure 8: The implicit monolithic scheme structure using the α-generalised method.

r
(
q(k)(tn+1), tn+1

)
= [1− αM]

[
M 0
0 0

]
q̈(k) (tn+1) + αM

[
M 0
0 0

]
q̈ (tn)

+ [1− αF]fq
(
q(k) (tn+1)

)
+ αFfq (q (tn))

, (77)

where q(k)(tn) is the nodal values vector of the field at iteration k and at time step tn. The
parameter αM weights the inertia forces expressed at time tn+1 and tn while αF scales the
sum of the internal, external and interface force terms gathered in

fq (q(t)) =

[
fu int (q(t)) + fu I (q(t))− fu ext(t)
fZ̃ int (q(t))− fZ int (q(t)) + fZ̃ I (q(t))

]
. (78)

The correction is computed by solving the system

S
(
q(k)(tn+1), tn+1

)
∆q(k+1)

(
tn+1

)
= −r

(
q(k)(tn+1), tn+1

)
, (79)

until convergence is reached. In Eq. (79), the tangent matrix S reads

S =
∂r

∂q
= [1− αM]

1

β∆t2

[
M 0
0 0

]
+ [1− αF] K , (80)

where the stiffness matrix K is detailed in Appendix E. The values of the four integration
parameters are determined in terms of the (infinite) spectral radius ρ∞ in the work of Chung
and Hulbert (1993).
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4.3. Specific details of the algorithm

This section gathers some practical details of the numerical algorithm, contributing to
the framework robustness.

• A crack surface is introduced at a whole interface element when the criterion is detected
at least at one of its Gauss points. Void evolution is also blocked on the neighbouring
volume elements (but not the plastic flow), in order to favor elastic unloading instead
of further volume softening.

• In order to avoid inter-element penetration during crack opening, a (linear) penalty
force is added. However, no friction relation is taken into account. Furthermore, the
normal part contribution of the jump to Fb in Eq. (61) is limited in the case of negative
values to avoid negative Jacobian value.

• At a crack insertion using the coupled model presented in Section 2.3.5, a small shift
exits between the criterion (68) and the yield surface (38). To avoid stress discontinuity,
an offset is therefore introduced in Eq. (38).

• The number of simultaneous crack insertions is limited at each sub-step, without in-
hibiting crack branching.)

5. Numerical applications

The constitutive description of the ductile failure process and its numerical implementa-
tion is applied in this section to some numerical examples. In order to verify the formulation,
the problem analysed by Huespe et al. (2012), in which a crack is inserted at loss of ellipticity
of a local model and in which the crack opening is governed by an adequate calibration of
the Gurson model parameters, is first reproduced. The effects of the band thickness and the
non-dependence to the mesh size are analysed. Then, the more physical Thomason coales-
cence criterion is used as crack initiation criterion and the crack opening is governed by the
Thomason coalescence model. It is shown that, in this case, although cracks are inserted
during the strain softening stage of the process, because of the non-local formulation of the
damage model, the solution is not mesh dependent. Furthermore, the model is able to repro-
duce the slant and cup-cone failure modes in plane-strain specimens and axisymmetric bars,
either smooth or notched, respectively. Finally, the effect of the non-local characteristic
length on the resulting material ductility is studied.

5.1. Framework verification with a local Gurson model applied on a plane strain specimen

The current framework is first degenerated into a local Gurson model5 to allow a com-
parison with the results discussed by Huespe et al. (2012). With the local version of the

5To recover a local model, the non-local framework is used with a small non-local length compared to
the mesh size, here equal to 5 [µm], i.e. one 15th of the finest element size. Moreover, the derivatives ∂P

∂F in

the criterion (67) is substituted by ∂P
∂F + ∂P

∂f̆V

∂fV
∂F , since f̆V ' fV in this case.
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Figure 9: Geometry of the plane strain specimen.

Gurson model, a crack is inserted when the loss of ellipticity is detected by the criterion
(67) in order to preserve solution uniqueness. The failure process is governed by the same
Gurson model in which coalescence is modelled by adequate parameters. The plane strain
specimen consists in a rectangular bar of thickness 2em = 5 [mm] and length L = 3.5em as
drawn on Fig 9. Practically, the problem symmetry is exploited to model only one half of the
specimen. To ensure localisation at the centre of the bar, a geometrical defect is introduced.
For this purpose, the thickness linearly decreases with a minimum thickness e0 = 0.98em in
the middle of the bar. This smallest cross section is chosen as the reference surface area. The
specimen is meshed using 6-node quadratic triangular elements with an aspect ratio between
4 and 5 in the necking zone to ensure a square mesh near failure. Three mesh sizes scaled
by a refining factor of 1.5 are used: lmesh = 75 [µm] for the finest mesh, lmesh = 110 [µm]
and lmesh = 170 [µm] for the coarsest (and an aspect ratio of 4) corresponding respectively
to 65, 45 and 30 elements through the thickness, and including respectively 7180, 4224 and
2544 triangles in total. The stability parameter βs is fixed to 50, a sufficiently high value to
provide results independent of βs. As dynamic effects are out of the scope of this work, the
spectral radius ρ∞ is set to 0 and the loading time is long enough for the results to become
insensitive to them.

The material properties, gathered in Table 1, are similar to the one used by Huespe et al.
(2012) and by Besson et al. (2003)6. The hardening law consists in a Swift law in terms of
the matrix plastic strain

τY (p̂) = τY0 (1 + hyp̂)
hexp . (81)

The strain-controlled nucleation term is a Gaussian function (Chu and Needleman, 1980)

Anucl =
fn

sn

√
2π

exp

[
−1

2

(
p̂− pn

sn

)2
]
, (82)

where fn, pn and sn are distribution parameters for the nucleated void part identically to
Huespe et al. (2012). The shear contribution from kω is also ignored. A scatter of 1% is
added to the initial porosity fV0 = 1.5×10−4 in order to break the symmetry in the problem.
The local Gurson model parameters are q1 = q3 = 1.5; q2 is equal to 1.15 to simulate the
coalescence similarly to Besson et al. (2003). The crack is introduced when the criterion
(67), based on the loss of ellipticity, is satisfied. The band thickness is at first fixed to

6We refer to so-called ”G-model” considered in this last reference
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Table 1: Material properties for the local Gurson model, adapted from Huespe et al. (2012).

Elasto-plastic properties, Eqs. (21), (81):
Density ρ0 7600 [kg/m3]
Young’s Modulus E 210 [GPa]
Poisson ratio ν 0.3
Initial yield stress τY0 377 [MPa]
Strain-hardening modulus hy 555
Strain-hardening exponent hexp 0.12

Porosity parameters, Eqs.(26), (82):
Initial porosity fV0 1.5× 10−4

Nucleation parameters fn 4.0× 10−6

pn 0.3
sn 0.1

Shear-induced parameter kω 0
Gurson model parameters, Eq.(32):

Gurson yield parameters q1, q3 1.5
q2 1.15

Cohesive band model:
Cohesive band thickness hb 12 [µm]

12 [µm], slightly higher than Huespe et al. (2012) since these authors have considered an
exponential smoothing of the porosity evolution contrarily to the present analysis.

The force evolution is represented in Fig. 10 as a function of the thickness reduction
∆e/e0 for the three mesh sizes. At first, on Fig. 10(a), the results are shown for the local
model without crack insertion. In this case, the results are mesh-dependent as expected.
However, on Fig. 10(b), solutions involving the insertion of the cohesive band model (contin-
uous lines) at loss of ellipticity are mesh independent during the entire deformation process.
Except for the coarsest mesh, characterised by too large elements to correctly model the
problem, only small disparities are observed during crack propagation, essentially due to
different crack paths that are constrained along the interface elements. Moreover, the re-
sults are globally in agreement with the ones obtained by Huespe et al. (2012).

The corresponding plastic strain and the porosity distributions (on a logarithmic scale)
of the local Gurson model coupled with the CBM are presented in Figs. 11 and 12 after the
first crack insertion, during crack propagation, and at complete failure for the finest mesh.
Two shear bands oriented at around 45◦, noticeable by a higher plastic strain or a higher
porosity value, intersect at the centre of the specimen. The crack initiates at the centre and
spreads toward the surface, following one of those shear bands. While the coarsest mesh is
again not refined enough to correctly model the problem, resulting in a crack orientation
more vertical than expected, the crack orientation is around 45◦ for the other two meshes.
We however note that the crack eventually bifurcates towards the secondary shear band
direction as both localisation directions are possible. This behaviour was prevented in the
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Figure 10: Variation of the applied load as a function of minimum cross-section thickness reduction of the
plane strain specimen (a) for the local Gurson model without crack insertion, and (b) for the local Gurson
model coupled with the CBM (continuous lines) for the three mesh sizes, and comparison with the results
of Besson et al. (2003) and Huespe et al. (2012) (square and triangle makers).

work of Huespe et al. (2012) by systematically favouring one direction. We will further show
that when considering a non-local model coupled with the Thomason coalescence criterion
this is naturally avoided.

(a) (b)

45°

(c)

 𝑝 > 1.50.750

Figure 11: Matrix plastic strain distribution of the plane strain specimen model by introducing a crack at
the loss of ellipticity of the local model: (a) at failure initiation, (b) during crack propagation and (c) at
total failure for the fine mesh.

The response in terms of the band thickness is now examined in Fig. 13 using the medium
mesh (110 [µm]). If no clear trend is observed on the whole curve, the band thickness clearly
influences the response right after the onset of cracking as seen in the zoom: the behaviour is
more ductile with a thicker band. However, quickly after the onset of cracking, crack paths
slightly differ from one another, resulting in no comparable curves. A proper comparison
could be performed by enforcing a pre-defined path. It is worth mentioning that a vanishing
value of hb, closer to the expected brittle fracture behaviour, results in a straight crack
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𝑓𝑉
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Figure 12: Porosity distribution inside the plane strain specimen model by introducing a crack at the loss of
ellipticity of the local model: (a) at failure initiation, (b) during crack propagation and (c) at total failure
for the fine mesh.

path. Indeed, the plastic strain distribution is compared on Fig. 14 for two other values
of hb. In this case, increasing hb does not change the crack orientation while decreasing
it results in a straight crack. Surface energy dissipation, although small compared to the
diffuse plastic dissipation, is therefore required to avoid this inconsistency with respect to
physical evidences.
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Figure 13: Variation of the applied force as a function of the minimum cross-section thickness reduction of
the plane strain specimen for the local Gurson model coupled with the CBM and for different values of the
band thickness. A zoom is provided for the response just at and after cracking initiation.

5.2. Non-local model and crack insertion based on Thomason coalescence model

The insertion criterion (67) is now replaced by the coalescence criterion (68) inspired
from the Thomason coalescence model. This last one has the advantage to rely more on
the void geometry evolution. As we will illustrate later, this condition is generally fulfilled
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Figure 14: Matrix plastic strain distribution within the plane strain specimen model by introducing a crack
at loss of ellipticity of the local model for two values of hb: (left) at failure initiation, (center) during crack
propagation and (right) at total failure for the medium refined mesh.

beyond the softening point, hence the necessity of using the non-local model. After crack
insertion, another coalescence model is used to govern the failure process: the coupled
Gurson-Thomason model presented in Section 2.3.4. Since the model is different, in this
section, the material properties of the Gurson-Thomason combined model are first identified
in order to recover the results reported by Besson et al. (2003).

5.2.1. Parameters calibration

The elasto-plastic material parameters of Section 5.1 are used again, see Table 1. The
other materials parameters are gathered in Table 2. The Gurson parameters are now q1 =
q3 = 1.5 and q2 = 1, which are more micromechanically sound (see Faleskog et al. (1998))
than the values used in Section 5.1. Two non-local lengths are investigated: 50 and 75 [µm],
which are reasonable values with respect to literature but which are of course microstructure
dependent, and will vary from one material to another (e.g. Zhang et al. (2018)). The band
thickness is still equal to hb = 12 [µm]. The ligament ratio χ is computed using λ0 = 0.5
and κ = 0.4, see Eq. (31). In addition, the interpolation exponent n of the yield surface φT

is equal to 10.
The nucleation term An and the shear contribution kω are then calibrated in terms of

the non-local length lc = 50 [µm] (resp. lc = 75 [µm]) to predict the fracture strain value
of the smooth round bar and of the plane strain specimen reported by Besson et al. (2003).
As kω has no effect on failure initiation on the axisymmetric tests, as it will be shown, a
significant nucleation term with fn = 2.0 × 10−3 (resp. 3.5 × 10−3), pn = 0.1 and sn = 0.3
is added to capture the correct initiation point of this test. Then, an approximate shear
contribution, kω = 1 (resp. kω = 0.5) in agreement with literature (Xue et al., 2010, e.g.),

33



Table 2: Material properties for the non-local Gurson-Thomason model.

lc = 50 [µm] lc = 75 [µm]
Porosity parameters, Eqs.(26), (82):

Initial porosity fV0 1.5× 10−4

Nucleation parameters fn 2.0× 10−3 3.5× 10−3

pn 0.3
sn 0.1

Shear-induced parameter kω 1.0 0.5
Gurson model parameters, Eq.(32):

Gurson yield parameters q1, q3 1.5
q2 1

Thomason model parameters, Eqs. (38), (31), (39):
Cell parameters λ0 0.5

κ 0.4
Thomason yield surface parameters α 0.196

β 1.24
Cohesive band model:

Cohesive band thickness hb 12 [µm]

is chosen to fit the fracture initiation of the plane strain specimen.
Unless otherwise stated, the simulations are performed with lc = 50 [µm].

5.2.2. Slant fracture in a plane strain specimens

The framework is first applied to the plane strain specimen, previously presented in
Section 5.1 with lc = 50 [µm]. Figure 15(a) shows the force evolution predicted with the
three meshes used earlier. Since the elements are quadratic, the distance lc = 50 [µm]
actually covers several integration points for the finest meshes. As observed previously, the
simulations with the coarsest mesh do not represent correctly the failure process. Regarding
other meshes, the expected necking process is recovered. Moreover, no mesh-dependency is
observed in the force-thickness reduction curves.

The plastic strain distribution is represented in Fig. 16 for the medium refined mesh.
Before crack insertion, two shear bands are developing at around 45◦ with respect to the
loading direction at future crack propagation sites. Cracks are then introduced by following
one of these localisation bands until total failure. We note that we do not have introduced a
direction criterion to select the band direction. This insertion occurs in this case beyond the
onset of softening shown by the coloured elements on Fig. 17. The process zone spreads over
several elements and precedes the crack tip. While the process zone is almost symmetric at
failure initiation, it is afterwards inclined at 45◦.
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Figure 15: Variation of the applied force as a function of the minimum cross-section thickness reduction of
the plane strain specimen for the non-local Gurson-Thomason model coupled with the CBM (continuous
lines) for two values of lc, and comparison with the results of Besson et al. (2003) and Huespe et al. (2012)
(respectively square and triangle markers).

(a) (b)

45°

(c)

 𝑝 > 1.50.750

Figure 16: Matrix plastic strain distribution of the plane strain specimen using the non-local model with
lc = 50 [µm] and introducing a crack following Thomason coalescence criterion and for the medium refined
mesh: (a) at failure initiation, (b) during crack propagation and (c) at total failure.

5.2.3. Cup-cone fracture in round bar specimens

The framework is now applied to a different stress state by considering axisymmetric
smooth and notched round bars, represented respectively in Figs. 18(a) and 18(b). The
round specimens have a radius re = 5 [mm] and a length L = 3.5re. The considered notch
radius of the notched bars is equal to rn = 4 [mm] with an external radius re = 9 [mm]. For
the smooth round bar (i.e. rn = ∞), a geometrical imperfection is introduced. It consists
in a diameter reduction around the central section as applied by Huespe et al. (2012). The
reduction follows a circular profile, extending on one seventh of the bar length from both
sides of the maximum reduction r0 = 0.98re section. The minimum cross-section is used as
reference surface S0. The meshes for the different notch radii rn = ∞ and 4 [mm] consist
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(a) (b) (c)

Figure 17: Mapping of the elements which entered strain softening stage in the plane strain specimen using
the non-local model with lc = 50 [µm] and the introduction of a crack following Thomason coalescence
criterion (medium refined mesh) (a) at the failure initiation, (b) at a point during the failure process and
(c) near the total failure.

respectively in 16598 and 16116 6-node triangular elements of 75 [µm] size with an aspect
ratio around to 7 and 5. Moreover, the DG-stability parameter is increased (here the value
βs = 175 is considered) because of the use of different elements (axisymmetric and not 2D

ones). Besides, the term 1
2
∂JuK
∂X

in Eq. (61) has been neglected. The material model and
parameters are identical, as defined in the Section 5.2.1 and lc = 50 [µm] is considered.

𝑟e𝑟0

𝐿

(a)

𝑟e

𝑟0

𝐿

𝑟n

(b)

Figure 18: Geometries (a) of the round bar and (b) of the notched bar.

The variation of the tensile force applied on the smooth round bar is represented in Fig.
19 in terms of the radius reduction for lc = 50 [µm]. A good correlation is obtained with both
results presented by both Besson et al. (2001) and Huespe et al. (2012). Besides, the force
evolution is also shown in Fig. 19 for different values of kω. As announced in Section 5.2.1,
one can notice that kω has no influence on the crack initiation as the Lode term is vanishing
near the bar center. However, once the crack is propagating, the stress state changes and
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Figure 19: Variation of the applied force as a function of the central radius reduction of the smooth round
bar for the non-local Gurson-Thomason model with lc = 50 [µm] and the CBM, and comparison with the
results of Besson et al. (2001) and Huespe et al. (2012) (respectively square and triangle markers).
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(b) lc = 75 [µm]

Figure 20: Variation of the applied force as a function of the minimum cross-section radius reduction of the
smooth and notched round bars for the non-local Gurson-Thomason model with the CBM for two values of
lc, and comparison with the experimental failure strain given by Besson et al. (2001) (star markers).

the kω effect becomes noticeable. The force evolutions for the two notch radii are compared
in Fig. 20(a). A good correlation is obtained between the failure strain measured by Besson
et al. (2001) despite the fact that the numerical results slightly overestimate the real failure
strain.

Figs. 21(a) to 21(c) represent the deformed state of the smooth round bar at different
points of the process as the plastic strain distribution for kω = 1. At a necking factor of 0.5,
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a tensile crack initiates at the center. It radially propagates while shear bands are starting
to develop aside of the crack (see Fig. 21(b)). At some point, the crack changes its direction,
following those shear bands until it reaches the surface. A cup-cone failure is thus obtained
as experimentally observed by Besson et al. (2001).

The plastic strain distributions in the deformed state of the notched bar are presented in
Figs. 21(d) to 21(f). The crack also starts from the center of the specimen but at a different
plastic strain value. Indeed, the increase of the stress triaxiality, caused by a smaller notch
radius, leads to an earlier failure initiation. At some point, the crack also bifurcates by
following a shear band, resulting in a cup-cone failure mode as observed experimentally by
Besson et al. (2001).

r n
=
∞

(a) (b) (c)

r n
=

4
[m

m
]

(d) (e) (f)

 𝑝 > 1.50.750

Figure 21: Matrix plastic strain distribution of the smooth (rn =∞) and the notched (rn = 4 [mm]) round
bar specimen using the non-local model with lc = 50 [µm] and introducing a crack following Thomason
coalescence criterion: (a) at failure initiation, (b) before crack tilting, and (c) at total failure.

5.2.4. Influence of the non-local length

Results presented in Sections 5.2.2 and 5.2.3 are now compared with the results obtained
with the second set of material parameters calibrated in Section 5.2.1 for lc = 75 [µm].
Similar results are obtained, either in terms of force evolution or fracture surface. As an
illustration, the force evolution in terms of, respectively, the thickness and the diameter
reductions are compared in Figs. 15(b) and 20(b), showing that the model can still predict
the correct trends and similar conclusions can be drawn about the results. The model is
effectively rich enough to represent the slant and cup-cone fracture, characteristic of the
ductile failure process. However, the simple procedure based on the information available to
calibrate the model is unable to determine a unique set of material parameters. As several
parameters combinations can reproduce the expected behaviour, a more complete strategy
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needs to be adopted, based on physical arguments involving for instance the determination
of the tearing resistance and fracture energy in problems with stable crack propagation.

6. Conclusions

We have developed a damage to crack transition numerical framework in order to predict
the failure of porous ductile materials. This framework couples an implicit non-local damage
model, which captures the initial diffuse damage stage, with a cohesive band model, which
captures the void coalescence and crack extension opening stage. The cohesive band model
allows considering complex 3D stress state effects during the final failure process. The
transition has been numerically implemented within a discontinuous Galerkin formulation.

The Gurson-Tvergaard-Needleman (GTN) model was selected to simulate the void growth
before the coalescence phase. First, in order to compare our results with the literature, a
local model was considered and the cracks were inserted in a local model at the loss of
ellipticity. Then, in order to illustrate the versatility of the non-local framework, we have
considered the Thomason coalescence criterion as crack initiation indicator, and the Thoma-
son coalescence model as crack opening governing law. In particular, it was shown that the
Thomason coalescence criterion can be met during the strain softening stage, motivating
the use of a non-local damage formulation.

The framework was then applied to reproduce the slant and cup-cone failure modes of
plane-strain and axisymmetric specimens, respectively. In particular, it was shown that
the numerical predictions converge with the mesh refinement, and that the cohesive band
thickness governs the fracture energy released during the coalescence stage, and possibly the
failure mode when vanishing values are considered.

The material model could be enhanced with more complex coalescence models: in this
paper, slant and cup-cone failures are captured because of the creation of the free surface.
Nguyen et al. (Submitted) have recently introduced a non-local multi-surface approach ac-
counting for void growth, internal necking and shearing mechanisms capturing these patterns
without introducing a discontinuity. This non-local porous plasticity model will improve the
quality of the predictions at low stress triaxiality.

Another step should be focus on the material parameters calibration. A proper procedure
should be developed, followed by a suitable experimental campaign. In particular, crack
propagation tests (for instance, compact tension specimen) could help to determine the
values of the characteristic lengths involved in this model.
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Appendix A. Formulation of the plastic corrector

The details on the determination of the plastic corrector omitted in Section 2.4 are
presented here.
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Appendix A.1. Plastic flow and corrector stress

In case of plastic flow, the first step is to re-expressed the plastic correction ∆γNp and the
stress τ in terms of the predictor state and of the unknown plastic increments. If plastic flow
occurs, the plastic deformation gradient is updated following Eq. (44). The corresponding
corrected elastic strain tensors are

Fe = F · Fp
pr
−1 · [exp (∆γNp)] −1 , and

Ee = Ee
pr −∆γNp .

(A.1)

From these relations, the corotational Kirchhoff stress components are computed thanks to
Eqs. (21) and (43), using the flow decomposition (45), τ dev = (τpr)

dev − 3G∆d̂
τ dev

τ eq
,

p′ = p′pr −K∆q̂ .
(A.2)

This relation directly gives the relationship between the corrected pressure p′ in terms of
the predictor stress and the volumetric plastic increment ∆q̂. The deviatoric counterpart
is obtained by exploiting the chosen form of the decomposition (45). Indeed, the predictor
and corrected deviatoric stresses are coaxial as shown by rewriting Eq. (A.2) as[

τ eq + 3G∆d̂

τ eq

]
τ dev = (τpr)

dev . (A.3)

One has also, from the definition of the equivalent stress for both tensors,

(τ eq)2 =
3

2
(τ )dev : (τ )dev =

3

2

[
τ eq

τ eq + 3G∆d̂

]2

(τpr)
dev : (τpr)

dev =

[
τ eq

τ eq + 3G∆d̂

]2 (
τ eq

pr

)2
,

(A.4)
which finally gives, after some manipulations, the sought relation

τ eq = τ eq
pr − 3G∆d̂ and τ dev =

τ eq
pr − 3G∆d̂

τ eq
pr

(τpr)
dev . (A.5)

Furthermore, the deviatoric plastic correction can be simplified by this last equation:

∆γNpdev = ∆d̂
3τ dev

2τ eq
= ∆d̂

3 (τpr)
dev

2τ eq
pr

, (A.6)

which shows the advantage of this formulation in which the deviatoric part of the normal is
constant during the plastic correction.
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Appendix A.2. Residual form

Now, based on previous results, the residual form rp(v) from Eq. (47) is developed. The
first equation rp1 corresponds to the consistency condition associated with the yield surface
after plastic correction:

rp1 = φ
(
τ eq, p′, τY, Z̆

)
, (A.7)

involving τ eq = τ eq
pr − 3G∆d̂ and p′ = p′pr −K∆q̂. The second equation links the volumetric

and the deviatoric plastic increments through the normality rule. From Eqs. (24) and (45),
one has

∆γ =
∆d̂

Nd
=

∆q̂

Nq
, (A.8)

or again,
rp2 = ∆d̂Nq −∆q̂Nd . (A.9)

The third equation results from the integration of Eq. (29),

(1− fV0)τY∆p̂ = τ : ∆γNp . (A.10)

Using again Eq. (45), one has

rp3 = (1− fV0)τY∆p̂− τ eq∆d̂− p′∆q̂ . (A.11)

To this set of equations is added the internal variables evolution laws as constraints. For
given values of the set v, the hardening law τY = τY (p̂n + ∆p̂) gives the expression of the
yield stress in terms of the matrix plastic increment. The porosity growth equation (26) is
rewritten by including the different growth term expressions and the flow description (24)
as

ḟV = An (p̂) ˙̂p+ (1− fV) ˙̂q +BnfV
˙̂
d . (A.12)

After using backward Euler integration, the porosity increment is obtained by

∆fV =
(1− fnV) ∆q̂ + An (p̂) ∆p̂+Bn(ζpr)f

n
V∆d̂

1 + ∆q̂ −Bn(ζpr)∆d̂
. (A.13)

In Eq. (A.13), the Lode variable at the predictor ζpr is used as the plastic flow leaves it
unchanged. Then, the current ligament ratio (31) is computed using

χ = χn

(
f̆V

f̆nV

) 1
3

exp

(
1

3
κ∆p̂

)
, (A.14)

and the current cell aspect ratio given by

λ = λn exp (κ∆p̂) . (A.15)
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Exponential regulation is applied to smoothly avoid out-of range values on the porosity and
the ligament ratio. Equations are also all dimensionless.

The problem is solved using a Newton-Raphson scheme from an initial guess v(0) and
the subsequent solutions v(i+1) = v(i) + ∆v obtained with

Jv
(
v(i)
)

∆v = −rp

(
v(i)
)
, (A.16)

introducing Jv = ∂rp
∂v

, the Jacobian matrix. Its components are

Jv1,∆d̂ = −3GNd ,

Jv1,∆q̂ = −KNq ,

Jv1,∆p̂ = ∂φ
∂τY

h+ ∂φ
∂χ

∂χ
∂∆p̂

,
(A.17)

Jv2,∆d̂ = Nq − 3∆d̂ ∂N
q

∂τeq
G+ 3∆q̂ ∂N

d

∂τeq
G ,

Jv2,∆q̂ = −∆d̂∂N
q

∂p′
K −Nd + ∆q̂ ∂N

d

∂p′
K ,

Jv2,∆p̂ = ∆d̂∂N
q

∂τY
h−∆q̂ ∂N

d

∂τY
h ,

(A.18)

Jv3,∆d̂ = −τ eq + 3G∆d̂ ,

Jv3,∆q̂ = −p′ +K∆q̂ ,
Jv3,∆p̂ = (1− fV0) (τY + h∆p̂) ,

(A.19)

where h corresponds to ∂τY
∂p̂

. One has to specify φ, Nd, Nq, and their derivatives with
respect to τ eq, p′, τY and other internal variables for the involved strain mechanisms in
order to complete the procedure.

Appendix A.2.1. Gurson residual form

When the Gurson model is used, the residues involve the yield surface (32) and its
derivatives. The derivatives of φG are given by

Nd
G = 2

τ eq

τ 2
Y

and Nq
G =

3q1q2f̆V

τY

sinh

(
3q2p

′

2τY

)
, (A.20)

and
∂φG

∂τY

= −2
τ eq2

τ 3
Y

− 3q1q2p
′f̆V

τ 2
Y

sinh

(
3q2p

′

2τY

)
and

∂φG

∂χ
= 0 , (A.21)

while the derivatives of the normal are

∂Nd
G

∂τ eq
=

2

τ 2
Y

and
∂Nq

G

∂τ eq
= 0 , (A.22)

∂Nd
G

∂p′
= 0 and

∂Nq
G

∂p′
=

9q1q
2
2 f̆V

2τ 2
Y

cosh

(
3q2p

′

2τY

)
, (A.23)

and

∂Nd
G

∂τY

= −4
τ eq

τ 3
Y

and
∂Nq

G

∂τY

= −9q1q
2
2 f̆Vp

′

2τ 3
Y

cosh

(
3q2p

′

2τY

)
− 3q1q2f̆V

τ 2
Y

sinh

(
3q2p

′

2τY

)
. (A.24)
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Appendix A.2.2. Thomason residual form

When Thomason model is used, the yield surface (38) steps in the residues rp(v). The
derivatives of φT are

∂φT

∂τY

= −Cφ
T and

∂φT

∂χ
= −τY

∂Cφ
T

∂χ
, (A.25)

with
∂CφT
∂χ

= − (2χ)
[
α(1/χ− 1)2 + β

√
1/χ

]
− (1− χ2)

[
2α(1/χ− 1)(1/χ2) + 1

2
βχ−3/2

]
.

(A.26)

The normal components are

Nd
T =

2

3
(τ+

n + τ−
n)

1−n
n
(
τ+

n−1 + τ−
n−1
)
, (A.27)

and
Nq

T = (τ+
n + τ−

n)
1−n
n
(
τ+

n−1 − τ−n−1
)
. (A.28)

The derivatives of the normal components are

∂Nd
T

∂τ eq
=

4

9
(n− 1)

[
(τ+

n + τ−
n)

1
n
−1 (τ+

n−2 + τ−
n−2
)

(A.29)

− (τ+
n + τ−

n)
1
n
−2 (τ+

n−1 + τ−
n−1
)2
]
,

∂Nq
T

∂τ eq
=

2

3
(n− 1)

[
(τ+

n + τ+
n)

1
n
−1 (τ−n−2 − τ−n−2

)
(A.30)

− (τ+
n + τ−

n)
1
n
−2 (τ+

2n−2 − τ−2n−2
)]
,

∂Nd
T

∂p′
=

2

3
(n− 1)

[
(τ+

n + τ−
n)

1
n
−1 (τ+

n−2 − τ−n−2
)

(A.31)

− (τ+
n + τ−

n)
1
n
−2 (τ+

2n−2 − τ−2n−2
)]
,

∂Nq
T

∂p′
= (n− 1)

[
(τ+

n + τ−
n)

1
n
−1 (τ+

n−2 + τ−
n−2
)

(A.32)

− (τ+
n + τ−

n)
1
n
−2 (τ+

n−1 − τ−n−1
)2
]
,

∂Nd

∂τY

= 0 and
∂Nq

∂τY

= 0 . (A.33)
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Appendix B. Formulation of the material operators

The material operator is obtained by linearising the output of the bulk constitutive law
in terms of the input. Four terms are therefore required: ∂P

∂F
, ∂fV
∂F
, ∂P
∂f̃V

, ∂fV
∂f̃V

.

Appendix B.1. Stress tensor derivatives

From its definition (48), the derivative of the first Piola-Kirchhoff tensor reads

∂P

∂F
=

∂Fe

∂F
2 · (τ : Le) · Fp−T + Fe ·3

(
∂τ

∂F
1,2 : Le

)
4 · Fp−T (B.1)

+Fe ·
(
τ :

∂Le

∂F

)
· Fp−T + Fe · (τ : Le) · ∂Fp−T

∂F
,

∂P

∂f̃V

=
∂Fe

∂f̃V

· (Le : τ ) · Fp−T + Fe ·
(
∂τ

∂f̃V

: Le

)
· Fp−T (B.2)

+Fe ·
(
τ :

∂Le

∂f̃V

)
· Fp−T + Fe · (τ : Le) · ∂Fp−T

∂f̃V

,

where [A ·3 B]ijkl = AkmBijml.
In Eqs. (B.1) and (B.2), the derivative of each factor has still to be developed. For this

purpose, one has for:

• The inverse of the plastic deformation mapping Fp−1 :
∂Fp−1

IJ

∂FkL
= −F p−1

IM
∂Fp

MN

∂FkL
F p−1

NJ ,
∂Fp−1

IJ

∂f̃V
= −F p−1

IM
∂Fp

MN

∂f̃V
F p−1

NJ ;
(B.3)

• The elastic deformation gradient Fe:
∂F e

iJ

∂FkL
= δikF

p−1
LJ + FiM

∂Fp−1
MJ

∂FkL
,

∂F e
iJ

∂f̃V
= FiM

∂Fp−1
MJ

∂f̃V
;

(B.4)

• The approximation of the strain measure derivatives Le:

∂Le

∂F
=
∂Le

∂Ce
:
∂Ce

∂Fe
:
∂Fe

∂F
and

∂Le

∂f̃V

=
∂Le

∂Ce
:
∂Ce

∂Fe
:
∂Fe

∂f̃V

. (B.5)

Combining Eqs. (B.3), (B.4) and (B.5), the derivatives (B.1) - (B.2) can be expressed in
terms of the derivatives of Fp and τ only. The derivative with respect to F in the previous
equations can be substituted by a derivative with respect to Ee

pr by using the chain rule and
the following relation

∂Ee
prIJ

∂FkL
=

1

2
Le

prIJMN

(
F e

prkN
F p

pr
−1
LM + F e

prkM
F p

pr
−1
LN

)
, (B.6)
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obtained from the Eqs. (41), (42) and the definition of Le
pr =

∂ lnCe
pr

∂Ce
pr

.

In the case of an elastic step, no plastic flow occurs and it follows that the only non-trivial
derivative is

∂τ

∂Ee
pr

= 2GIdev +KI⊗ I , (B.7)

obtained from Eq. (21), with Idev = I − 1
3
I ⊗ I and I the fourth-order symmetric unit

tensor.
Otherwise, in case of plasticity, the derivatives of the plastic deformation mapping are

obtained from its definition (44), leading to

∂FpT

∂Ee
pr

= Fp
pr

T · ∂ exp (∆γNp)
∂Ee

pr
= Fp

pr
T · E : ∂(∆γNp)

∂Ee
pr

,
∂FpT

∂f̃V
= Fp

pr
T · ∂ exp (∆γNp)

∂f̃V
= Fp

pr
T · E : ∂(∆γNp)

∂f̃V
,

(B.8)

where E = ∂ exp(∆γNp)
∂∆γNp depends on the approximation used to compute the tensor exponential.

The plastic corrections appearing here above, computed by Eq. (45) and (A.6), are also
derived

∂∆γNp

∂Ee
pr

= 3(τpr)
dev

2τeqpr
⊗ ∂∆d̂

∂Ee
pr

+ 3G∆d̂
τeqpr

(
Idev − 3(τpr)

dev⊗(τpr)
dev

τeqpr
2

)
+ 1

3
I⊗ ∂∆q̂

∂Ee
pr
,

∂∆γNp

∂f̃V
= ∂∆d̂

∂f̃V

3(τpr)
dev

2τeqpr
+ 1

3
∂∆q̂

∂f̃V
I .

(B.9)

The Kirchhoff stress is also linearised from Eqs. (A.2)-(A.5) and one finally has

∂τ
∂Ee

pr
=

(
1− 3G∆d̂

τeqpr

)
2GIdev − 3G

τeqpr
(τpr)

dev ⊗
[
∂∆d̂
∂Ee

pr
− 3G∆d̂(τpr)

dev

2τeqpr
2

]
+KI⊗

(
I− ∂∆q̂

∂Ee
pr

)
,

∂τ
∂f̃V

= − 3G
τeqpr

∂∆d̂
∂f̃V

(τpr)
dev −K ∂∆q̂

∂f̃V
I .

(B.10)

The last missing steps are the derivatives of the plastic increments, computed through
Eq. (50) and the results of Appendix B.3.

Appendix B.2. Porosity derivatives

The derivatives of the local porosity is obtained by derivation of Eq. (A.13)

∂fV
∂Ee

pr
= ∂fV

∂Bn

∂Bn

∂Ee
pr

+ ∂fV
∂∆d̂

∂∆d̂
∂Ee

pr
+ ∂fV

∂∆q̂
∂∆q̂
∂Ee

pr
+ ∂fV

∂∆p̂
∂∆p̂
∂Ee

pr
,

∂fV
∂f̃V

= ∂fV
∂∆d̂

∂∆d̂
∂f̃V

+ ∂fV
∂∆q̂

∂∆q̂

∂f̃V
+ ∂fV

∂∆p̂
∂∆p̂

∂f̃V
,

(B.11)

combined with Eq. (B.6) to obtain the derivatives in terms of the deformation gradient. In
addition, one has

∂Bn

∂Ee
pr

= −4Gkωζpr
2

[
(τpr)

dev −T − 9

2

(τpr)
dev

τ eq
pr

2

]
: Idev , (B.12)
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and

∂fV

∂∆d̂
=

Bn

1 + ∆q̂ −Bn∆d̂
fV ,

∂fV

∂∆q̂
=

1

1 + ∆q̂ −Bn∆d̂
(1− fV) , (B.13)

∂fV

∂∆p̂
=

An + ∂An

∂p̂
∆p̂

1 + ∆q̂ −Bn∆d̂
.

Appendix B.3. Internal variables derivatives

In order to complete the tangent operator formulation, the derivatives of the plastic
increment in terms of the predictor strain, appearing in Eq. (49), are obtained thanks to

∂rpi

∂Ee
pr

=
∂rpi

∂τ eq
pr

∂τ eq
pr

∂Ee
pr

+
∂rpi

∂p′pr

∂p′pr

∂Ee
pr

=
∂rpi

∂τ eq
pr

3G (τpr)
dev

τ eq
pr

+
∂rpi

∂p′pr

KI , (B.14)

with

∂rp1

∂τ eq
pr

= Nd ,
∂rp2

∂τ eq
pr

= ∆d̂
∂Nq

∂τ eq
−∆q̂

∂Nd

∂τ eq
,
∂rp3

∂τ eq
pr

= −∆d̂ , and (B.15)

∂rp1

∂p′pr

= Nq ,
∂rp2

∂p′pr

= ∆d̂
∂Nq

∂p′
−∆q̂

∂Nd

∂p′
,
∂rp3

∂p′pr

= −∆q̂ . (B.16)

The derivatives with respect to the non-local porosity are given by:

∂rp1

∂f̃V

=
∂φ

∂f̆V

,
∂rp2

∂f̃V

= ∆d̂
∂Nq

∂f̆V

−∆q̂
∂Nd

∂f̆V

and
∂rp3

∂f̃V

= 0 , (B.17)

where the derivatives of φ and Np depend on the considered strain mechanisms.

Appendix B.3.1. Gurson model

If the Gurson model is used, the derivatives of the yield surface are

∂φG

∂f̆V

= 2q1 cosh

(
3q2p

′

2τY

)
− 2q2

3 f̆V , (B.18)

while those of the plastic normal read

∂Nd
G

∂f̆V

= 0 and
∂Nq

G

∂f̆V

=
3q1q2

τY

sinh

(
3q2p

′

2τY

)
. (B.19)

Appendix B.3.2. Thomason model

The derivatives of φ and Np in terms of the effective porosity are

∂φT

∂f̆V

= −τY
∂Cφ

T

∂χ

∂χ

∂f̆V

, (B.20)

and

∂Nd
G

∂f̆V

= 0 and
∂Nq

G

∂f̆V

= 0 . (B.21)
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Appendix C. Formulation in the local form

This section presents the modifications required to bring the constitutive law under its
local form.

Appendix C.1. Local residual form

The local residual form (51) is computed in a similar way as the non-local one (47).
However, the effective porosity is no longer fixed at the predictor state by the non-local
increment and Eq. (A.13) is no longer aside but is coupled within the Newton-Raphson
scheme. The Jacobian matrix (A.16) of the system is consequently modified:

Jv1,∆d̂ = −3GNd +
(
∂φ

∂f̆V
+ ∂φ

∂χ
∂χ

∂f̆V

)
∂fV
∂∆d̂

,

Jv1,∆q̂ = −KNq +
(
∂φ

∂f̆V
+ ∂φ

∂χ
∂χ

∂f̆V

)
∂fV
∂∆q̂

,

Jv1,∆p̂ = ∂φ
∂τY

h+
(
∂φ

∂f̆V
+ ∂φ

∂χ
∂χ

∂f̆V

)
∂fV
∂∆p̂

+ ∂φ
∂χ

∂χ
∂∆p̂

,

(C.1)

Jv2,∆d̂ = Nq + ∆d̂
(
∂Nq

∂f̆V

∂fV
∂∆d̂
− 3G ∂Nq

∂τeq

)
−∆q̂

(
∂Nd

∂f̆V

∂fV
∂∆d̂
− 3G∂Nd

∂τeq

)
,

Jv2,∆q̂ = ∆d̂
(
∂Nq

∂f̆V

∂fV
∂∆q̂
−K ∂Nq

∂p′

)
−Nd −∆q̂

(
∂Nd

∂f̆V

∂fV
∂∆q̂
−K ∂Nd

∂p′

)
,

Jv2,∆p̂ = ∆d̂
(
∂Nq

∂f̆V

∂fV
∂∆p̂

+ ∂Nq

∂τY
h
)
−∆q̂

(
∂Nd

∂f̆V

∂fV
∂∆p̂

+ ∂Nd

∂τY
h
)
,

(C.2)

and Jv3,v is left unchanged. The derivatives appearing in the previous expressions can be
found in Appendix A and Appendix B.

Appendix C.2. Formulation of the local material operators

The procedure is similar to the method explained in Section 2.4.3 and Appendix B.
Equations (B.1) to (B.10) are still applicable to express ∂P

∂F
in terms of the plastic increment

v. These derivatives are extracted using Eq. (50) and the corresponding modified version
of Eq. (B.14) for the residues derivatives reads

∂rpi

∂Ee
pr

=
∂rpi

∂τ eq
pr

3G (τpr)
dev

τ eq
pr

+
∂rpi

∂p′pr

KI +
∂rpi

∂f̆V

∂fV

∂Ee
pr

. (C.3)

Appendix D. Formulation of the finite element forces

The expressions of the finite element forces appearing in Eq. (75) are presented here.
The weak form (72)-(73) developed in Section 4.1.2 is the starting point of the finite element
discretisation. By taking into account the discretisation (74) and the discontinuities between
elements, one has the following elementary terms:

• Inertial forces Meab · üb with:

M eab
ij =

∫
Be
ρ0N

aN bδij dV0 ; (D.1)
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• Internal forces f eu int
a:

f eu int
a
i =

∫
Be
PiK (∇0N

a)K dV0 ; (D.2)

• External forces f eu ext
a:

f eu ext
a
i =

∫
Be
ρ0b0iN

a dV0 +

∫
SsN

t̄0iN
a dS0 ; (D.3)

• Interface forces f su I
a± :

f su I
a±

i =

∫
SsIC

(
±Na±

)
〈PbiK〉N−I K dS0 +

∫
SsIU

(
±Na±

)
〈PiK〉N−I K dS0

+

∫
SsIU

(
±Na±

)
NI
−
K

〈
βs
hs
Ce
iKmN

〉
JumKNI

−
N dS0

+
1

2

∫
SsIU

JukK Ce±
kMiN

(
∇0N

a±
)
N
NI
−
M dS0 .

(D.4)

• Internal non-local forces f e
Z̃ int

a:

f e
Z̃ int

a =

∫
Be

(
∆Z̃Na + (∇0N

a)K ClKL

(
∇0∆Z̃

)
L

)
dV0 ; (D.5)

• Internal local forces f eZ int
a:

f eZ int
a =

∫
Be

∆ZNa dV0 ; (D.6)

• Interface non-local forces f s
Z̃ I

a± :

f s
Z̃ I

a± =

∫
SsIU

(
±Na±

)〈
ClKL

(
∇0∆Z̃

)
L

〉
NI
−
K dS0

+

∫
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(
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−
K
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〉r
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z
NI
−
L dS0

+
1

2

∫
SsIU

r
∆Z̃

z
NI
−
KCl

±
KL

(
∇0N

a±
)
L
dS0 .

(D.7)

In those expressions, the superscripts a, b, ... stand for the node a which belongs to a
volume element Be or to a interface one Ss. The sign + or − in the case of interface
elements differentiates if the node (i.e. a+ or a−) belongs to Be+ or Be− . Practically,
only the degrees of freedom are duplicated at the interfaces and not the node itself. The
computation of the volume element force involves the shape functions of the volume elements.
All nodes of both volume elements are therefore contributing in the interface term thanks to
the symmetrisation term. Only the gradient of the jump displacement uses interface shape
functions to naturally respect condition (62). The quadratic volume elements are integrated
using a reduced integration while the surface element are fully-integrated to avoid spurious
penetration modes.
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Appendix E. Formulation of the finite element stiffness matrices

The expressions of the contributions to finite element stiffness matrix K appearing in Eq.
(80) are detailed here. The stiffness matrix regroups all the stiffness components resulting
from the linearisation of the elementary forces in equations (D.1) to (D.7). One obtains

K =

[
Kuu int + Kuu I KuZ̃ int + KuZ̃ I

KZ̃u int −KZu int + KZ̃u I KZ̃Z̃ int −KZZ̃ int + KZ̃Z̃ I

]
, (E.1)

with

• Internal force stiffness terms Ke
uu int

ab and Ke
uZ̃ int

ab:

Ke
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ij =

∂f eu int
a
i
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=

∫
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∇0N
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L
dV0 ; (E.2)
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a)K N
b dV0 ; (E.3)

• Interface force stiffness terms Ks
uu I
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uZ̃ I
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uu I

a±b±

ij =
∂f su I

a±

i

∂ub
±
j

= +
1

2

∫
SsIC

(
±Na±

)
Cb
uF

±
iKjL

(
∇0N

b±
)
L
N−I K dS0

+

∫
SsIC

(
±Na±

)〈
Cb
uJuKiKj

〉(
±N b±

)
N−I K dS0

+

∫
SsIC

(
±Na±

)〈
Cb
u∇JuKiKjL

〉(
±∇0N

b±
)
L
N−I K dS0

+
1

2

∫
SsIU

(
±Na±

)
CuF±iKjL

(
∇0N

b±
)
L
N−I K dS0

+

∫
SsIU

(
±Na±)NI

−
K

〈
βs
hs
Ce
iKjN

〉(
±N b±

)
NI
−
N dS0

+
1

2

∫
SsIU

(
±N b±) Ce

jMiN
± (∇0N

a±)
N
NI
−
M dS0 ;
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(±Na)CuZ̃
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• Internal non-local force stiffness terms Ke
Z̃u int

ab and Ke
Z̃Z̃ int

ab:

Ke
Z̃u int

ab

j
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Z̃ int
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• Internal local force stiffness terms Ke
Zu int

ab and Ke
ZZ̃ int

ab:

Ke
Zu int

ab
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∂f eZ int
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∂ubj
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∫
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• Interface non-local force stiffness terms Ks
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(E.11)

The expressions above involve material tangent tensors computed in Appendix B. If the
considered point is not located on a cohesive band, the relations are directly obtained

CuF =
∂P

∂F
, CuZ̃ =

∂P

∂∆f̃V

, CZF =
∂∆fV

∂F
, CZZ̃ =

∂∆fV

∂∆f̃V

. (E.12)

If the point is located on a cohesive band model, the derivatives of the band deformation
gradient Fb have to be included. They directly derived from the computation of Fb (60)

δFb
±
iJ = δF±iJ +

NIJ

hb

δ JuiK +
1

2
δ (∇0 JuiK)J . (E.13)

From the previous equation, the tangent stiffness terms are thus:

Cb
uF =

∂Pb

∂Fb

, (E.14)

Cb
uJuK =

∂Pb

∂Fb

· NI

hb

, (E.15)

Cb
u∇JuK =

1

2

∂Pb

∂Fb

. (E.16)

where the derivative of Pb is computing using the local model.
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