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#### Abstract

This paper presents a finite strain extension of the incremental-secant mean-field homogenization (MFH) formulation for two-phase elasto-plastic composites. The formulation of the local finite strain elasto-plastic constitutive equations of each phase is based on a multiplicative decomposition of the deformation gradient as suggested by Simo in (Computer Methods in Applied Mechanics and Engineering, 99(1):61-112, 1992.). The latter has proposed algorithms which preserve the classical return mapping schemes of the infinitesimal theory by using principal Kirchhoff stresses and logarithmic eigenvalues of the left elastic Cauchy-Green strain. Relying on this property, we show that, by considering a quadratic logarithmic free energy and J2-flow theory at the local level, infinitesimal strain incremental-secant MFH is readily extended to finite strains. The proposed formulation and corresponding numerical algorithms are then presented. Finally, the predictions are illustrated with several numerical simulations which are verified against full-field finite element simulations of composite cells, demonstrating that the micro-mechanically based approach is able to predict the influence of the micro-structure and of its evolution on the macroscopic properties in a very cost-effective manner.
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## 1. Introduction

The aim of scale transition methods is to understand and quantify the mutual interaction between the micro-structure and the effective (or "macroscopic") response. For composites, several scale transition methods exist which rely on a separation of scales and full-field or mean-field homogenization; e.g. see the reviews [1, 2]. Mean-field homogenization (MFH) is restricted to micro-structures such that multiple phases of solid inclusions or cavities, which are supposed to have either an ellipsoidal shape or whose spatial distribution follows an ellipsoidal symmetry in the sense of the spatial correlation [3], are embedded in a continuum matrix. MFH is based on assumed relations between the mean values (volume averages) of strain or stress fields in each phase and, unlike full-field methods, it is not direct, it does not solve for the detailed micro fields, and it is more restrictive than the latter both in terms of the micro-structures that can be handled and of the results that can be delivered. However, MFH is much easier to use and its computing time is several orders of magnitude smaller than that of direct scale-bridging methods, especially in the nonlinear regime.

MFH methods are based on the fundamental linear elastic solution developed in [5] for an ellipsoidal subdomain of an infinite matrix undergoing a uniform eigen or transformation strain. In linear elasticity, successful MFH models have been developed based on an approximate use of Eshelby's solution, for a review see [6]. A significant research effort has been devoted to extend MFH to nonlinear elasto(visco)plastic composites. In the small-deformation framework, the homogenization problem of the non-linear composite material is transformed into that of a Linear Comparison Composite (LCC) $[7,8,9,10,11,12]$. Several linearization techniques were developed in order to define the LCC. Among them, the secant


Figure 1: Stress evolution for elastic fibers embedded in a matrix obeying an elasto-plastic behavior with damage [4]. (a) Average stress in the composite material along the loading direction. (b) Average stress in the fibers phase along the loading direction.
formulation [13] determines for each phase a secant operator which links the total strain to the total stress. This method is limited to monotonic and proportional loading conditions. The incremental-tangent approaches are based on a rate formulation of the local problem $[14,15,16,17,18]$. The linearization is carried out by a discretization over each time interval via a tangent operator relating the stress and strain increments. Affine methods [19, 20, 21, 12, 22] also use tangent moduli and introduce a polarization stress. However, both the incremental-tangent and the affine methods need isotropic projections of the tangent operators in the homogenization process otherwise they yield too stiff estimates [23]. Moreover, the incremental tangent and affine formulations have some limitations in the case of non-proportional loading [24] or when considering a strain softening response [25]. In the latter case, Wu et al. [25] coupled a damage law in the constitutive model of the matrix phase for fiber-reinforced composites and showed that the incremental tangent formulation does not allow the fibers to unload during the softening stage of the matrix. These limitations have motivated the development of a new formulation [24]: the incremental-secant approach which, on the one hand, captures with high accuracy the composite material response during non proportional loading and, on the other hand, accounts, by design, for resulting unloading of the fibers during strain softening of the matrix [4]. Two main features
distinguish the incremental-secant MFH scheme from the incremental tangent one. First, the residual stress and strain states in each phase are evaluated by applying a fictitious elastic unloading step. The mean stress fields in the phases are then computed using secant operators which are naturally isotropic, thus avoiding the isotropization step required by both the affine and incremental-tangent methods [23]. These secant operators are then used to define a Linear Comparison Composite (LCC) subjected to a strain increment deduced from the residual state. When damage in one phase is considered, the incremental-secant approach improves considerably the accuracy of the predictions compared to the incremental tangent approach. As explained in [4] and illustrated in Fig. 1-(b), the average stress along the loading direction in the fibers keeps increasing as predicted by the incremental-tangent model, however it should decrease after the damaging process in the matrix. This unloading is captured by the incremental-secant model which leads to much better predictions at the macroscopic and microscopic scales (see Fig. 1).

For recent reviews of the literature on the topic of non-linear MFH, we refer to [26] for infinitesimal strains, and [27] for finite transformation. In particular, MFH homogenization in finite strain has been developed based on a variational formulation for hyper-elastic composites [28, 29, 30] and porous materials [31].

An alternative MFH for finite transformations has been proposed in [27] in which the local phases follow a hyper-elastic-plastic material model built on the following formalism:

$$
\begin{equation*}
\boldsymbol{F}=\boldsymbol{F}^{e} \cdot \boldsymbol{F}^{p}, \quad \boldsymbol{\tau}=2 \frac{\partial \psi}{\partial \boldsymbol{b}^{e}} \cdot \boldsymbol{b}^{e} \tag{1}
\end{equation*}
$$

i.e. a multiplicative decomposition of the deformation gradient $F$ into elastic and inelastic parts, and a hyper-elastic stress strain relation between the Kirchhoff stress $\tau$ and the elastic left Cauchy-Green strain $\boldsymbol{b}^{e}=\boldsymbol{F}^{e} \cdot\left(\boldsymbol{F}^{e}\right)^{T}$, derived from a specific free energy per unit reference volume $\psi$. The formulation presents important advantages as compared to a more classical approach based on an additive decomposition of the rate of deformation tensor and on hypo-elasticity. Indeed,
the former is not restricted to small elastic strains (which makes it suitable for polymers), the hyper-elastic stress-strain relation and the flow rule are derived from thermodynamic considerations, and there is no need to choose one objective stress rate over another (Jaumann, Green-Naghdi-Mc Innis, etc.). Besides, although the multiplicative decomposition $\boldsymbol{F}=\boldsymbol{F}^{e} \cdot \boldsymbol{F}^{p}$ initially proposed in [32] was successively used in computational mechanics without formal mathematical justification, it was shown in $[33,34]$ that such a decomposition allows writing the time continuous and time incremental formulations under the form of a variational incremental (or update) algorithm in which the stress tensor corresponds to the minimum of an effective potential itself solution of an extremum problem in terms of internal variables. The mathematical formalism of this variational incremental method was established in [35], yielding a global existence of rate-independent [36] and rate dependent [37] elasto-plasticity.

In the recently published paper [27], an incremental-tangent MFH formulation was proposed. Although it gives acceptable macroscopic predictions for most cases, the incremental tangent formulation has some limitations as discussed in the framework of small deformations here above, in particular in the case of nonproportional loading [24] or when considering a strain softening response [25]. For large deformations, ductile materials are much more likely to witness strain softening, i.e. a decrease in some stress measures with increasing strain. Therefore, as a step to a study of strain softening in large deformation, the goal of the present article is to construct a finite strain extension of the incremental-secant MFH scheme [24] initially formulated for infinitesimal strains. The micro-mechanical model and the corresponding numerical algorithm for two-phase elasto-plastic composites are presented. To this end, the local finite strain elasto-plasticity constitutive equations of each phase are based on a multiplicative decomposition of the deformation gradient as suggested by Simo [38]. In this work, we consider the specific case of a quadratic logarithmic free energy and J2-flow theory at the local level, which allows the incremental-secant model to be generalized from
infinitesimal strains to finite strain elasto-plastic composites.
The paper is organized as follows. Sections 2 and 3 present some basic results related to, respectively, finite-deformation and hyper-elasto-plasticity needed to develop the MFH method. The incremental-secant MFH formulated in a finitedeformation setting is then developed in Section 4 . Several numerical MFH predictions and their verification against direct FE simulations are presented and discussed in Section 5. Conclusions are drawn in Section 6.

## 2. Kinematics of large deformations

In this section, we summarize some basic results needed in the remainder of this paper. Throughout, boldface symbols designate tensors, the order of which is indicated by the context. Inner products over one and two indices are symbolized by a dot and a colon, respectively. The summation convention over repeated indices is used unless indicated otherwise. The tensor (dyadic) product is designated by the symbol $\otimes$.

A solid body, which in this paper designates a representative volume element (RVE) or a part of it, occupies a domain $\Omega_{0}$ (boundary $\partial \Omega_{0}$ ) in the reference configuration and a domain $\omega_{t}$ (boundary $\partial \omega_{t}$ ) in the current configuration at time $t>0$. A fixed Cartesian frame is considered. A material particle is determined by its position vectors $\boldsymbol{X}$ and $\boldsymbol{x}$ with respect to (w.r.t.) $\Omega_{0}$ and $\omega_{t}$ so that for a motion $\varphi(X, t)$, we have:

$$
\begin{equation*}
x=\varphi(X, t) ; \quad X=\left(X_{A}\right) ; \quad x=\left(x_{i}\right) ; \quad A, i=1,2,3 . \tag{2}
\end{equation*}
$$

The convention of upper case indices for $X_{A}$ and lower case for $x_{i}$ will be used throughout.

The deformation gradient and its determinant are defined as follows:

$$
\begin{equation*}
F(X, t)=\frac{\partial x}{\partial X} \equiv \operatorname{GRAD} x, \quad J(X, t)=\operatorname{det} F(X, t) \tag{3}
\end{equation*}
$$

From $\boldsymbol{F}$, the right $(\boldsymbol{C})$ and left $(\boldsymbol{b})$ Cauchy-Green strain tensors are computed:

$$
\begin{equation*}
\boldsymbol{C}=\boldsymbol{F}^{T} \cdot \boldsymbol{F} ; \quad \boldsymbol{b}=\boldsymbol{F} \cdot \boldsymbol{F}^{T} . \tag{4}
\end{equation*}
$$

Both tensors are symmetric: $C_{A B}=C_{B A}$ and $b_{i j}=b_{j i}$.
Two stress measures are needed: the Cauchy (true) stress $\sigma=\left(\sigma_{i j}\right)$ and the Kirchhoff stress $\tau=\left(\tau_{i j}\right)=J \sigma$. The stress tensors $\sigma$ and $\tau$ are symmetric.

## 3. Hyper-elastic-plastic constituents

### 3.1. Local constitutive equations

At the local (micro) level, elasto(visco)plastic materials obey a finite strain formulation which is based on a multiplicative decomposition of the deformation gradient onto elastic and inelastic parts, and on hyper-elastic stress-strain response. The following summary follows [38]; see also Sect. 16.1 in [39] for instance.

The multiplicative decomposition of $\boldsymbol{F}$ into elastic $\left(\boldsymbol{F}^{e}\right)$ and inelastic $\left(\boldsymbol{F}^{p}\right)$ parts reads (Fig. 2 presents a schematic illustration):

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{X}, t)=\boldsymbol{F}^{e}(\boldsymbol{X}, t) \cdot \boldsymbol{F}^{p}(\boldsymbol{X}, t) . \tag{5}
\end{equation*}
$$

The elastic left $\left(\boldsymbol{b}^{e}\right)$ and plastic right $\left(\boldsymbol{C}^{p}\right)$ Cauchy-Green strain tensors are defined as follows:

$$
\begin{equation*}
\boldsymbol{b}^{e}=\boldsymbol{F}^{e} \cdot \boldsymbol{F}^{e T} ; \quad \boldsymbol{C}^{p}=\boldsymbol{F}^{p T} \cdot \boldsymbol{F}^{p} \tag{6}
\end{equation*}
$$

It follows from the multiplicative decomposition (5) that:

$$
\begin{equation*}
\boldsymbol{b}^{e}=\boldsymbol{F} \cdot \boldsymbol{C}^{p^{-1}} \cdot \boldsymbol{F}^{T} \tag{7}
\end{equation*}
$$

In the remainder of the paper, local materials are supposed isotropic. The equations of state are obtained from the non negativity of the Clausius-Duhem inequal-


Figure 2: The multiplicative decomposition of the deformation gradient: $\boldsymbol{F}^{e^{-1}}$ is interpreted as the local deformation that releases the stresses from each neighborhood $O_{x}$ in the current configuration. Strain tensors associated with the reference or current configurations are schematically indicated.
ity, as summarized in Appendix A, resulting in

$$
\begin{equation*}
\tau=2 \frac{\partial \psi}{\partial b^{e}} \cdot b^{e} ; q \equiv \frac{\partial \psi}{\partial \xi}, \tag{8}
\end{equation*}
$$

where a specific free energy per unit reference volume $\psi\left(\boldsymbol{b}^{e}, \xi\right)$ is an isotropic function of $\boldsymbol{b}^{e}$ and of an internal scalar variable $\xi$. Equation (8-a) is a hyper-elastic relation between the Kirchhoff stress $\tau$ and $b^{e}$, while $q$ is the thermodynamic force associated with $\xi$ (typically, $q$ is a hardening stress). The reduced Clausius-Duhem dissipation inequality reads:

$$
\begin{equation*}
\mathcal{D}=\boldsymbol{\tau}:\left(-\frac{1}{2} \boldsymbol{b}^{L} \cdot \boldsymbol{b}^{e-1}\right)-q \dot{\xi} \geq 0, \tag{9}
\end{equation*}
$$

where $\boldsymbol{b}^{L} \equiv \boldsymbol{F} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\boldsymbol{C}^{p-1}\right) \cdot \boldsymbol{F}^{T}$ is the Lie derivative of $\boldsymbol{b}^{e}$ and is defined from the velocity gradient $\boldsymbol{l}=\dot{\boldsymbol{F}} \cdot \boldsymbol{F}^{-1}$ as :

$$
\begin{equation*}
\stackrel{L}{b^{e}}=\dot{b}^{e}-\boldsymbol{l} \cdot \boldsymbol{b}^{e}-b^{e} \cdot \boldsymbol{l}^{T} . \tag{10}
\end{equation*}
$$

The flow rules are shown to be:

$$
\begin{equation*}
-\frac{1}{2} \stackrel{b}{b}^{L} \cdot \boldsymbol{b}^{e-1}=\dot{\gamma} \frac{\partial f}{\partial \tau}(\tau, q) ; \dot{\xi}=-\dot{\gamma} \frac{\partial f}{\partial q}(\tau, q) ; \tag{11}
\end{equation*}
$$

where $f(\tau, q)$ is an isotropic yield function and $\dot{\gamma}$ is a consistency parameter. The left-hand-side of Eq. (11-a) plays the role of "plastic strain rate" tensor and can be rewritten as follows:

$$
\begin{equation*}
-\frac{1}{2} \boldsymbol{b}^{L} \cdot \boldsymbol{b}^{e-1}=\frac{1}{2} \boldsymbol{F} \cdot \boldsymbol{C}^{p-1} \cdot \dot{\boldsymbol{C}}^{p} \cdot \boldsymbol{F}^{-1} \tag{12}
\end{equation*}
$$

For rate-independent hyper-elastic-plastic models, the following conditions hold:

$$
\begin{equation*}
f(\tau, q) \leq 0 ; \quad \dot{\gamma} \geq 0 ; \quad \dot{\gamma} f(\tau, q)=0 \tag{13}
\end{equation*}
$$

### 3.2. Spectral decomposition

The local material being isotropic, $\psi\left(\boldsymbol{b}^{e}, \xi\right)$ and $f(\tau, q)$ are isotropic functions of $\boldsymbol{b}^{e}$ and $\tau$ respectively. Accordingly, $\boldsymbol{b}^{e}$ and $\frac{\partial \psi}{\partial \boldsymbol{b}^{e}}$ have the same eigenvectors and thus the principal directions of the Kirchhoff stress tensor $\tau$ and the elastic left Cauchy-Green tensor coincide.

$$
\begin{equation*}
\boldsymbol{\tau}=\sum_{A=1}^{3} \tau_{A} \boldsymbol{n}_{t}^{(A)} \otimes \boldsymbol{n}_{t}^{(A)}, \quad \boldsymbol{b}^{e}=\sum_{A=1}^{3}\left(\lambda_{A}^{e}\right)^{2} \boldsymbol{n}_{t}^{(A)} \otimes \boldsymbol{n}_{t}^{(A)} \tag{14}
\end{equation*}
$$

where $\tau_{A}$ and $\left(\lambda_{A}^{e}\right)^{2}$ are the eigenvalues of $\tau$ and $b^{e}$ respectively. The restriction to isotropy also implies the existence of a function $\bar{\psi}$ such that $\psi\left(\boldsymbol{b}^{e}, \xi\right)=$ $\bar{\psi}\left(\left(\lambda_{1}^{e}\right)^{2},\left(\lambda_{2}^{e}\right)^{2},\left(\lambda_{3}^{e}\right)^{2}, \xi\right)$, a symmetric function of $\left(\lambda_{A}^{e}\right)^{2}$. Thus, using the stress strain Eq. (8-a), it is easily checked that $\tau_{A}$ is given by:

$$
\begin{equation*}
\tau_{A}=2\left(\lambda_{A}^{e}\right)^{2} \frac{\partial \bar{\psi}}{\partial\left(\lambda_{A}^{e}\right)^{2}} \tag{15}
\end{equation*}
$$

The principal elastic logarithmic stretches are defined by the relation:

$$
\begin{equation*}
\varepsilon_{A}^{e}=\ln \left(\lambda_{A}^{e}\right) . \tag{16}
\end{equation*}
$$

We introduce for convenience the following vector array notation:

$$
\underline{\boldsymbol{\tau}}=\left[\begin{array}{c}
\tau_{1}  \tag{17}\\
\tau_{2} \\
\tau_{3}
\end{array}\right] ; \operatorname{dev}(\underline{\tau})=\frac{1}{3}\left[\begin{array}{c}
2 \tau_{1}-\tau_{2}-\tau_{3} \\
2 \tau_{2}-\tau_{1}-\tau_{3} \\
2 \tau_{3}-\tau_{1}-\tau_{2}
\end{array}\right] ; \quad \underline{\varepsilon}^{e}=\left[\begin{array}{l}
\varepsilon_{1}^{e} \\
\varepsilon_{2}^{e} \\
\varepsilon_{3}^{e}
\end{array}\right] ; \quad \underline{\boldsymbol{1}}=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] ; \underline{\boldsymbol{I}}=\operatorname{diag}(1,1,1) ;
$$

where the notation $\operatorname{dev}(\underline{\tau})$ denotes the eigenvalues of the deviator of $\boldsymbol{\tau}$. We also have the $\operatorname{norm}\|\operatorname{dev}(\underline{\tau})\|=\frac{\sqrt{2}}{2}\left[\left(\tau_{1}-\tau_{2}\right)^{2}+\left(\tau_{2}-\tau_{3}\right)^{2}+\left(\tau_{1}-\tau_{3}\right)^{2}\right]^{\frac{1}{2}}$.

The isotropy assumption implies that the free energy $\psi$ can be expressed as a function of the principal elastic logarithmic stretches: $\psi\left(\boldsymbol{b}^{e}, \xi\right)=\widehat{\psi}\left(\underline{\varepsilon^{e}}, \xi\right)$ a symmetric function of the $\varepsilon_{A}^{e}$. With the preceding vector notation in hand, a straightforward manipulation of Eq. (15) gives the following stress-strain relations for the Kirchhoff principal stresses which are form-identical to those of infinitesimal strain case:

$$
\begin{equation*}
\underline{\tau}=\frac{\partial \widehat{\psi}}{\partial \underline{\varepsilon}^{e}}\left(\underline{\varepsilon}^{e}, \xi\right) \tag{18}
\end{equation*}
$$

### 3.3. General return mapping algorithm

In this section, the essential ingredients of Simo's algorithm for multiplicative plasticity will be presented. The presentation proposed hereafter follows [38], see also [40] and [39].

## Trial elastic state

Analogously to the infinitesimal case, the first -trial- step in the return mapping algorithm is the "elastic predictor". It corresponds physically to a state obtained by "freezing" the evolution of plastic flow and assuming the increment to be purely elastic. Consequently, the intermediate configuration remains unchanged, i.e.,

$$
\begin{equation*}
C_{n+1}^{p^{t r}}=C_{n}^{p} \tag{19}
\end{equation*}
$$

Thus, with relationship (7) in hand, the trial elastic left Cauchy-Green strain is given by:

$$
\begin{equation*}
\boldsymbol{b}_{t}^{e^{t r}}=\boldsymbol{F}_{t} \cdot \boldsymbol{C}_{n}^{p^{-1}} \cdot \boldsymbol{F}_{t}^{T} \tag{20}
\end{equation*}
$$

where the subscript $t$ refers to quantities evaluated within the time interval $\left.] t_{n}, t_{n+1}\right]$. Using the vector notations, the trial elastic state can be expressed in the principal axes $\boldsymbol{n}_{t}^{\operatorname{tr}(A)}$ (associated to $\boldsymbol{b}_{t}^{\text {etr }^{\text {tr }}}$ ) as:

$$
\begin{equation*}
\underline{\tau}_{t}^{t r}=\frac{\partial \widehat{\psi}\left(\underline{e}_{t}^{\varepsilon^{t r}}, \xi_{t}^{t r}\right)}{\partial \underline{\varepsilon}^{e}} ; q_{t}^{t r}=\frac{\partial \widehat{\psi}\left(\underline{e}_{t}^{\varepsilon^{t r}}, \xi_{t}^{t r}\right)}{\partial \xi} \tag{21}
\end{equation*}
$$

where $\xi_{t}^{t r}=\xi_{n}$.

Return mapping algorithm in principal stresses
Simo [38] showed that using an exponential time integration algorithm of the flow rule enables to obtain the spectral decomposition of $\boldsymbol{b}_{t}^{e^{t r}}$ as:

$$
\begin{equation*}
\boldsymbol{b}_{t}^{\mathrm{e}^{t r}}=\sum_{A=1}^{3}\left(\lambda_{A}^{e}\right)^{2} \exp \left[2 \Delta \gamma_{t} \frac{\partial \widehat{f}\left(\tau_{1}, \tau_{2}, \tau_{3}, q\right)}{\partial \tau_{A}}\right] \boldsymbol{n}_{t}^{(A)} \otimes \boldsymbol{n}_{t}^{(A)} \tag{22}
\end{equation*}
$$

The principal directions $\boldsymbol{n}_{t}^{(A)}$ associated with the final state coincide with the principal directions $\boldsymbol{n}_{t}^{\operatorname{tr}(A)}$ defined by the trial elastic state. The algorithmic flow rule expressed in the principal axes $\boldsymbol{n}_{t}^{t r(A)}$ is rephrased under the following form which is identical to the return mapping algorithm for models of infinitesimal plasticity:

$$
\left\{\begin{array}{l}
\underline{\boldsymbol{\varepsilon}}_{t}^{e}=\underline{\varepsilon}_{t}^{e^{t r}}-\Delta \gamma_{t} \frac{\partial \widehat{f}}{\partial \boldsymbol{\tau}}\left(\underline{\tau}_{t}, q_{t}\right)  \tag{23}\\
\xi_{t}=\xi_{n}-\Delta \gamma_{t} \frac{\partial \hat{\bar{f}}}{\partial q}\left(\underline{\tau}_{t}, q_{t}\right) \\
\left.\widehat{f( } \underline{\tau}_{t}, q_{t}\right)=0
\end{array}\right.
$$

### 3.4. Application to J2-flow theory

The previous section summarized Simo's algorithm formulated in the principal stresses and strains with a general free energy function $\widehat{\psi}\left(\underline{\varepsilon^{e}}, \xi\right)$. In this section, with the preceding developments in hand, we consider the formulation of J2-flow
theory with isotropic hardening. It will be shown that in this particular context, the associated integration algorithm is exactly a straightforward extension of the radial return algorithm of infinitesimal J2-flow theory. We assume the following uncoupled form of the free energy function, quadratic in the principal elastic logarithmic stretches:

$$
\begin{equation*}
\widehat{\psi}\left(\underline{\varepsilon}^{e}, \xi\right)=\frac{1}{2}\left(k-\frac{2}{3} G\right)\left(\varepsilon_{1}^{e}+\varepsilon_{2}^{e}+\varepsilon_{3}^{e}\right)^{2}+G\left[\left(\varepsilon_{1}^{e}\right)^{2}+\left(\varepsilon_{2}^{e}\right)^{2}+\left(\varepsilon_{3}^{e}\right)^{2}\right]+h(\xi) . \tag{24}
\end{equation*}
$$

where $k$ and $G$ are respectively the elastic bulk and shear moduli, and $h(\xi)$ is a function which characterizes the isotropic hardening in the material.

Then, the stress-strain relations in the principal axes are obtained by Eq. (18):

$$
\begin{equation*}
\underline{\boldsymbol{\tau}}=\underline{a}^{e l} \underline{\varepsilon}^{e} ; \quad \underline{a}^{e l}=k \underline{\mathbf{1}} \underline{\mathbf{1}}^{T}+2 G\left[\underline{\boldsymbol{I}}-\frac{1}{3} \underline{\mathbf{1}} \underline{\mathbf{1}}^{T}\right] . \tag{25}
\end{equation*}
$$

We consider the classical von Mises yield criterion formulated in terms of the principal Kirchhoff stresses as:

$$
\begin{equation*}
\widehat{f}(\underline{\tau}, q)=\|\operatorname{dev}(\underline{\tau})\|-\sigma_{Y}-q(\xi) \leq 0, \tag{26}
\end{equation*}
$$

where $\sigma_{Y}$ is the flow stress and $q(\xi)$ is the hardening stress. The unit normal to the von Mises cylinder in the principal stress space is given by:

$$
\begin{equation*}
\underline{N}=\frac{\partial \widehat{f}}{\partial \underline{\tau}}(\underline{\tau}, \xi)=\frac{3}{2} \frac{\operatorname{dev}(\underline{\tau})}{\|\operatorname{dev}(\underline{\tau})\|} . \tag{27}
\end{equation*}
$$

Premultiplying by $\underline{a}^{e l}$ the algorithmic flow rule (23), and using (25) along with (27)
leads to the following form of the return mapping algorithm in the stress space:

$$
\left\{\begin{array}{l}
\underline{\boldsymbol{\tau}}_{n+1}^{t r}=\underline{a}^{e l} \underline{e}_{n+1}^{t r}  \tag{28}\\
\underline{\boldsymbol{\tau}}_{n+1}=\underline{\boldsymbol{\tau}}_{n+1}^{t r}-2 G \Delta \gamma \underline{N}\left(\underline{\boldsymbol{\tau}}_{n+1}\right) \\
\xi_{n+1}=\xi_{n}+\Delta \gamma \\
\underline{\boldsymbol{\varepsilon}}_{n+1}^{e}=\underline{\boldsymbol{e}}_{n+1}^{t r}-\Delta \gamma \underline{\boldsymbol{N}}\left(\underline{\boldsymbol{\tau}}_{n+1}\right) \\
\Delta \gamma \widehat{f}_{n+1}=0, \quad \Delta \gamma \geq 0, \widehat{f}_{n+1} \leq 0
\end{array}\right.
$$

Analogously to the infinitesimal theory, it is shown that the normal to the yield surface associated with the final state coincides with the normal defined by the trial state, i.e: $\underline{N}\left(\underline{\tau}_{n+1}\right)=\underline{N}\left(\underline{\tau}_{n+1}^{t r}\right)$, and the plastic correction step boils down to resolving the following familiar equation with the single scalar unknown $\Delta \xi$ :

$$
\begin{equation*}
3 G \Delta \xi+q\left(\xi_{n}+\Delta \xi\right)+\sigma_{Y}-\left\|\operatorname{dev}\left(\underline{\tau}^{t r}\right)\right\|=0 \tag{29}
\end{equation*}
$$

In order to write the incremental-secant formulation similarly to the infinitesimal strain increment format developed in [24], the set of Eqs. (27-28) is reformulated in the tensorial form. Indeed, since the principal directions $\boldsymbol{n}_{t}^{(A)}$ associated with the final state coincide with the principal directions $\boldsymbol{n}_{t}^{\operatorname{tr}(A)}$ associated with the trial state, the Kirchhoff stress tensor $\tau$ decomposed in Eq. (14), the final and trial logarithmic strain tensors

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{e}=\sum_{A=1}^{3} \varepsilon_{A}^{e} \boldsymbol{n}_{t}^{(A)} \otimes \boldsymbol{n}_{t}^{(A)}, \quad \boldsymbol{\varepsilon}^{t^{t r}}=\sum_{A=1}^{3} \varepsilon_{A}^{e^{t r}} \boldsymbol{n}_{t}^{(A)} \otimes \boldsymbol{n}_{t}^{(A)} \tag{30}
\end{equation*}
$$

and the normal to the von Mises surface (26)

$$
\begin{equation*}
\boldsymbol{N}=\frac{3}{2} \frac{\operatorname{dev}(\tau)}{J_{2}(\tau)}=\sum_{A=1}^{3} v_{A} \boldsymbol{n}_{t}^{(A)} \otimes \boldsymbol{n}_{t}^{(A)} \tag{31}
\end{equation*}
$$

where $J_{2}(\tau)=\sqrt{\frac{3}{2} \operatorname{dev}(\tau): \operatorname{dev}(\tau)}$, are all expressed in the same principal directions.

Therefore, the set of Eqs. (28) also reads

$$
\left\{\begin{array}{l}
\boldsymbol{\tau}_{n+1}^{t r}=\boldsymbol{C}^{e l}: \varepsilon_{n+1}^{e^{t r}}  \tag{32}\\
\boldsymbol{\tau}_{n+1}=\boldsymbol{\tau}_{n+1}^{t r}-2 G \Delta \gamma \boldsymbol{N}\left(\boldsymbol{\tau}_{n+1}\right) \\
\xi_{n+1}=\xi_{n}+\Delta \gamma \\
\boldsymbol{\varepsilon}_{n+1}^{e}=\boldsymbol{\varepsilon}_{n+1}^{t r}-\Delta \gamma \boldsymbol{N}\left(\boldsymbol{\tau}_{n+1}\right) \\
\Delta \gamma f_{n+1}=0, \Delta \gamma \geq 0, f_{n+1} \leq 0
\end{array}\right.
$$

where

$$
\begin{equation*}
\boldsymbol{C}^{e l}=k \boldsymbol{I} \otimes \boldsymbol{I}+2 G\left[\boldsymbol{I}-\frac{1}{3} \boldsymbol{I} \otimes \boldsymbol{I}\right]=3 k \boldsymbol{I}^{v o l}+2 G \boldsymbol{I}^{d e v} \tag{33}
\end{equation*}
$$

is the tensorial form of Eq. (25), with $I_{i j}=\delta_{i j}$ and $I_{i j k l}=\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)$.

## 4. Mean-field homogenization (MFH) with the incremental-secant formulation

Our approach for the homogenization of a nonlinear composite material at finite strains involves two key ingredients:
(i) First, we make use of the previous developments regarding the local hyper-elastic-plastic constituents in order to bring the present finite deformation problem into a model which is form-similar to the infinitesimal theory.
(ii) Second, we transform the homogenization problem of the nonlinear composite material into that of a Linear Comparison Composite (LCC) and subsequently make use of classical results for linear composites. Our approach in this second step is based on a direct linearization of the constitutive behavior. The adopted linearization approach in the present work relies on the incremental-secant method following the work of [24], which enables to deal with a wide range of loading paths (e.g.: non monotonic and nonproportional loading conditions) while avoiding an isotropization step. The main ideas and steps of the incremental-secant formulation are recalled hereafter following the presentation of [24] with adaptation to the context of the finite strain regime.


Figure 3: Schematics of the incremental-secant formulation in a local phase (subscript $\alpha$ is dropped for clarity) adapted from [24]. The residual-incremental-secant operator linearly relates the strain increment to the stress increment from an unloaded state.

### 4.1. Linearization procedure with the incremental-secant approach

We are concerned in this section with the local stress-strain relations in each phase $\omega_{\alpha}$ of the composite material. The incremental-secant formulation recently developed in [24] determines for each phase and at each increment a secant operator which links the strain increment to the stress increment from a virtually unloaded state, see Fig. 3. In the present proposal, and based on the local discrete constitutive Eq. (32), we use the logarithmic strain $\varepsilon$ and the Kirchhoff stress $\tau$ in order to transform the incremental-secant approach from the infinitesimal theory to the finite strain framework. Detailed needed pre-processing and post processing will be presented and discussed in a subsequent section.

### 4.1.1. Kinematics

Considering a time interval $\left[t_{n}, t_{n+1}\right]$, we suppose that the total strain tensor $\varepsilon_{n_{\alpha}}$, the Kirchhoff stress tensor $\tau_{n_{\alpha}}$ and all needed variables in each phase $\omega_{\alpha}$ to be known at the beginning of the time interval. In particular, in a first statistical moment MFH formulation, the per-phase volume averages of strain and stress


Figure 4: The trial elastic deformation gradient $\boldsymbol{F}_{n+1_{\alpha}}^{e^{t r}}=\boldsymbol{F}_{n+1_{\alpha}} \cdot \boldsymbol{F}_{n_{\alpha}}^{p^{-1}}$, is interpreted as a virtual elastic unloading $V_{n_{\alpha}}^{\text {unload }}$ in the principal directions at configuration $t_{n}$ followed by an incremental deformation gradient $\boldsymbol{F}_{n+1_{\alpha}}^{r}=\boldsymbol{V}_{n+1_{\alpha}}^{r} \cdot \tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n}$. Strain tensors associated with the reference, current and virtually unloaded configurations are schematically indicated. Note that we used the subscript $n+1$ for the deformation gradients between configurations $t_{n}$ and $t_{n+1}$, and the subscript $n$ for the virtual unloading and the virtual residual configurations.
fields are supposed to be related by the point-wise constitutive model in the phase. Therefore, the return mapping algorithm summarized in Section 3.4 is applied on the average strain field in the phase $\omega_{\alpha}$. Thus, by construction, the average stress and elastic strain fields and Kirchhoff stress tensor share the same principal directions

$$
\begin{equation*}
\boldsymbol{\tau}_{n_{\alpha}}=\sum_{A=1}^{3} \tau_{A_{n_{\alpha}}} \boldsymbol{n}_{n_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n_{\alpha}}^{(A)}, \boldsymbol{b}_{n_{\alpha}}^{e}=\sum_{A=1}^{3}\left(\lambda_{A_{n_{\alpha}}}^{e}\right)^{2} \boldsymbol{n}_{n_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n_{\alpha}}^{(A)} . \tag{34}
\end{equation*}
$$

Knowing the deformation tensor $\boldsymbol{F}_{n+1_{\alpha}}$, we are seeking the solution at time $t_{n+1}$, which reads

$$
\begin{equation*}
\boldsymbol{\tau}_{n+1_{\alpha}}=\sum_{A=1}^{3} \tau_{A_{n+1}} \boldsymbol{n}_{n+1_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n+1_{\alpha}}{ }^{(A)} \boldsymbol{b}_{n+1_{\alpha}}^{e}=\sum_{A=1}^{3}\left(\lambda_{A_{n+1_{\alpha}}^{e}}^{e}\right)^{2} \boldsymbol{n}_{n+1_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n+1_{\alpha}}^{(A)} . \tag{35}
\end{equation*}
$$

Toward this end, the incremental-secant formulation decomposes the trial elastic deformation gradient $\boldsymbol{F}_{n+1_{\alpha}}^{e^{t r}}=\boldsymbol{F}_{n+1_{\alpha}} \cdot \boldsymbol{F}_{n_{\alpha}}^{p^{-1}}$ into an elastic unloading followed by
an incremental deformation gradient, see Fig. 4. In particular, the elastic unloading is chosen so that it does not imply a rotation and can be written as the stretch tensor $V_{n_{\alpha}}^{\text {unload }}$. It is decomposed in the principal directions at configuration $t_{n}$ as $V_{n_{\alpha}}^{\text {unload }}=\sum_{A=1}^{3} \lambda_{A_{n_{\alpha}}}^{\text {unload }} \boldsymbol{n}_{n_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n_{\alpha}}^{(A)}$. The incremental deformation gradient is thus decomposed into a stretch tensor and a rotation tensor, with $\boldsymbol{F}_{n+1_{\alpha}}^{r}=\boldsymbol{V}_{n+1_{\alpha}}^{r} \cdot \tilde{\boldsymbol{R}}_{n+1_{\alpha}{ }^{\prime}}^{n}$ so that the elastic predictor is finally expressed as

$$
\begin{equation*}
\boldsymbol{F}_{n+1_{\alpha}}^{e^{\prime r}}=V_{n+1_{\alpha}}^{r} \cdot \tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n} \cdot \boldsymbol{V}_{n_{\alpha}}^{\text {unload }} \cdot \boldsymbol{F}_{n_{\alpha}}^{e}, \tag{36}
\end{equation*}
$$

in which $V_{n+1_{\alpha}}^{r}=\sum_{A=1}^{3} \lambda_{A_{n+1_{\alpha}}}^{r} \boldsymbol{n}_{n+1_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n+1_{\alpha}}^{(A)}$ is defined as the trial incremental stretch from the unloaded configuration, and in which the tensor

$$
\begin{equation*}
\tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n}=\sum_{A=1}^{3} \boldsymbol{n}_{n+1_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n_{\alpha}}^{(A)} \tag{37}
\end{equation*}
$$

brings the principal directions at configuration $t_{n}$ to the principal directions at configuration $t_{n+1}$. As a result, the principal directions associated to the virtual Kirchhoff stress in configuration $\tilde{\boldsymbol{x}}_{n}^{\text {res }}$ are those of the Kirchhoff stress in configuration $\boldsymbol{x}_{n+1}$. The amplitude of the unloading in the phase $\omega_{\alpha}$ will be defined during the homogenization process in order to unload elastically the composite material.

### 4.1.2. Virtual unloading

Since it does not involve a plastic flow, applying the virtual elastic unloading stretch $V_{n_{\alpha}}^{\text {unload }}$ from the configuration $t_{n}$ corresponds to the deformation gradient $\boldsymbol{F}_{n_{\alpha}}^{\text {res }}=\boldsymbol{V}_{n_{\alpha}}^{\text {unload }} \cdot \boldsymbol{F}_{n_{\alpha}}=V_{n_{\alpha}}^{\text {unload }} \cdot \boldsymbol{F}_{n_{\alpha}}^{e} \cdot \boldsymbol{F}_{n_{\alpha}}^{p}$. As a result, the elastic left Cauchy-Green tensor reads

$$
\begin{equation*}
\boldsymbol{b}_{n_{\alpha}}^{e^{\text {res }}}=V_{n_{\alpha}}^{\text {unload }} \cdot \boldsymbol{b}_{n_{\alpha}}^{e} \cdot \boldsymbol{V}_{n_{\alpha}}^{\text {unload }}=\sum_{A=1}^{3}\left(\lambda_{A_{n_{\alpha}}}^{e}\right)^{2}\left(\lambda_{A_{n_{\alpha}}}^{\text {unload }}\right)^{2} \boldsymbol{n}_{n_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n_{\alpha}}^{(A)}, \tag{38}
\end{equation*}
$$

and the residual elastic logarithmic strain reads

$$
\begin{equation*}
\varepsilon_{n_{\alpha}}^{\text {res }}=\sum_{A=1}^{3}\left[\ln \left(\lambda_{A_{n_{\alpha}}}^{\text {unload }}\right)+\ln \left(\lambda_{A_{n_{\alpha}}}^{e}\right)\right] n_{n_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n_{\alpha}}^{(A)}=\Delta \varepsilon_{n_{\alpha}}^{\text {unload }}+\varepsilon_{n_{\alpha}}^{e} \tag{39}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta \varepsilon_{n_{\alpha}}^{\text {unload }}=\sum_{A=1}^{3} \ln \left(\lambda_{A_{n_{\alpha}}}^{\text {unload }}\right) \boldsymbol{n}_{n_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n_{\alpha}}^{(A)} . \tag{40}
\end{equation*}
$$

This unloading is illustrated in the one dimensional case in Fig. 3.
Applying the system of Eqs. (28) or (32) on this last result yields $\underline{\boldsymbol{\tau}}_{n_{\alpha}}^{r e s}=\underline{\boldsymbol{a}}^{e l} \underline{\underline{\varepsilon}}_{n_{\alpha}}^{\text {res }}=$ $\underline{\boldsymbol{\tau}}_{n_{\alpha}}+\underline{\boldsymbol{a}}^{e l} \Delta \underline{\varepsilon}_{n_{\alpha}}^{\text {unload }}$. Therefore, using the definition (34), the residual Kirchhoff stress tensor is obtained using the elastic tensor (33) following

$$
\begin{equation*}
\boldsymbol{\tau}_{n_{\alpha}}^{r e s}=\sum_{A=1}^{3} \tau_{A_{n_{\alpha}}}^{r e s} \boldsymbol{n}_{n_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n_{\alpha}}^{(A)}=\boldsymbol{\tau}_{n_{\alpha}}+\boldsymbol{C}^{e l}: \Delta \varepsilon_{n_{\alpha}}^{u n l o a d} \tag{41}
\end{equation*}
$$

### 4.1.3. Residual state

After having applied the unloading part of the trial elastic deformation gradient $\boldsymbol{F}_{n+1_{\alpha}}^{e^{t r}}(36)$, the incremental deformation gradient $\boldsymbol{F}_{n+1_{\alpha}}^{r}=\boldsymbol{V}_{n+1_{\alpha}}^{r} \cdot \tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n}$ is applied in two steps. First the rotation $\tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n}$ in order to define a residual state in the principal directions at configuration $t_{n+1}$, and then the trial stretch increment $V_{n+1_{\alpha}}^{r}$.

Considering the initial rotation $\tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n}$ applied at the unloaded configuration, since the transformation does not involve plasticity, the corresponding deformation gradient reads $\tilde{\boldsymbol{F}}_{n_{\alpha}}^{\text {res }}=\tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n} \cdot \boldsymbol{F}_{n_{\alpha}}^{\text {res }}=\tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n} \cdot \boldsymbol{V}_{n_{\alpha}}^{\text {unload }} \cdot \boldsymbol{F}_{n_{\alpha}}^{e} \cdot \boldsymbol{F}_{n_{\alpha}}^{p}$. As a result, the elastic left Cauchy-Green tensor reads

$$
\begin{equation*}
\tilde{\boldsymbol{b}}_{n_{\alpha}}^{\text {res }}=\tilde{\boldsymbol{F}}_{n_{\alpha}}^{\text {res }} \cdot \boldsymbol{C}_{n_{\alpha}}^{p^{-1}} \cdot \tilde{\boldsymbol{F}}_{n_{\alpha}}^{\text {res }}=\tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n} \cdot \boldsymbol{b}_{n_{\alpha}}^{\text {res }} \cdot \tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n^{T}}=\sum_{A=1}^{3}\left(\lambda_{A_{n_{\alpha}}^{\text {res }}}\right)^{2} \boldsymbol{n}_{n+1_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n+1_{\alpha}}^{(A)}, \tag{42}
\end{equation*}
$$

with $\lambda_{A_{n_{\alpha}}}^{r^{\text {res }}}=\lambda_{A_{n_{\alpha}}}^{e} \lambda_{A_{n_{\alpha}}}^{\text {unload }}$.
The corresponding rotated elastic logarithmic strain $\tilde{\boldsymbol{\varepsilon}}_{n_{\alpha}}^{r^{\text {res }}}$ is obtained according to

$$
\begin{equation*}
\tilde{\boldsymbol{\varepsilon}}_{n_{\alpha}}^{\tilde{r e s}^{r e s}}=\sum_{A=1}^{3} \ln \left(\lambda_{A_{n_{\alpha}}}^{e^{r e s}}\right) n_{n+1_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n+1_{\alpha}}^{(A)}=\tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n} \varepsilon_{n_{\alpha}}^{e^{r e s}} \tilde{\boldsymbol{R}}_{n+1}^{n^{T}} \tag{43}
\end{equation*}
$$

Since $\tilde{\boldsymbol{b}}_{n_{\alpha}}^{\text {res }}$ and $\boldsymbol{b}_{n_{\alpha}}^{\boldsymbol{r e s}^{\text {res }}}$ share the same eigenvalues, the principal stress components $\underline{\tau}_{n_{\alpha}}^{\text {res }}$
are the same and the system of Eqs. (28) or (32) simplifies into

### 4.1.4. The predictor-corrector and return mapping schemes

The Kirchhoff stress tensor at configuration $t_{n+1}$ is obtained by introducing the residual state in the predictor-corrector algorithm (28) or (32), as illustrated in Fig. 5. When considering the incremental-secant approach similar to Eq. (36), we have, see Fig. 4,

$$
\begin{equation*}
\boldsymbol{F}_{n+1_{\alpha}}=\boldsymbol{V}_{n+1_{\alpha}}^{r} \cdot \tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n} \cdot \boldsymbol{V}_{n_{\alpha}}^{\text {unload }} \cdot \boldsymbol{F}_{n_{\alpha}}=\boldsymbol{V}_{n+1_{\alpha}}^{r} \cdot \tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n} \cdot \boldsymbol{V}_{n_{\alpha}}^{\text {unload }} \cdot \boldsymbol{F}_{n_{\alpha}}^{e} \cdot \boldsymbol{F}_{n_{\alpha}}^{p} \tag{45}
\end{equation*}
$$

or again using Eq. (42)

$$
\begin{equation*}
\boldsymbol{b}_{n+1_{\alpha}}^{\boldsymbol{e}^{t r}}=\boldsymbol{F}_{n+1_{\alpha}} \boldsymbol{C}_{n_{\alpha}}^{p^{-1}} \boldsymbol{F}_{n+1_{\alpha}}^{T}=\boldsymbol{V}_{n+1_{\alpha}}^{r} \cdot \tilde{\boldsymbol{b}}_{n_{\alpha}}^{e^{r s s}} \cdot \boldsymbol{V}_{n+1_{\alpha}}^{r} . \tag{46}
\end{equation*}
$$

Since $\tilde{\boldsymbol{b}}_{n_{\alpha}}^{\text {res }}$ and $\boldsymbol{V}_{n+1_{\alpha}}^{r}$ have the same principal directions, the trial stretch tensor is expressed as

$$
\begin{equation*}
\varepsilon_{n+1_{\alpha}}^{\varepsilon^{t r}}=\sum_{A=1}^{3}\left[\ln \left(\lambda_{A_{n+1_{\alpha}}^{r}}^{r}\right)+\ln \left(\lambda_{A_{n_{\alpha}}}^{e^{r e s}}\right)\right] \boldsymbol{n}_{n+1_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n+1_{\alpha}}^{(A)}=\Delta \boldsymbol{\varepsilon}_{n+1_{\alpha}}^{r}+\tilde{\boldsymbol{\varepsilon}}_{n_{\alpha}}^{\text {res }} \tag{47}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta \varepsilon_{n+1_{\alpha}}^{r}=\sum_{A=1}^{3} \ln \left(\lambda_{A_{n+1_{\alpha}}^{r}}^{r}\right) n_{n+1_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n+1_{\alpha}}^{(A)} \tag{48}
\end{equation*}
$$

is illustrated in the one dimensional case in Fig. 3.
Applying an elastic loading according to the system of Eqs. (28) or (32) yields the trial principal stress components $\underline{\tau}_{n+1_{\alpha}}^{t r}=\underline{\boldsymbol{a}}^{e l} \underline{\varepsilon}_{n+1_{\alpha}}^{t r}=\underline{\boldsymbol{\tau}}_{n_{\alpha}}^{r e s}+\underline{\boldsymbol{a}}^{e l} \Delta \underline{\boldsymbol{\varepsilon}}_{n+1_{\alpha}}^{r}$, or under the tensorial form

$$
\begin{equation*}
\boldsymbol{\tau}_{n+1_{\alpha}}^{t r}=\boldsymbol{C}_{\alpha}^{e l}: \varepsilon_{n+1_{\alpha}}^{e^{t r}}=\tilde{\boldsymbol{\tau}}_{n_{\alpha}}^{r e s}+\Delta \boldsymbol{\tau}_{n+1_{\alpha}}^{t r} \tag{49}
\end{equation*}
$$


(a)

(b)

Figure 5: The predictor-corrector scheme: (a) the trial stress is computed from an elastic increment (i.e.: $\boldsymbol{C}^{S r}=\boldsymbol{C}^{e l}$ ), (b) the plastic correction brings the stress back to the yield surface $\left(f_{n+1}=0\right)$ : both the classical radial return mapping and the modified direction of the plastic flow adopted in this model are presented.
where $\Delta \boldsymbol{\tau}_{n+1_{\alpha}}^{t r}=\boldsymbol{C}_{\alpha}^{e l}: \Delta \varepsilon_{n+1_{\alpha}}^{r}$. If the trial stress satisfies the yield condition:

$$
\begin{equation*}
f_{n+1_{\alpha}}^{t r i a l}\left(\tau_{n+1_{\alpha}^{\prime}}^{t r} q_{n_{\alpha}}\right) \leq 0, \tag{50}
\end{equation*}
$$

then the actual increment is fully elastic and the trial state is indeed the solution, i.e. $\boldsymbol{\tau}_{n+1_{\alpha}}=\boldsymbol{\tau}_{n+1_{\alpha}}^{t r}$.

In the case of plastic flow, using Simo [38]'s exponential time integration algorithm of the flow rule (22) yields the tensorial form

$$
\begin{equation*}
\boldsymbol{b}_{n+1_{\alpha}}^{e}=\exp \left(-2 \Delta \gamma \boldsymbol{N}\left(\boldsymbol{\tau}_{n+1_{\alpha}}\right)\right) \boldsymbol{b}_{n+1_{\alpha}}^{e^{t r}} . \tag{51}
\end{equation*}
$$

Therefore, using Eq. (47) allows the system of Eqs. (28) or (32) to be rewritten as

$$
\begin{equation*}
\varepsilon_{n+1_{\alpha}}^{e}=\varepsilon_{n+1_{\alpha}}^{t^{t r}}-\Delta \gamma \boldsymbol{N}\left(\tau_{n+1_{\alpha}}\right)=\Delta \varepsilon_{n+1_{\alpha}}^{r}+\tilde{\boldsymbol{\varepsilon}}_{n_{\alpha}}^{r e s}-\Delta \gamma \boldsymbol{N}\left(\boldsymbol{\tau}_{n+1_{\alpha}}\right) . \tag{52}
\end{equation*}
$$

The principal stress components follow from $\underline{\boldsymbol{\tau}}_{n+1_{\alpha}}=\underline{\boldsymbol{\tau}}_{n+1_{\alpha}}^{t r}-2 G \Delta \gamma \underline{\mathcal{N}}\left(\underline{\boldsymbol{\tau}}_{n+1_{\alpha}}\right)=$ $\underline{\boldsymbol{\tau}}_{n_{\alpha}}^{r e s}+\underline{a}^{e l} \Delta \underline{\varepsilon}_{n_{\alpha}}^{r}-2 G \Delta \gamma \underline{N}\left(\underline{\boldsymbol{\tau}}_{n+1_{\alpha}}\right)$, or under the tensorial form

$$
\begin{equation*}
\boldsymbol{\tau}_{n+1_{\alpha}}=\tilde{\boldsymbol{\tau}}_{n_{\alpha}}^{r e s}+\Delta \boldsymbol{\tau}_{n+1_{\alpha}}^{r} \text { with } \Delta \boldsymbol{\tau}_{n+1_{\alpha}}^{r}=\Delta \boldsymbol{\tau}_{n+1_{\alpha}}^{t r}-2 G \Delta \gamma N\left(\boldsymbol{\tau}_{n+1_{\alpha}}\right) \tag{53}
\end{equation*}
$$

Following [24], we choose a modified plastic flow direction given by:

$$
\begin{equation*}
\boldsymbol{N}_{n+1_{\alpha}}=\frac{3}{2} \frac{\operatorname{dev}\left(\boldsymbol{\tau}_{n+1_{\alpha}}-\tilde{\boldsymbol{\tau}}_{n_{\alpha}}^{r e s}\right)}{J_{2}\left(\boldsymbol{\tau}_{n+1_{\alpha}}-\tilde{\boldsymbol{\tau}}_{n_{\alpha}}\right)}=\frac{3}{2} \frac{\operatorname{dev}\left(\boldsymbol{C}^{S r}: \Delta \boldsymbol{\varepsilon}_{n+1_{\alpha}}^{r}\right)}{J_{2}\left(\boldsymbol{C}^{S r}: \Delta \boldsymbol{\varepsilon}_{n+1_{\alpha}}^{r}\right)} \tag{54}
\end{equation*}
$$

which satisfies $N: N=\frac{3}{2}$. This implies that the plastic correction is directed along $\Delta \tau_{\alpha}^{r}$ and not along $\tau_{\alpha}$ as in the classical Eq. (27). As discussed in [24], for a single phase material this corresponds to a first-order approximation in terms of $\Delta \varepsilon_{n+1_{\alpha}}$, ensuring the accuracy of the scheme for small enough increments. Finally, when $\operatorname{dev}\left(\tilde{\tau}_{n_{\alpha}}^{\text {res }}\right)=0$, the classical case is retrieved. The approximation used in the calculation of $N$ is schematically depicted in Fig. 5-(b). It will be shown later that this approximation allows to directly obtain an isotropic incremental-secant
operator. The trial flow direction is also introduced as

$$
\begin{equation*}
\boldsymbol{N}_{n+1_{\alpha}}^{t r}=\frac{3}{2} \frac{\operatorname{dev}\left(\boldsymbol{\tau}_{n+1_{\alpha}}^{t r}-\tilde{\boldsymbol{\tau}}_{n_{\alpha}}^{r e s}\right)}{J_{2}\left(\tau_{n+1_{\alpha}}^{t r}-\tilde{\boldsymbol{\tau}}_{n_{\alpha}}^{e s}\right)}=\frac{3}{2} \frac{\operatorname{dev}\left(\boldsymbol{C}^{e l}: \Delta \varepsilon_{n+1_{\alpha}}^{r}\right)}{J_{2}\left(\boldsymbol{C}^{e l}: \Delta \boldsymbol{\varepsilon}_{n+1_{\alpha}}^{r}\right)}, \tag{55}
\end{equation*}
$$

and it was shown in [24] that $N_{n+1_{\alpha}}^{t r}=N_{n+1_{\alpha}}$. Using this last result, Eqs. (54) and (55) lead to the following result

$$
\begin{equation*}
J_{2}\left(\tau_{n+1_{\alpha}}-\tilde{\boldsymbol{\tau}}_{n_{\alpha}}^{r e s}\right)+3 G \Delta \gamma=J_{2}\left(\tau_{n+1_{\alpha}}^{t r}-\tilde{\boldsymbol{\tau}}_{n_{\alpha}}^{r e s}\right) \tag{56}
\end{equation*}
$$

The plastic correction consists in solving the last equation together with $f\left(\tau_{n+1_{\alpha}}, q_{n+1_{\alpha}}\right)=$ 0.

### 4.1.5. Incremental-secant-operator

With a view of the definition of the future LCC, Eq. (53) is rewritten under the form

$$
\begin{equation*}
\Delta \boldsymbol{\tau}_{n+1_{\alpha}}^{r}=\boldsymbol{C}_{\alpha}^{S r}: \Delta \varepsilon_{n+1_{\alpha}}^{r}, \tag{57}
\end{equation*}
$$

where $\boldsymbol{C}_{\alpha}^{S r}$ is the residual-incremental-secant operator of the linear comparison material.

On the one hand, if there is no plastic flow between the configuration $t_{n}$ and $t_{n+1}$, then $\boldsymbol{C}_{\alpha}^{S r}=\boldsymbol{C}_{\alpha}^{e l}$. On the other hand, in case of plastic flow, substituting Eq. (53) into Eq. (57) and using Eq. (55) yield the following explicit expression of the incremental-secant operator:

$$
\begin{equation*}
\boldsymbol{C}_{\alpha}^{S r}=\boldsymbol{C}_{\alpha}^{e l}-3 G \Delta \gamma \frac{\boldsymbol{I}^{d e v}: \boldsymbol{C}_{\alpha}^{e l}}{J_{2}\left(C_{\alpha}^{e l}: \Delta \varepsilon_{n+1_{\alpha}}^{r}\right)} \tag{58}
\end{equation*}
$$

Since $\boldsymbol{C}_{\alpha}^{e l}$ is isotropic, the residual-incremental-secant operator $\boldsymbol{C}_{\alpha}^{S r}$ of the linear comparison material is also isotropic and can be recast as:

$$
\begin{equation*}
\boldsymbol{C}_{\alpha}^{S r}=3 k^{S r} \boldsymbol{I}^{v o l}+2 G^{S r} \boldsymbol{I}^{d e v}, \tag{59}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{\alpha}^{S r}=k_{\alpha}^{e l}, \text { and } G_{\alpha}^{S r}=\frac{J_{2}\left(\Delta \tau_{n+1_{\alpha}}^{r}\right)}{3 \sqrt{\frac{2}{3} \operatorname{dev}\left(\Delta \varepsilon_{n+1_{\alpha}}^{r}\right): \operatorname{dev}\left(\Delta \varepsilon_{n+1_{\alpha}}^{r}\right)}} \tag{60}
\end{equation*}
$$

In the particular case of an elastic loading in the phase $\alpha$, it is seen from Eq. (60 that the incremental-secant operator reduces to the elastic tensor.

When embedding this incremental-secant phase linearization during an homogenization process, as described in the next section, it has been shown in [24] that in the context of small deformations, for hard inclusions embedded in elastoplastic matrix, the residual stress in the matrix phase (but neither the residual strain nor the residual values in the inclusions phase) had to be canceled before applying the secant homogenization, unless second statistical moments were accounted for as in [26]. However, in the presented large deformation approach, the residual stress tensor $\tilde{\boldsymbol{\tau}}_{n_{M}}^{\text {res }}$ in the matrix phase does not appear in the radial return mapping algorithm. Thefore, this modification is introduced when defining the incremental-secant operator used by the LCC, which becomes

$$
\begin{equation*}
\boldsymbol{\tau}_{n+1_{\alpha}}=\boldsymbol{C}_{\alpha}^{S 0}: \Delta \boldsymbol{\varepsilon}_{n+1_{\alpha}}^{r} \tag{61}
\end{equation*}
$$

where $\boldsymbol{C}_{\alpha}^{S 0}$ is the zero-incremental-secant operator of the linear comparison material. In that case, during a plastic flow, the definition of the normal direction is the usual one, i.e.

$$
\begin{equation*}
\boldsymbol{N}_{n+1_{\alpha}}^{t r}=\frac{3}{2} \frac{\operatorname{dev}\left(\tau_{n+1_{\alpha}}^{t r}\right)}{J_{2}\left(\tau_{n+1_{\alpha}}^{t r}\right)}=\mathbf{N}_{n+1_{\alpha}} \tag{62}
\end{equation*}
$$

and the isotropic zero-incremental-secant operator reads

$$
\begin{equation*}
\boldsymbol{C}_{\alpha}^{S 0}=3 k^{S 0} \boldsymbol{I}^{v o l}+2 G^{S 0} \boldsymbol{I}^{d e v} \tag{63}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{\alpha}^{S 0}=\frac{\operatorname{tr}\left(\tau_{n+1_{\alpha}}^{r}\right)}{3 \operatorname{tr}\left(\Delta \varepsilon_{n+1_{\alpha}}^{r}\right)} \text {, and } G_{\alpha}^{S 0}=\frac{J_{2}\left(\tau_{n+1_{\alpha}}^{r}\right)}{3 \sqrt{\frac{2}{3} \operatorname{dev}\left(\Delta \varepsilon_{n+1_{\alpha}}^{r}\right): \operatorname{dev}\left(\Delta \varepsilon_{n+1_{\alpha}}^{r}\right)}} \tag{64}
\end{equation*}
$$

### 4.2. Homogenization procedure with the incremental-secant approach

In this section, we consider a two-phase composite made of (at least one) hyper-elastic-plastic phases $\omega_{\alpha}$. We first present the assumptions required to extend the incremental-secant MFH scheme to finite strains. We then detail first how to evaluate the unloaded state of the composite material and then how to perform the MFH.

### 4.2.1. Definition of the Linear Comparison Composite

The so-called Linear Comparison Composite is defined through the residual- or zero-incremental-secant operators, which are chosen by design uniform per phase $\alpha$ and will be denoted $\overline{\boldsymbol{C}}_{\alpha}{ }^{S}$, holding for either $\overline{\boldsymbol{C}}_{\alpha}^{S r}$ or $\overline{\boldsymbol{C}}_{\alpha}^{S 0}$, as developed in Section 4.1. It is also assumed that this fictitious composite has a spatial distribution of the phases and geometries that coincides with that of the actual non-linear composite.

The incremental-secant MFH is characterized by the following equations, in which a modeling assumption consists in applying the averaging rules of micromechanics on the logarithmic strains on the current configuration and not on the deformation gradients on the reference configuration:

- A phase averaging of the Cauchy stress tensor

$$
\begin{equation*}
\overline{\boldsymbol{\sigma}}_{n+1}=f_{n+1_{M}} \boldsymbol{\sigma}_{n+1_{M}}+f_{n+1_{l}} \sigma_{n+1_{I}} ; \tag{65}
\end{equation*}
$$

- A phase averaging of the incremental logarithmic strain from a virtually unloaded state

$$
\begin{equation*}
\Delta \bar{\varepsilon}_{n+1}^{r}=f_{n+1_{M}} \Delta \varepsilon_{n+1_{M}}^{r}+f_{n+1_{I}} \Delta \varepsilon_{n+1_{I}}^{r} ; \tag{66}
\end{equation*}
$$

- The definition of the strain concentration tensor $\boldsymbol{B}^{\varepsilon}$ such that

$$
\begin{equation*}
\Delta \boldsymbol{\varepsilon}_{n+1_{I}}^{r}=\boldsymbol{B}^{\varepsilon}\left(I, \boldsymbol{C}_{M}^{S}, \boldsymbol{C}_{I}^{S}\right): \Delta \boldsymbol{\varepsilon}_{n+1_{M}}^{r} ; \tag{67}
\end{equation*}
$$

The expression of $\boldsymbol{B}^{\varepsilon}$ corresponds in this work to the one for Mori-Tanaka
model and reads:

$$
\begin{equation*}
\boldsymbol{B}^{\varepsilon}=\left\{\boldsymbol{I}+\boldsymbol{S}:\left(\boldsymbol{C}_{M}^{S}\right)^{-1}:\left[\boldsymbol{C}_{I}^{S}-\boldsymbol{C}_{M}^{S r}\right]\right\}^{-1} \tag{68}
\end{equation*}
$$

where $\boldsymbol{\mathcal { S }}\left(I, \boldsymbol{C}_{M}^{S}\right)$ designates Eshelby's tensor, which depends on the shape and orientation of inclusion $(I)$, and the incremental-secant stiffness of the matrix comparison material. The evaluations of the Eshelby tensor and of the strain localization tensor (68) rely on the use of the incremental-secant operators $\boldsymbol{C}_{\alpha}^{S}(59)$ as LCC operators in each phase $\omega_{\alpha}$, which happen to be naturally isotropic. This is one of the main advantages of the incremental-secant method, which is preserved in the finite strain formalism: the isotropization step of the LCC operator required by both the affine and incremental-tangent methods [23] is avoided.

In these equations, the subscripts $M$ and $I$ designate the matrix and inclusions phases respectively, stresses and strains with subscript $\alpha$ designate corresponding volume averages over the current configuration of phase $\omega_{\alpha}$, and $f_{n+1_{\alpha}}$ is the volume fraction of phase $\alpha$ at $t_{n+1}$. Within this formulation, the evolution of the microstructure during the deformation process is accounted for, on the one hand through the evolution of the volume fractions $f_{n+1_{\alpha}}$, and on the other hand, through the evolution of the shape and orientation of inclusion $(I)$ when evaluating the Eshelby tensor. Details will be given in the algorithmic description in Section 4.2.3. If linear displacements corresponding to a macro logarithmic strain are applied to the RVEs boundary, then to the authors knowledge, there is no proof that this applied strain is equal to the volume average of the micro logarithmic strains on neither the current nor the reference configurations of the RVE [41]. Applying the averaging rules of micro-mechanics on the logarithmic strains remains an assumption, but, despite its apparent roughness, it will be shown that the obtained results, at least at the macroscopic scale, are very satisfying.

In Eq. (66), it is also assumed that the LCC is subjected to a logarithmic strain increment $\Delta \bar{\varepsilon}_{n+1}^{r}$ which is deduced from the unloaded residual state and which is
different from the actual strain increment applied to the actual RVE. Considering a time interval $\left[t_{n}, t_{n+1}\right]$, we suppose that the macroscopic strain gradient tensors $\overline{\boldsymbol{F}}$ are known in the configurations $t_{n}$ and $t_{n+1}$. The macroscopic left Cauchy Green strain tensor in the two configurations follow

$$
\begin{equation*}
\overline{\boldsymbol{b}}_{n}=\overline{\boldsymbol{F}}_{n} \cdot \overline{\boldsymbol{F}}_{n}^{T}, \quad \overline{\boldsymbol{b}}_{n+1}=\overline{\boldsymbol{F}}_{n+1} \cdot \overline{\boldsymbol{F}}_{n+1}^{T}, \tag{69}
\end{equation*}
$$

and have a spectral decomposition $\overline{\boldsymbol{b}}_{n+1}$ with eigenvalues $\left(\lambda_{A}\right)^{2}$ and principal directions $\boldsymbol{n}^{(A)}$ as

$$
\begin{equation*}
\overline{\boldsymbol{b}}_{n}=\sum_{A=1}^{3}\left(\lambda_{A_{n}}\right)^{2} \boldsymbol{n}_{n}^{(A)} \otimes \boldsymbol{n}_{n}^{(A)}, \quad \overline{\boldsymbol{b}}_{n+1}=\sum_{A=1}^{3}\left(\lambda_{A_{n+1}}\right)^{2} \boldsymbol{n}_{n+1}^{(A)} \otimes \boldsymbol{n}_{n+1}^{(A)} . \tag{70}
\end{equation*}
$$

At configuration $t_{n}$ we also know the Kirchhoff stress tensor $\bar{\tau}_{n}$ and we are seeking the solution $\overline{\boldsymbol{\tau}}_{n+1}$ at time $t_{n+1}$. In order to apply the incremental-secant formulation presented in Section 4.1 in the phases $\omega_{\alpha}$, we decompose the macroscale deformation gradient $\overline{\boldsymbol{F}}_{n+1}$ in a similar way as performed for the phases in Section 4.1, i.e.

$$
\begin{equation*}
\overline{\boldsymbol{F}}_{n+1}=\overline{\boldsymbol{F}}_{n+1}^{r} \cdot \overline{\boldsymbol{V}}_{n}^{\text {unload }} \cdot \overline{\boldsymbol{F}}_{n}, \tag{71}
\end{equation*}
$$

in which $\overline{\boldsymbol{V}}_{n}^{\text {unload }}=\sum_{A=1}^{3} \lambda_{A_{n}}^{\text {unload }} \boldsymbol{n}_{n}^{(A)} \otimes \boldsymbol{n}_{n}^{(A)}$ is defined as an unloading stretch, and in which the incremental deformation gradient is decomposed following

$$
\begin{equation*}
\overline{\boldsymbol{F}}_{n+1}^{r}=\overline{\boldsymbol{V}}_{n+1}^{r} \cdot \tilde{\boldsymbol{R}}_{n+1}^{n} . \tag{72}
\end{equation*}
$$

In this last equation $\overline{\boldsymbol{V}}_{n+1}^{r}=\sum_{A=1}^{3} \lambda_{A_{n+1}}^{r} \boldsymbol{n}_{n+1}^{(A)} \otimes \boldsymbol{n}_{n}^{(A)}$ is defined as the incremental stretch from the virtually unloaded configuration and $\tilde{\boldsymbol{R}}_{n+1}^{n}$ is defined as

$$
\begin{equation*}
\tilde{\boldsymbol{R}}_{n+1}^{n}=\sum_{A=1}^{3} \boldsymbol{n}_{n+1}^{(A)} \otimes \boldsymbol{n}_{n}^{(A)} \tag{73}
\end{equation*}
$$

and brings the principal directions of the composite material at configuration $t_{n}$ to the principal directions at configuration $t_{n+1}$.

### 4.2.2. Virtual unloading

The virtual elastic unloading of the composite material consists in applying the stretch $\overline{\boldsymbol{V}}_{n}^{\text {unload }}$ from the configuration $t_{n}$, corresponding to the deformation gradient $\overline{\boldsymbol{F}}_{n}^{\text {res }}=\overline{\boldsymbol{V}}_{n}^{\text {unload }} \cdot \overline{\boldsymbol{F}}_{n}$. As a result, the left Cauchy-Green tensor reads

$$
\begin{equation*}
\overline{\boldsymbol{b}}_{n}^{\text {res }}=\overline{\boldsymbol{V}}_{n}^{\text {unload }} \cdot \overline{\boldsymbol{b}}_{n} \cdot \overline{\boldsymbol{V}}_{n}^{\text {unload }}=\sum_{A=1}^{3}\left(\lambda_{A_{n}}\right)^{2}\left(\lambda_{A_{n}}^{\text {unload }}\right)^{2} \boldsymbol{n}_{n}^{(A)} \otimes \boldsymbol{n}_{n}^{(A)} \tag{74}
\end{equation*}
$$

and the residual elastic logarithmic strain reads

$$
\begin{equation*}
\overline{\boldsymbol{\varepsilon}}_{n}^{\text {res }}=\sum_{A=1}^{3} \ln \left(\lambda_{A_{n}}^{\text {res }}\right) \boldsymbol{n}_{n}^{(A)} \otimes \boldsymbol{n}_{n}^{(A)}=\sum_{A=1}^{3}\left[\ln \left(\lambda_{A_{n}}^{\text {unload }}\right)+\ln \left(\lambda_{A_{n}}\right)\right] \boldsymbol{n}_{n}^{(A)} \otimes \boldsymbol{n}_{n}^{(A)}=\Delta \bar{\varepsilon}_{n}^{\text {unload }}+\bar{\varepsilon}_{n} \tag{75}
\end{equation*}
$$

where $\lambda_{A_{n}}^{\text {res }}=\lambda_{A_{n}}^{\text {unload }} \lambda_{A_{n}}$ and where $\Delta \bar{\varepsilon}_{n}^{\text {unload }}=\sum_{A=1}^{3} \ln \left(\lambda_{A_{n}}^{\text {unload }}\right) \boldsymbol{n}_{n}^{(A)} \otimes \boldsymbol{n}_{n}^{(A)}$.
The virtual unloading is obtained by assuming a purely elastic unloading process of the composite material from the configuration at time $t_{n}$, yielding

$$
\begin{equation*}
\overline{\boldsymbol{\varepsilon}}_{n}^{\text {res }}=\overline{\boldsymbol{\varepsilon}}_{n}-\Delta \overline{\boldsymbol{\varepsilon}}_{n}^{\text {unload }}=\overline{\boldsymbol{\varepsilon}}_{n}-\left(\overline{\boldsymbol{C}}^{e l}\right)^{-1}: \overline{\boldsymbol{\tau}}_{n}, \tag{76}
\end{equation*}
$$

In this last equation, we made the assumption that the principal directions of the Kirchhoff stress tensor $\overline{\boldsymbol{\tau}}_{n}$ are close to the ones of the strain tensor $\overline{\boldsymbol{\varepsilon}}_{n}$. Indeed, contrarily to the case of the phases in which the radial return mapping algorithm leads to such relations in terms of the elastic strains, this is not necessarily true after performing homogenization at the composite material level. However, this assumption allows performing the elastic unloading without an iterative process. Equation (66) is rewritten to reach a zero-stress at the composite level, leading to

$$
\begin{equation*}
\overline{\boldsymbol{\tau}}_{n}^{r e s}=0=\overline{\boldsymbol{\sigma}}_{n}^{r e s}=f_{n_{M}} \boldsymbol{\sigma}_{n_{M}}^{r e s}+f_{n_{I}} \boldsymbol{\sigma}_{n_{I}}^{r e s}=f_{n_{M}} \frac{\boldsymbol{\tau}_{n_{M}}^{r e s}}{J_{n_{M}}^{r e s}}+f_{n_{I}} \frac{\boldsymbol{\tau}_{n_{I}}^{r e s}}{J_{n_{I}}^{r e}}, \tag{77}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{\tau}_{n_{\alpha}}^{\text {res }}=\tau_{n_{\alpha}}-C_{\alpha}^{e l}: \Delta \varepsilon_{n_{\alpha}}^{\text {unload }}(\alpha=M ; I) \tag{78}
\end{equation*}
$$

In these equations, $J_{n_{\alpha}}$ is the determinant of the average deformation gradient over the phase $\omega_{\alpha}$. Equation (65) is rewritten during the unloading

$$
\begin{equation*}
\Delta \bar{\varepsilon}_{n}^{\text {unload }}=f_{n_{M}} \Delta \varepsilon_{n_{M}}^{\text {unlood }}+f_{n_{I}} \Delta \varepsilon_{n_{I}}^{\text {unload }} \tag{79}
\end{equation*}
$$

Finally, Eq. (67) gives a relation between the unloading mean strain increments per phase:

$$
\begin{equation*}
\Delta \varepsilon_{n_{I}}^{\text {unload }}=\boldsymbol{B}^{\varepsilon}\left(I, C_{M}^{e l} \boldsymbol{C}_{I}^{e l}\right): \Delta \varepsilon_{n_{M}}^{\text {unload }} \tag{80}
\end{equation*}
$$

This enables to compute the elastic residual strains in the inclusions and matrix phases from:

$$
\begin{align*}
& \varepsilon_{n_{I}}^{\text {res }}=\varepsilon_{n_{I}}^{e}-\Delta \varepsilon_{n_{I}}^{\text {unload }}=\boldsymbol{\varepsilon}_{n_{I}}^{e}-\boldsymbol{B}^{\varepsilon}:\left[f_{n_{I}} \boldsymbol{B}^{\varepsilon}+f_{n_{M}} \boldsymbol{I}\right]^{-1}: \Delta \overline{\boldsymbol{\varepsilon}}_{n}^{\text {unload }} ;  \tag{81}\\
& \varepsilon_{n_{M}}^{\text {res }}=\varepsilon_{n_{M}}^{e}-\Delta \varepsilon_{n_{M}}^{\text {unload }}=\varepsilon_{n_{M}}^{e}-\left[f_{n_{I}} \boldsymbol{B}^{\varepsilon}+f_{n_{M}} \boldsymbol{I}\right]^{-1}: \Delta \overline{\boldsymbol{\varepsilon}}_{n}^{\text {unload }}
\end{align*}
$$

From the decomposition (71), using the expression (70) and the rotation (73), since the different stretch tensors are expressed in the same principal directions, the macroscopic left Cauchy Green strain tensor (69) reads

$$
\begin{equation*}
\overline{\boldsymbol{b}}_{n+1}=\overline{\boldsymbol{V}}_{n+1}^{r} \cdot \tilde{\boldsymbol{R}}_{n+1}^{n} \cdot \overline{\boldsymbol{V}}_{n}^{\text {unload }} \cdot \overline{\boldsymbol{F}}_{n} \cdot \overline{\boldsymbol{F}}_{n}^{T} \cdot \overline{\boldsymbol{V}}_{n}^{\text {unload }} \cdot \tilde{\boldsymbol{R}}_{n+1}^{n^{T}} \cdot \overline{\boldsymbol{V}}_{n+1}^{r}=\sum_{A=1}^{3}\left(\lambda_{A_{n+1}^{r}}^{r}\right)^{2}\left(\lambda_{A_{n}}^{\text {res }}\right)^{2} \boldsymbol{n}_{n+1}^{(A)} \otimes \boldsymbol{n}_{n+1}^{(A)}, \tag{82}
\end{equation*}
$$

and the logarithmic strain tensor reads

$$
\begin{equation*}
\overline{\boldsymbol{\varepsilon}}_{n+1}=\sum_{A=1}^{3}\left[\ln \left(\lambda_{A_{n+1}}^{r}\right)+\ln \left(\lambda_{A_{n}}^{r e s}\right)\right] \boldsymbol{n}_{n+1}^{(A)} \otimes \boldsymbol{n}_{n+1}^{(A)}=\Delta \overline{\boldsymbol{\varepsilon}}_{n+1}^{r}+\tilde{\boldsymbol{\varepsilon}}_{n}^{r e s} \tag{83}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta \bar{\varepsilon}_{n+1}^{r}=\sum_{A=1}^{3} \ln \left(\lambda_{A_{n+1}}^{r}\right) n_{n+1}^{(A)} \otimes n_{n+1}^{(A)} \tag{84}
\end{equation*}
$$

is the incremental macroscopic strain tensor, and

$$
\begin{equation*}
\tilde{\boldsymbol{\varepsilon}}_{n}^{\text {res }}=\sum_{A=1}^{3} \ln \left(\lambda_{A_{n}}^{\text {res }}\right) \boldsymbol{n}_{n+1}^{(A)} \otimes \boldsymbol{n}_{n+1}^{(A)}=\tilde{\boldsymbol{R}}_{n+1}^{n} \bar{\varepsilon}_{n}^{\text {res }} \tilde{\boldsymbol{R}}_{n+1}^{n^{T}} \tag{85}
\end{equation*}
$$

is residual strain expressed in the current principal directions.

### 4.2.3. Incremental-secant homogenization

This macroscopic strain increment is computed from Eqs. (83) and (76) as

$$
\begin{equation*}
\Delta \bar{\varepsilon}_{n+1}^{r}=\bar{\varepsilon}_{n+1}-\bar{\varepsilon}_{n}^{r e s}, \tag{86}
\end{equation*}
$$

which allows the system of Eqs. (65-67) to be solved.
This homogenization procedure, which allows updating the macroscopic stress, is described in the following.

- Known data: $\overline{\boldsymbol{F}}_{n}, \overline{\boldsymbol{F}}_{n+1}$, all history variables at configuration $t_{n}$ are also known for both the composite material and for each phase $\omega_{\alpha}$, including the residual elastic strain tensors $\varepsilon_{n_{\alpha}}^{r^{r e s}}(81)$ and corresponding residual stress tensors $\boldsymbol{\tau}_{n_{\alpha}}^{\text {res }}$ of the phases $\omega_{\alpha}$, expressed in the principal directions $\boldsymbol{n}_{n_{\alpha}}^{(A)}$, and the residual strain tensor $\bar{\varepsilon}_{n}^{\text {res }}(76)$ of the composite material, expressed in the principal directions $\boldsymbol{n}_{n}^{(A)}$.
- Compute the macroscopic left Cauchy Green strain tensor:

$$
\overline{\boldsymbol{b}}_{n+1}=\overline{\boldsymbol{F}}_{n+1} \cdot \overline{\boldsymbol{F}}_{n+1}^{T} .
$$

- Perform the spectral decomposition of $\overline{\boldsymbol{b}}_{n+1}$, from which eigenvalues are denoted $\left(\lambda_{A_{n+1}}\right)^{2}$ and principal directions $\boldsymbol{n}_{n+1}^{(A)}$, which allows evaluating the logarithmic strain

$$
\overline{\boldsymbol{\varepsilon}}_{n+1}=\sum_{A=1}^{3} \ln \left(\lambda_{A_{n+1}}\right) \boldsymbol{n}_{n+1}^{(A)} \otimes \boldsymbol{n}_{n+1}^{(A)} .
$$

- Evaluate the composite rotation tensor $\tilde{\boldsymbol{R}}_{n+1}^{n}$ from Eq. (73), and push the residual strain $\bar{\varepsilon}_{n}^{r e s}$ in the current principal directions to obtain $\tilde{\varepsilon}_{n}^{\text {res }}$ using Eq. (85).
- Compute the macroscopic strain increment $\Delta \bar{\varepsilon}_{n+1}^{r}$ to be applied to the LCC from Eq. (83).
- Initialization : the strain increment in the inclusions phase is initialized from the macroscopic one:

$$
\Delta \varepsilon_{n+1_{I}}^{r} \leftarrow \Delta \bar{\varepsilon}_{n+1}^{r} .
$$

- Iteration (i): A Newton-Raphson iterative process is applied over the strain increment in the inclusions phase (upper indices (i) are omitted for clarity)

1) Compute the mean strain increment in the matrix phase:

$$
\Delta \varepsilon_{n+1_{M}}^{r}=\frac{\Delta \bar{\varepsilon}_{n+1}^{r}-f_{n_{I}} \Delta \varepsilon_{n+1_{I}}^{r}}{f_{n_{M}}} .
$$

2) Trial elastic state (for each phase $\alpha=I, M$ ):
i Compute the spectral decomposition (48) of $\Delta \varepsilon_{n+1_{\alpha}}^{r}$ to obtain the principal logarithmic strain $\ln \left(\lambda_{A_{n+1_{\alpha}}}^{r}\right)$ and the principal directions $\boldsymbol{n}_{n+1_{\alpha}}^{(A)}$.
ii Evaluate the rotation increment $\tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n}$ in the phase using Eq. (37), and rotate the residual logarithmic elastic strain $\varepsilon_{n_{\alpha}}^{\ell^{r e s}}$ and stress $\tau_{n_{\alpha}}^{r e s}$ to obtain their respective counterparts $\tilde{\boldsymbol{\varepsilon}}_{n_{\alpha}}^{\text {res }}$ and $\tilde{\boldsymbol{\tau}}_{n_{\alpha}}^{\text {res }}$ in the principal directions $\boldsymbol{n}_{n+1_{\alpha}^{\prime}}^{(A)}$, using respectively Eqs. (43) and (44).
iii Compute the trial principal elastic logarithmic stretches $\varepsilon_{n+1_{\alpha}}^{e^{t r}}$ in the phase $\alpha$ from Eq. (47).
iv Compute the Kirchhoff trial stress $\tau_{n+1_{\alpha}}^{t r}$ from Eq. (49).
3) Call the constitutive box of each phase $\alpha$ (described in Section 4.1.4) with $\Delta \varepsilon_{n+1_{\alpha}}^{r}$ and $\boldsymbol{\tau}_{n+1_{\alpha}}^{t r}$ as entries. The output is the updated stress $\boldsymbol{\tau}_{n+1_{\alpha}}$, the internal variables at $t_{n+1}$ and either the residual-incremental-secant operator $\boldsymbol{C}_{\alpha}^{S r}$ computed from Eq. (59) or the zero-incremental-secant operator $\boldsymbol{C}_{\alpha}^{S 0}$ computed from Eq. (63).
4) Update the deformation gradient matrix of phase $\omega_{\alpha}$ following

$$
\boldsymbol{F}_{n+1_{\alpha}}=\boldsymbol{V}_{n+1_{\alpha}}^{r} \tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n} \boldsymbol{V}_{n_{\alpha}}^{\text {unload }} \cdot \boldsymbol{F}_{n_{\alpha}}
$$

where $V_{n+1_{\alpha}}^{r}$ and $V_{n_{\alpha}}^{\text {unload }}$ are evaluated from respectively $\Delta \varepsilon_{n+1_{\alpha}}^{r}$ and $\Delta \varepsilon_{n_{\alpha}}^{\text {unload }}$.
5) Compute the Eshelby's tensor $\boldsymbol{S}_{n+1}\left(I_{n+1}, \boldsymbol{C}_{n+1_{M}}^{S}\right)$ in terms of the updated matrix material behavior $\boldsymbol{C}_{n+1_{M}}^{S}$ and of the new inclusion geometry designated by $I_{n+1}$. The geometry is updated using the inclusion deformation gradient $\boldsymbol{F}_{n+1_{I}}$ evolution as follows. Defining the initial ellipsoid matrix $A_{0_{I}}=\boldsymbol{R}_{0_{I}} \cdot \operatorname{diag}\left(\frac{1}{a_{1_{0}}^{2}}, \frac{1}{a_{20}^{2}}, \frac{1}{a_{3_{0}}^{2}}\right) \cdot \boldsymbol{R}_{0_{I}}^{T}$, where $\boldsymbol{R}_{0_{I}}$ defines the original orientation matrix and $a_{i_{0}}$ the initial ellipsoid aspect ratios, implies $\boldsymbol{X}^{T} \cdot \boldsymbol{A}_{0_{I}} \cdot \boldsymbol{X}=1$ and the updated ellipsoid matrix $\boldsymbol{A}_{n+1_{l}}$, which satisfies $\boldsymbol{x}^{T} \cdot \boldsymbol{A}_{n+1_{I}} \cdot \boldsymbol{x}=1$, follows from $\boldsymbol{A}_{n+1_{I}}=\boldsymbol{F}_{n+1_{I}}^{-T} \cdot \boldsymbol{A}_{n+1_{I}} \cdot \boldsymbol{F}_{n+1_{I}}^{-1}$. The updated aspect ratios $a_{i_{n+1}}$ and orientation matrix $\boldsymbol{R}_{n+1_{I}}$ follow from the eigenvalues and eigenvectors of $\boldsymbol{A}_{n+1_{I}}$.
6) Check compatibility of the strain increment in the matrix $\Delta \varepsilon_{n+11_{M}}^{r}$. In order to solve these MFH iterations, Eq. (67) is rewritten as $r=0$ where $r$ is the stress residual in the inclusions phase, see Appendix B for details. During the time step $\left[t_{n} ; t_{n+1}\right]$, the strain increment $\Delta \bar{\varepsilon}_{n+1}^{r}$ is constant and the stress residual can be evaluated as

$$
r=\boldsymbol{C}_{n+1_{M}}^{S}:\left[\Delta \varepsilon_{n+1_{I}}^{r}-\frac{1}{f_{n_{M}}} \boldsymbol{S}_{n+1}^{-1}:\left(\Delta \varepsilon_{n+1_{I}}^{r}-\Delta \bar{\varepsilon}_{n+1}^{r}\right)\right]-\boldsymbol{C}_{n+1_{I}}^{S}: \Delta \boldsymbol{\varepsilon}_{n+1_{I}}^{r}
$$

- If $\|r\| \leq$ TOL, then exit the loop.
- Else: a new iteration has to be performed (go to step 1) and the strain increment in the inclusions phase is corrected following:

$$
\Delta \varepsilon_{n+1_{I}}^{r} \leftarrow \Delta \varepsilon_{n+1_{I}}^{r}-J^{-1}: r
$$

The Jacobian $J$ matrix is computed at constant $\Delta \bar{\varepsilon}_{n+1}^{r}$, such that $\delta \boldsymbol{r}=J: \delta \Delta \varepsilon_{I}^{r}$. The details about the Newton-Raphson procedure and the computation of the Jacobian matrix are given in Appendix B.

## After convergence:

- Compute the principal elastic logarithmic stretches in the different phases $\varepsilon_{\alpha}^{e}$ at $t_{n+1}$ from Eq. (32-d).
- Compute the inverse of the elastic left Cauchy-Green strain in both phases $\alpha:$

$$
\left(\boldsymbol{b}_{n+1_{\alpha}}^{e}\right)^{-1}=\sum_{A=1}^{3} \exp \left[-2 \varepsilon_{A_{n+1_{\alpha}}^{e}}^{e}\right] \boldsymbol{n}_{n+1_{\alpha}}^{(A)} \otimes \boldsymbol{n}_{n+1_{\alpha}}^{(A)}
$$

- Update each phase's volume fractions

$$
f_{n+1_{\alpha}}=\frac{J_{n+1_{\alpha}} f_{0_{\alpha}}}{J_{n+1_{M}} f_{0_{M}}+J_{n+1_{I}} f_{0_{I}}}
$$

with $J_{n+1_{\alpha}}^{r}=\operatorname{det} V_{n+1_{\alpha}}^{r}=\Pi_{A} \lambda_{A_{n+1_{\alpha}}}^{r}$ and $J_{n+1_{\alpha}}=J_{n+1_{\alpha}}^{r} J_{n_{\alpha}}^{r e s}$.

- Compute the macroscopic stress update:

$$
\left\{\begin{array}{l}
\overline{\boldsymbol{\sigma}}_{n+1}=f_{n+1_{M}} \frac{\boldsymbol{\tau}_{n+1_{M}}}{J_{n+1_{M}}}+f_{n+1_{l}} \frac{\boldsymbol{\tau}_{n+1_{I}}}{J_{n+1_{I}}} \\
\overline{\boldsymbol{\tau}}_{n+1}=\bar{J}_{n+1} \overline{\boldsymbol{\sigma}}_{n+1}
\end{array}\right.
$$

- Unloading step: Knowing the principal directions $\boldsymbol{n}_{n+1}^{(A)}$, the residual variables $\varepsilon_{n+1_{\alpha}}^{\text {res }}, \bar{\varepsilon}_{n+1}^{r e s}, \tau_{n+1_{\alpha}}^{\text {res }}$ are obtained from the virtual elastic unloading applied at the composite material level, see Section 4.2.2, by solving the set of Eqs. (76)-(81).


## 5. Assessment of the model

The proposed incremental-secant MFH formulation was tested for several twophase particulate composites and porous materials. We compare its predictions to reference results obtained from Finite Element (FE) simulations. All the presented MFH results have converged with respect to the time step increment, the residual-incremental-secant operator is considered in the inclusions phase and the zero-incremental-secant operator in the matrix phase.


Figure 6: RVEs for FE analysis of a matrix material reinforced with spherical inclusions: (a) and (b) 10\%-inclusion reinforced matrix; (c) and (d) $20 \%$-inclusion reinforced matrix.

### 5.1. Metal matrix composites with spherical inclusions

First we consider spherical inclusion-reinforced elasto-plastic matrix with successively two initial inclusions volume fractions of $f_{0_{I}}=0.1$ and $f_{0_{I}}=0.2$. The RVEs are illustrated in Fig. 6 and contain respectively 40 and 50 inclusions. Finite Element computations were conducted with the commercial solver Abaqus. The RVEs were meshed using 10-node tetrahedra (C3D10) and comprise about $1.92 \times 10^{5}$ and $3.02 \times 10^{5}$ elements for respectively $f_{0_{I}}=0.1$ and $f_{0_{I}}=0.2$.

The MFH incremental-secant procedure is assessed for a metal matrix composite (MMC), which is made of a $J_{2}$ elasto-plastic matrix reinforced by stiffer elastic inclusions. The matrix phase presents an isotropic hardening described by a power law followed by a bi-linear hardening ${ }^{1}$ :

$$
q(\xi)= \begin{cases}h_{1} \xi^{n} & \text { if } \xi \leq \xi_{0}  \tag{87}\\ \xi_{0}^{n}+h_{2}\left(\xi-\xi_{0}\right) & \text { if } \xi_{0}<\xi \leq 10 \xi_{0} \\ \xi_{0}^{n}+9 h_{2} \xi_{0} & \text { if } 10 \xi_{0}<\xi\end{cases}
$$

The material parameters for the matrix and the inclusions' phases are:

- Inclusions: $E=400 \mathrm{GPa}, v=0.2$;
- Matrix: $E=75 \mathrm{GPa}, v=0.3, \sigma_{Y}=75 \mathrm{MPa}, h_{1}=416 \mathrm{MPa}, n=0.3895, \xi_{0}=0.17$, and
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Figure 7: Effective responses (a) and per-phase responses (b) of three MMCs ( $0 \%$, $10 \%$ and $20 \%$ of stiff elastic inclusions embedded in an elasto-plastic matrix) under macro uni-axial tension. Normalized homogenized stresses vs. macro strain. The response of the matrix is also provided for comparison.

$$
h_{2}=200 \mathrm{MPa} .
$$

These parameters correspond to an aluminum alloy reinforced with stiff ceramic particles.

Figure 7(a) shows the effective response under uni-axial tension-compression cyclic loading of the two considered metal matrix composites as well as the response of the matrix without reinforcement (i.e. $f_{0_{I}}=0$ ). The latter case is considered in order to verify that the large deformation constitutive elasto-plastic formulation considered in the MFH is consistent with the one used by Abaqus for the RVE simulations. Unless stated otherwise, all the curves present the evolution of the Cauchy stress in term of the logarithmic strain. Figure 7(a) shows that the predictions of the macroscopic response delivered by the MFH-incremental-secant formulation are in good agreement with the reference results from FE computations for the composite material containing $10 \%$ of inclusions. For the composite material containing $20 \%$ of inclusions, the composite material response shows a discrepancy at the higher strain stages, in particular during the compressiontension part of the cycle.

The phases' responses predicted by the Mean-Field (MFH) model and FE analysis are presented in Fig. 7(b). One could notice that the phase responses are


Figure 8: RVEs of a porous metallic matrix containing $10 \%$ and $25 \%$ of initially spherical cavities.
accurately captured by the mean-field model for the composite material containing $10 \%$ of inclusions. However, at the higher strain, inaccuracies are related to the prediction of the inclusion response for the composite material comprising $20 \%$ of inclusions. The stress in the inclusions phase is underestimated at the higher tensile, and in particular at the higher compressive stress, affecting the macro-stress response as seen in Fig. 7(a).

### 5.2. Porous material

A porous metallic matrix is now considered. The matrix has the same material properties as the aluminum alloy considered previously for the MMC. Instead of reinforcements, we consider two RVEs wih initially spherical voids dispersed in the matrix phase with $10 \%$ and $25 \%$ of initial porosity, as illustrated in Fig. 8.

The FE simulations performed in this study are based on cubic RVEs consisting of a random dispersion of respectively 48 and 50 initially spherical cavities having different sizes embedded in a continuum matrix for the $10 \%$ and $25 \%$ of porous RVEs. The RVE micro-structure is periodic along the cube axes allowing to apply periodic boundary conditions (PBCs). The RVEs were meshed using modified 10-node tetrahedra hybrid elements with linear pressure (C3D10MH), with respectively $1.47 \times 10^{5}$ and $2.24 \times 10^{5}$ elements.


Figure 9: Effective uni-axial tension compression cycle response of porous metallic materials containing $10 \%$ and $25 \%$ of initially spherical cavities: (a) normalized macro stress vs. macro strain, (b) porosity volume fraction vs. macro strain, (c) and porosity aspect ratio vs. macro strain. The response of the matrix without cavities is also provided for comparison.


Figure 10: Deformed RVEs of a porous metallic matrix containing 10\% initially spherical cavities and loaded under a unixial tension-compression cycle.

The predictions of the effective response for a uni-axial tension compresson cyclic test are reported on Fig. 9(a) for the two initial cavity contents. The response of the matrix material without cavities is also presented to depict the influence of the holes. The figure shows that the MFH-incremental-secant model is able to reproduce fairly well the stress-strain curve. The evolutions of the porosity volume fraction predicted by the MFH scheme are reported in Fig. 9(b). It can be seen that the porosity is growing during uniaxial tension. As compared to the FE method, the variation of the porosity is underestimated with the MFH scheme. Finally, the evolution of the porosity aspect ratio predicted by the MFH is illustrated in Fig. 9(c): the aspect ratio is modified by a ratio of almost three as compared to the initial value. This value is in good qualitative agreement with the observed porosity shapes of the FE simulations reported in Fig. 10.

The porous material with $25 \%$ of initial cavity content is now tested under different loading conditions. The predictions of the effective response for a bi-axial tension test with $\bar{\varepsilon}_{11}=\bar{\varepsilon}_{22}$ and $\overline{\boldsymbol{\sigma}}_{33}=0$ and for a shear test up to $\bar{F}_{12}=1$ are reported on Fig. 11(a) and on Fig. 11(d), respectively. The evolution of the unconstrained strain $\bar{\varepsilon}_{33}$ during the biaxial loading is illustrated in Fig. 11(b). The figures show that the MFH-incremental-secant model overestimates the porous material response, in particular in the case of biaxial loading. For macro hydrostatic loading conditions or for high macro stress triaxialities, the proposed incremental-secant formulation or the incremental-tangent one [27] lead to poor or erroneous, nonphysical predictions. Nevertheless, the porosity evolution is well predicted with the MFH as illustrated in Fig. 11(c). For a discussion and a recent proposal for spherical cavities embedded in a rigid-plastic matrix, we refer to [42].

### 5.3. Dual-phase steel with ellipsoidal inclusions

As a third illustration, we consider a dual-phase steel consisting of elastic inclusions (Martensite) dispersed in a ferrite-based matrix whose elasto-plastic hardening law follows Eq. (87). In this case, the Young's modulus of the inclusions phase is close to the one of the matrix phase. The following materials properties


Figure 11: Effective bi-axial cyclic loading response, (a-c), and shear response, (d), of a porous metallic material containing $25 \%$ of initially spherical cavities. (a) and (d) Normalized macro stress vs. macro strain, (b) normalized unconstrained macro strain vs. constrained macro strains, and (c) porosity volume fraction vs. constrained macro strains.


Figure 12: RVEs for FE analysis of a matrix material reinforced with $7.5 \%$ aligned ellipsoidal inclusions.
are thus:

- Inclusions: $E=250 \mathrm{GPa}, v=0.3$;
- Matrix: $E=220 \mathrm{GPa}, v=0.3, \sigma_{Y}=300 \mathrm{MPa}, h_{1}=1130 \mathrm{MPa}, n=0.31, \xi_{0}=0.11$, and $h_{2}=610 \mathrm{MPa}$.

This test aims at assessing the capability of the model to capture the effect of the morphology of the inclusions phase on the effective behavior of the composite material. As an illustration, we consider ellipsoidal inclusions with an aspect ratio of 3 .

We consider an initial inclusions' volume fraction of $f_{0_{I}}=0.075$ as illustrated in Fig. 12 for 30 inclusions. Finite Element computations were conducted with the commercial solver Abaqus. The RVEs were meshed using 10-node tetrahedra (C3D10) and comprise about $2 \times 10^{5}$ elements.

The MFH predictions are compared to FE results in Fig. 13(a) for a uni-axial tension-compression cyclic loading along the ellipsoids direction and in Fig. 13(b) for a cyclic shearing up to $\bar{F}_{12}=1$ parallel to the ellipsoids, i.e. the ellipsoids are along the x-direction. The response of the matrix without reinforcement (i.e. $f_{0_{I}}=0$ ) is also considered in the uniaxial test to verify that the large deformation constitutive elasto-plastic formulation considered in the MFH is consistent with the one used by Abaqus. The phases responses for the two loading cases are illustrated in respectively Fig. 13(c) and Fig. 13(d).


Figure 13: Effective response, (a) and (b), and per-phase responses, (c) and (d), of dual-phase steel made of $7.5 \%$ of aligned ellipsoidal Martensite inclusions of aspect ratio 3 embedded in a ferritebased elasto-plastic matrix under (a) and (c) macro uni-axial tension compression cycle along the longitudinal direction, and (b) and (d) shearing parallel to the longitudinal direction. Normalized macro stress vs. macro strain. The response of the matrix is also provided for comparison in the tensite test.

It can be seen that while the macro responses are reasonably predicted by the MFH scheme, see Figs. 13(a) and 13(b), the inclusion responses saturate in the MFH, and are under-estimated as compared to the FE prediction, see Figs. 13(c) and 13(d). This behavior results from the fact that the matrix exhibits a nearly perfectly plastic behavior, in which case the residual-incremental-secant operator should be used in both phases in combination with second statistical moments.

## 6. Conclusions

We proposed a finite strain incremental-secant MFH formulation which presents several original features with respect to the existing literature. For hyper-elasticplastic constituents, the local models follow the framework of the thermodynamics of irreversible processes and are based on two main assumptions: (i) a multiplicative decomposition of the deformation gradient into elastic and inelastic parts; and (ii) a hyper-elastic relation between the Kirchhoff stress and the elastic left CauchyGreen strain tensors. At first, an incremental-secant formulation was formulated in the material constituents by considering a virtual unloading of the material phase upon which a radial return algorithm was formulated following a secant approach. In particular it was shown that by considering elastic logarithmic strains in the hyper-elastic approach, the finite strains form of the incremental-secant approach is written in a similar way as in small deformation. The incremental-secant MFH scheme previously developed in infinitesimal strain could thus be directly adapted to the finite strains case. A computational algorithm was then developed for a finite strain version of the Mori-Tanaka MFH model and numerically implemented.

To discuss the accuracy of the presented approach, different micro-structure systems were numerically tested: elasto-plastic matrix with elastic inclusions and porous elasto-plastic matrix. Initially spherical or ellipsoidal inclusions were considered as well as different loading conditions: uni-axial, bi-axial, and shearing loading-unloading cycles. Different values of the initial volume fraction of solid inclusions and of the porosity were also considered. The MFH predictions were
compared against direct full-field FE simulations on RVEs and found to be accurate in the composite material response, except in the case in which the matrix elastoplastic behavior became perfectly plastic.. In the case of porous materials, the MFH predictions were shown to be able to capture the material behavior as well as the porosity and cavity shape evolutions.

The MFH method proposed in this paper was based on first statistical moments, i.e. only the mean values (volume averages) of the per-phase deformation gradient are used to compute an approximation of the mean nominal stresses in the phases. More accurate predictions, in particular in the case of a perfectly plastic behavior, are expected by enriching the approach with the second statistical moments, which would enable to measure the variance of the micro fields. Introducing these second statistical moments has been achieved in small deformations in the case of history dependent materials in [43], [44], [45], [46], [47] and [26], each based on a different approach, including using the residual-incremental-secant MFH [44, 26], but has yet to be done in finite strains.

Finally, materials can exhibit strain localization, either because of the large deformation, e.g. [48], [49], because of the introduction of a damage model, e.g. [50], or again because of the micro-structure (porous or composite materials), e.g. [51] and [52]. One important consequence of localization is the loss of uniqueness. Although MFH homogenization schemes have been coupled with a non-local formulation to avoid the loss of solution uniqueness, this has only been achieved in the context of infinitesimal strain [25, 4]. The incremental-secant formulation was able to capture with high accuracy the unloading of the inclusions phase during the strain softening of the matrix material in [4]. It is thus expected that the presented homogenization approach can be extended to account for strain softening in large deformations.
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## Appendix A. Hyperelastic-plastic constitutive equations

The definition of the Lie derivative $\boldsymbol{b}^{L} \equiv \boldsymbol{F} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\boldsymbol{C}^{p-1}\right) \cdot \boldsymbol{F}^{T}$ applied to Eq. (7) yields relation (10), which also reads

$$
\begin{equation*}
\dot{b}^{e}=\boldsymbol{b}^{L}+\boldsymbol{l} \cdot \boldsymbol{b}^{e}+\boldsymbol{b}^{e} \cdot \boldsymbol{l}^{T} \tag{A.1}
\end{equation*}
$$

with the velocity gradient $\boldsymbol{l}=\dot{\boldsymbol{F}} \cdot \boldsymbol{F}^{-1}$. Considering a specific free energy per unit reference volume $\psi\left(\boldsymbol{b}^{e}, \xi\right)$ as an isotropic function of $\boldsymbol{b}^{e}$ and of an internal scalar variable $\xi$ implies that $\frac{\partial \psi}{\partial \boldsymbol{b}^{e}}$ and $\boldsymbol{b}^{e}$ commute. Therefore, using Eq. (A.1), the following chainrule applies

$$
\begin{align*}
\dot{\psi} & =\frac{\partial \psi}{\partial \boldsymbol{b}^{e}}: \dot{b}^{e}+\frac{\partial \psi}{\partial \xi} \dot{\xi}=\frac{\partial \psi}{\partial \boldsymbol{b}^{e}}:\left(\boldsymbol{l} \cdot \boldsymbol{b}^{e}+\boldsymbol{b}^{e} \cdot \boldsymbol{l}\right)+\frac{\partial \psi}{\partial \boldsymbol{b}^{e}}: \boldsymbol{b}^{e}+\frac{\partial \psi}{\partial \dot{\xi}} \dot{\xi} \\
& =\left(\frac{\partial \psi}{\partial \boldsymbol{b}^{e}} \cdot \boldsymbol{b}^{e}\right):\left(\boldsymbol{l}+\boldsymbol{l}^{T}\right)+\left(\frac{\partial \psi}{\partial \boldsymbol{b}^{e}} \cdot \boldsymbol{b}^{e}\right):\left(\boldsymbol{b}^{e} \cdot \boldsymbol{b}^{e-1}\right)+\frac{\partial \psi}{\partial \xi} \dot{\xi} . \tag{A.2}
\end{align*}
$$

The Clausius-Duhem dissipation defined as

$$
\begin{equation*}
\mathcal{D} \equiv \boldsymbol{\tau}: \frac{1}{2}\left(\boldsymbol{l}+\boldsymbol{l}^{T}\right)-\dot{\psi} \geq 0 \tag{A.3}
\end{equation*}
$$

thus becomes

$$
\begin{equation*}
\mathcal{D} \equiv\left(\boldsymbol{\tau}-2 \frac{\partial \psi}{\partial \boldsymbol{b}^{e}} \cdot \boldsymbol{b}^{e}\right): \frac{1}{2}\left(\boldsymbol{l}+\boldsymbol{l}^{T}\right)+\left(2 \frac{\partial \psi}{\partial \boldsymbol{b}^{e}} \cdot \boldsymbol{b}^{e}\right):\left(-\frac{1}{2} \boldsymbol{b}^{L} \cdot \boldsymbol{b}^{e-1}\right)-\frac{\partial \psi}{\partial \xi} \dot{\xi} \geq 0 \tag{A.4}
\end{equation*}
$$

This relation yields the Kirchhoff stress equation of state $\boldsymbol{\tau}=2 \frac{\partial \psi}{\partial \boldsymbol{b}^{e}} \cdot \boldsymbol{b}^{e}$ and the definition of the thermodynamic force associated with $\xi$, i.e. $q \equiv \frac{\partial \psi}{\partial \xi}$. Using these
relations, the Clausius-Duhem inequality (A.3) is rewritten in the reduced form

$$
\begin{equation*}
\mathcal{D}=\tau:\left(-\frac{1}{2} \boldsymbol{b}^{L} \cdot \boldsymbol{b}^{e-1}\right)-q \dot{\xi} \geq 0 \tag{A.5}
\end{equation*}
$$

## Appendix B. Evaluation of the residual stress vector and material operator

In this section, we neglect the derivatives of rotation tensors $\tilde{\boldsymbol{R}}_{n+1_{\alpha}}^{n}$ since it did not affect the convergence of the homogenization scheme.

## Appendix B.1. Derivation of the incremental-secant operator

We first consider the case of the residual-incremental-secant operator (59). The evaluation of $\frac{\partial C^{S r}}{\partial \varepsilon}$ used in the MFH scheme follows from

$$
\begin{equation*}
\frac{\partial C^{S r}}{\partial \varepsilon}=\frac{\partial}{\partial \Delta \boldsymbol{\varepsilon}^{r}}\left(3 k^{S r} \boldsymbol{I}^{v o l}+2 G^{S r} \boldsymbol{I}^{d e v}\right): \frac{\partial \Delta \varepsilon^{r}}{\partial \varepsilon}=2 \boldsymbol{I}^{d e v} \otimes \frac{\partial G^{S r}}{\partial \Delta \varepsilon^{r}} \tag{B.1}
\end{equation*}
$$

Using, $\frac{\partial J_{2}(\Delta \tau)}{\partial \Delta \boldsymbol{\tau}^{\tau}}=\frac{3}{2} \frac{\Delta \boldsymbol{\tau}}{J_{2}(\Delta \tau)}, \frac{\partial \operatorname{dev}(\Delta \boldsymbol{\tau})}{\partial \Delta \tau^{r}}=\boldsymbol{I}^{d e v}, \frac{\partial \Delta \mathcal{E}^{e q}}{\partial \Delta \mathcal{E}^{r}}=\frac{2}{3} \frac{\partial \Delta \mathcal{E}}{\partial \Delta \mathcal{E}^{\prime}}$, and Eq. (60), this last relation becomes

$$
\begin{equation*}
\frac{\partial C^{S r}}{\partial \varepsilon}=2 I^{d e v} \otimes\left[\frac{1}{6 G^{S r}\left(\Delta \varepsilon^{e q}\right)^{2}} \operatorname{dev}(\Delta \tau): C^{a l g}-\frac{2}{3} G^{S r} \frac{d e v\left(\Delta \varepsilon^{r}\right)}{\left(\Delta \varepsilon^{e q}\right)^{2}}\right] \tag{B.2}
\end{equation*}
$$

where $\Delta \varepsilon^{e q}=\sqrt{\frac{2}{3} \operatorname{dev}\left(\Delta \varepsilon_{n+1_{\alpha}}^{r}\right): \operatorname{dev}\left(\Delta \varepsilon_{n+1_{\alpha}}^{r}\right)}$. In Eq. (B.2), $C^{a l g}$ is the derivative of the stress increment with respect to the strain increment, which is obtained from the constitutive law of the material. Due to the modification of the return mapping algorithm, this expression is slightly changed compared to the usual one and reads

$$
\begin{equation*}
C^{a l g}=C^{e l}-\frac{\left(2 G^{e l}\right)^{2}}{h} N \otimes N-\frac{\left(2 G^{e l}\right)^{2} \Delta \gamma}{\left(\tau_{n+1}^{t r}-\tau_{n}^{r e s}\right)^{e q}}\left(\frac{2}{3} I^{d e v}-N \otimes N\right) \tag{B.3}
\end{equation*}
$$

with $h=\frac{1}{3} \boldsymbol{N}:\left(\frac{3}{2} \frac{\operatorname{dev}\left(\boldsymbol{\tau}_{n+1}\right)}{J_{2}(\boldsymbol{\tau})}\right)^{-1} \frac{\partial q}{\partial \xi}+3 G^{e l}$.
The case of the zero-incremental-secant operator (63) can be easily deduced by
considering Eq. (64) instead of (60) when evaluating Eq. (B.2), leading to

$$
\begin{equation*}
\frac{\partial C^{S 0}}{\partial \varepsilon}=3 \frac{k^{e l}-k^{S 0}}{\operatorname{tr}\left(\Delta \varepsilon_{n+1_{\alpha}}^{r}\right)} \boldsymbol{I}^{v o l} \times I+2 \boldsymbol{I}^{\operatorname{dev}} \otimes\left[\frac{1}{6 G^{S 0}\left(\Delta \varepsilon^{e q}\right)^{2}} \operatorname{dev}(\Delta \tau): C^{a l g}-\frac{2}{3} G^{s 0} \frac{\operatorname{dev}\left(\Delta \varepsilon^{r}\right)}{\left(\Delta \varepsilon^{e q}\right)^{2}}\right] \tag{B.4}
\end{equation*}
$$

and the classical normal direction (62) when evaluating $C^{\text {alg }}$, leading to

$$
\begin{equation*}
C^{a l g}=C^{e l}-\frac{\left(2 G^{e l}\right)^{2}}{h} N \otimes N-\frac{\left(2 G^{e l}\right)^{2} \Delta \gamma}{\left(\tau_{n+1}^{t r}\right)^{e q}}\left(\frac{2}{3} I^{d e v}-N \otimes N\right) \tag{B.5}
\end{equation*}
$$

Appendix B.2. Residual stress vector and Jacobian evaluation
The equation to be satisfied at the end of the MFH procedure is Eq. (67). The averaging rule is applied in this work to the residual strains increments as:

$$
\begin{equation*}
\Delta \bar{\varepsilon}_{n+1}^{r}=f_{M} \Delta \varepsilon_{n+1_{M}}^{r}+f_{I} \Delta \varepsilon_{n+1_{I}}^{r} \tag{B.6}
\end{equation*}
$$

Multiplying Eq. (B.6) by $\boldsymbol{B}^{\epsilon}\left(I, \boldsymbol{C}_{0}^{S}, \boldsymbol{C}_{I}^{S}\right)$ and using Eq. (67) lead to:

$$
\begin{equation*}
f_{M} \Delta \varepsilon_{n+1_{I}}^{r}+f_{I} \boldsymbol{B}^{\epsilon}\left(I, \boldsymbol{C}_{0}^{S}, \boldsymbol{C}_{I}^{S}\right): \Delta \boldsymbol{\varepsilon}_{n+1_{I}}^{r}=\boldsymbol{B}^{\epsilon}\left(I, \boldsymbol{C}_{0}^{S}, \boldsymbol{C}_{I}^{S}\right): \Delta \bar{\varepsilon}_{n+1}^{r} . \tag{B.7}
\end{equation*}
$$

With the M-T assumption, the strain concentration tensor follows from Eq. (68), and Eq. (B.7) reads

$$
\begin{equation*}
\Delta \varepsilon_{n+1_{I}}^{r}+f_{M} \boldsymbol{S}:\left[\left(\boldsymbol{C}_{M}^{S}\right)^{-1}: \boldsymbol{C}_{I}^{S}-\boldsymbol{I}\right]: \Delta \varepsilon_{n+1_{I}}^{r}=\Delta \bar{\varepsilon}_{n+1}^{r} \tag{B.8}
\end{equation*}
$$

or again $r=0$ with

$$
\begin{equation*}
r=\boldsymbol{C}_{M}^{S}:\left[\Delta \varepsilon_{n+1_{I}}^{r}-\frac{1}{f_{M}} \boldsymbol{S}^{-1}:\left(\Delta \varepsilon_{n+1_{I}}^{r}-\Delta \bar{\varepsilon}_{n+1}^{r}\right)\right]-\boldsymbol{C}_{I}^{S}: \Delta \boldsymbol{\varepsilon}_{n+1_{I}}^{r} \tag{B.9}
\end{equation*}
$$

In order to satisfy $r=0$, Eq. (B.9) is linearized as

$$
\begin{equation*}
d r=\frac{\partial r}{\partial \varepsilon_{I}}: d \Delta \varepsilon_{I}^{r}+\frac{\partial r}{\partial \varepsilon_{M}}: d \Delta \varepsilon_{M}^{r}+\frac{\partial r}{\partial \bar{\varepsilon}}: d \Delta \bar{\varepsilon}^{r} . \tag{B.10}
\end{equation*}
$$

When solving $r=0$ at constant $\Delta \bar{\varepsilon}^{r}$, since $f_{M} \Delta \varepsilon_{n+1_{M}}^{r}+f_{I} \Delta \varepsilon_{n+1_{I}}^{r}$ is also a constant, the iteration process relies on $d r=J: d \varepsilon_{I}$ with

$$
\begin{align*}
\boldsymbol{J} & =\frac{\partial \boldsymbol{r}}{\partial \boldsymbol{\varepsilon}_{I}}+\frac{\partial \boldsymbol{r}}{\partial \boldsymbol{\varepsilon}_{M}}: \frac{\partial \boldsymbol{\varepsilon}_{M}}{\partial \boldsymbol{\varepsilon}_{I}} \\
& =\boldsymbol{C}_{n+1_{M}}^{S}:\left[\boldsymbol{I}-\boldsymbol{S}^{-1}\right]-\boldsymbol{C}_{n+1_{I}}^{S}-\frac{\partial \boldsymbol{C}_{n+1_{I}}^{S}}{\partial \varepsilon_{I}}: \Delta \boldsymbol{\varepsilon}_{n+1_{I}}^{r}-\frac{f_{I}}{f_{M}} \frac{\partial \boldsymbol{C}_{n+1_{M}}^{S}}{\partial \varepsilon_{M}}  \tag{B.11}\\
& :\left[\Delta \boldsymbol{\varepsilon}_{n+1_{I} r}^{r}-\boldsymbol{S}^{-1}: \frac{\Delta \boldsymbol{\varepsilon}_{n+1_{I}}^{r}-\Delta \overline{\boldsymbol{\varepsilon}}_{n+1_{I}}^{r}}{f_{M}}\right]-\frac{f_{I}}{f_{M}} \boldsymbol{C}_{n+1_{M}}^{S} \otimes\left(\Delta \boldsymbol{\varepsilon}_{n+1_{I}}^{r}-\Delta \bar{\varepsilon}_{n+1}^{r}\right) \\
& ::\left(\mathcal{S}^{-1} \otimes \boldsymbol{S}^{-1}\right):: \frac{\partial \boldsymbol{S}}{\partial \varepsilon_{M}}-\frac{f_{I}}{f_{M}} \boldsymbol{C}_{n+1_{M}}^{S}: \mathcal{S}^{-1},
\end{align*}
$$

where $\frac{\partial \mathcal{C}_{\alpha}^{S}}{\partial \varepsilon_{\alpha}}$ results from Eq. (B.2).
When the residual-incremental-secant operator is used in the matrix phase, the derivative of the Eshelby tensor is given by, where we have omitted the subscript "M"::

$$
\begin{equation*}
\frac{\partial \boldsymbol{S}}{\partial \Delta \boldsymbol{\varepsilon}^{r}}=\frac{\partial \boldsymbol{S}}{\partial v} \otimes\left(\frac{\partial v}{\partial k^{S r}} \frac{\partial k^{S r}}{\partial \Delta \boldsymbol{\varepsilon}^{r}}+\frac{\partial v}{\partial G^{S r}} \frac{\partial G^{S r}}{\partial \Delta \boldsymbol{\varepsilon}^{r}}\right) \tag{B.12}
\end{equation*}
$$

with, using Eq. (60)

$$
\begin{equation*}
\frac{\partial k^{S r}}{\partial \Delta \boldsymbol{\varepsilon}^{r}}=0 \tag{B.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial G^{S r}}{\partial \Delta \varepsilon^{r}}=\left[\frac{1}{6 G^{S r}\left(\Delta \varepsilon^{e q}\right)^{2}} \operatorname{dev}(\Delta \tau): C^{a l g}-\frac{2}{3} G^{S r} \frac{\operatorname{dev}\left(\Delta \varepsilon^{r}\right)}{\left(\Delta \varepsilon^{e q}\right)^{2}}\right] \tag{B.14}
\end{equation*}
$$

When the zero-incremental-secant operator is used in the matrix phase, the derivative of the Eshelby tensor is given by, where we have omitted the subscript " $\mathrm{M}^{\prime}$ "

$$
\begin{equation*}
\frac{\partial \boldsymbol{S}}{\partial \Delta \boldsymbol{\varepsilon}^{r}}=\frac{\partial \boldsymbol{S}}{\partial v} \otimes\left(\frac{\partial v}{\partial k^{s 0}} \frac{\partial k^{S 0}}{\partial \Delta \boldsymbol{\varepsilon}^{r}}+\frac{\partial v}{\partial G^{S 0}} \frac{\partial G^{S 0}}{\partial \Delta \boldsymbol{\varepsilon}^{r}}\right) \tag{B.15}
\end{equation*}
$$

with using Eq. (64)

$$
\begin{equation*}
\frac{\partial k^{S 0}}{\partial \Delta \boldsymbol{\varepsilon}^{r}}=\frac{k^{e l}-k^{S 0}}{\operatorname{tr}\left(\Delta \boldsymbol{\varepsilon}_{n+1_{\alpha}}^{r}\right)} \boldsymbol{I} \tag{B.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial G^{S 0}}{\partial \Delta \varepsilon^{r}}=\left[\frac{1}{6 G^{S 0}\left(\Delta \varepsilon^{e q}\right)^{2}} \operatorname{dev}(\Delta \tau): C^{a l g}-\frac{2}{3} G^{S 0} \frac{\operatorname{dev}\left(\Delta \varepsilon^{r}\right)}{\left(\Delta \varepsilon^{e q}\right)^{2}}\right] \tag{B.17}
\end{equation*}
$$

Once $r=0$ is satisfied, the effect on the strain increment in each phase of a variation $d \Delta \bar{\varepsilon}^{r}$ can directly be obtained by constraining $d r=0$, and Eq. (B.10) leads to ${ }^{2}$

$$
\begin{equation*}
0=\frac{\partial r}{\partial \varepsilon_{I}}: d \Delta \varepsilon_{I}^{r}+\frac{\partial r}{\partial \varepsilon_{M}}: d \Delta \varepsilon_{M}^{r}+\frac{\partial r}{\partial \bar{\varepsilon}}: d \Delta \bar{\varepsilon}^{r}, \tag{B.18}
\end{equation*}
$$

or again

$$
\begin{equation*}
\frac{\partial \varepsilon_{I}}{\partial \bar{\varepsilon}}=-J^{-1}: \frac{\partial r}{\partial \bar{\varepsilon}} \tag{B.19}
\end{equation*}
$$

As under these circumstances $d \bar{\varepsilon}^{r}=f_{M} d \varepsilon_{M}^{r}+f_{I} d \varepsilon_{I}^{r}$, this last equation is completed by

$$
\begin{equation*}
\frac{\partial \varepsilon_{M}}{\partial \bar{\varepsilon}}=\frac{1}{f_{M}}\left(I-f_{I} \frac{\partial \varepsilon_{I}}{\partial \bar{\varepsilon}}\right) . \tag{B.20}
\end{equation*}
$$
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