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#### Abstract

We present an implementation of a multifractal formalism based on the $S^{\nu}$ spaces and show that it effectively gives the right Hölder spectrum in numerous cases. In particular, it allows to recover non-concave spectra, where other multifractal formalisms only lead to the concave hull of the spectra.
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## 1. Introduction

Multifractal signals are very erratic signals present in many practical situations such as turbulence [1], physiology [2], biology [3], geoscience [4]. The aim of multifractal analysis is to analyze these signals, whose regularity can change widely from a point to another. Information concerning the global smoothness of a signals can be grasped via its Hölder spectrum, which relies on the Hölder spaces. Such spaces allow to define a notion of regularity for functions.

Definition 1. A locally bounded function $f: \mathbf{R}^{n} \rightarrow \mathbf{R}$ belongs to the Hölder space $\Lambda^{\alpha}\left(x_{0}\right)$ (with $x_{0} \in \mathbf{R}^{n}$ and $\alpha \geq 0$ ) if there exist two constants $C, R>0$ and a polynomial $P$ of degree less than $\alpha$ such that

$$
\begin{equation*}
\sup _{x \in B\left(x_{0}, r\right)}|f(x)-P(x)|<C\left|B\left(x_{0}, r\right)\right|^{\alpha} \tag{1}
\end{equation*}
$$

for any $0<r<R$. The polynomial is clearly unique and one has $\Lambda^{\alpha+\varepsilon}\left(x_{0}\right) \subset \Lambda^{\alpha}\left(x_{0}\right)$ for any $\varepsilon \geq 0$. The Hölder exponent of $f$ at $x_{0}$ is defined by

$$
h_{f}\left(x_{0}\right)=\sup \left\{\alpha \geq 0: f \in \Lambda^{\alpha}\left(x_{0}\right)\right\} .
$$

If $h_{f}$ takes only one finite value, $f$ is said to be monofractal. If $h_{f}$ takes at least two finite values, $f$ is said to be multifractal. As usual, we will write $f \in \Lambda^{\alpha}\left(\mathbf{R}^{n}\right)$ if $f \in \Lambda^{\alpha}\left(x_{0}\right)$ for any $x_{0} \in \mathbf{R}^{n}$, the constant $C$ in inequality (1) being uniform. If the Hölder exponent $h_{f}$ is not a constant function, just knowing that a function $f$ belongs to some uniform Hölder space does not give enough information about the pointwise regularity. On the other hand, the behavior of the function $h_{f}$ can be very erratic;

[^0]in particular, obtaining $h_{f}$ from a general signal $f$ (i.e. a function obtained from real-life data) is an insuperable task from a practical point of view. Indeed, in many cases, the sets
$$
E_{h}^{f}=\left\{x \in \mathbf{R}^{n}: h_{f}(x)=h\right\}
$$
are themselves fractal sets (see [5-12]). Roughly speaking, the information about the (Hölder-)smoothness of a function is summarized by its Hölder spectrum, which we will now define.

Definition 2. The Hölder spectrum of a locally bounded function $f$ (defined on $\mathbf{R}^{n}$ ) is the function

$$
d_{f}:[0,+\infty] \rightarrow\{-\infty\} \cup[0, n] \quad h \mapsto \operatorname{dim}_{\mathcal{H}}\left(E_{h}^{f}\right)
$$

where $\operatorname{dim}_{\mathcal{H}}$ denotes the Hausdorff dimension (which is well suited for the study of multifractal sets) [13].
If $f$ is a monofractal function with a Hölder exponent equal to $H$, then $d_{f}(h)=n$ if $h=H$, and $d_{f}(h)=-\infty$ if $h \neq H$. A classical example is the Weierstraß function [14].

If $f$ is a multifractal function, the Hölder spectrum can be a concave or non-concave function. Cascades are classical examples of functions with a concave spectrum [15]. A non-concave spectrum can be obtained, for example, by summing cascades (see Theorem (1)).

Here again, since the definition of the Hölder spectrum involves successive intricate limits, there is no algorithm to directly obtain the spectrum $d_{f}$ associated with a signal $f$. However, there exist methods to estimate $d_{f}$ starting from $f$; as we will see, they only lead to upper bounds and only give the exact spectrum for specific cases.

A multifractal formalism is a method that leads to an estimation of $d_{f}$; if, when applied to a signal $f$, the procedure leads to the exact spectrum, one says that the multifractal formalism holds for $f$. Such a method was first proposed by Parisi and Frish [16]. The idea is to define the scaling function (for $q \geq 1$, provided that such an expression makes sense)

$$
S(h, q)=\int|f(t+h)-f(t)|^{q} d t
$$

(one may have to use higher order differences) to estimate the quantity

$$
\eta_{f}(q)=\liminf _{h \rightarrow 0} \frac{\log S(h, q)}{\log |h|}
$$

Using an heuristic argument [17], one can expect to have

$$
\begin{equation*}
d_{f}(h)=\inf _{q}\left\{h q-\eta_{f}(q)\right\}+n \tag{2}
\end{equation*}
$$

From a theoretical point of view [8,18], this method gives, at best, an upper bound. Besides, the function $\eta_{f}$ can be defined in terms of Besov spaces for $q>0$ (see [8]). Since these spaces can be characterized using wavelets, so do the function $\eta_{f}$. It leads to a very practical way for estimating the Hölder spectrum [8,19]. For example, such a formalism holds for the self-similar functions $[20,21]$.

Equality (2) implies that the multifractal formalism based on Besov spaces will always lead to an increasing concave estimation of the spectrum. These are indeed limitations to the range of validity of this multifractal formalism. The first one (i.e. the fact that the estimation is an increasing function) can be partially taken care of by replacing the Besov spaces $B_{q, \infty}^{s / q}$ (which are not defined for $q \leq 0$ ) with oscillation spaces [22] to obtain the so-called wavelet leaders method (WLM) [23] (see also [24] for a continuous wavelet transform approach and [10] for a comparison between the two methods); such spaces partially generalize the Besov spaces [22]. To overcome the second problem, that is to be able to recover nonconcave spectra, Jaffard introduced a new multifractal formalism, relying on the $S^{\nu}$ spaces [25]. In some cases (which will be explicitly defined below), such spaces can be seen as an intersection of Besov spaces [26]. Since the $S^{\nu}$ spaces are defined from the histogram of wavelet coefficients at each scale (see Definitions (3) and (4)), they are more natural from a practical point of view than the wavelet leaders used to define the oscillation spaces. For the WLM, there are simple and efficient algorithms for approximating the Hölder spectrum. For the case of the $S^{\nu}$ spaces, the situation is different: although there have been several attempts, a mature algorithm with a very limited number of tuning parameters is still missing.

Although $S^{\nu}$ spaces bring new possibilities to the multifractal analysis landscape, we will show that the transition from theory to practice is not straightforward. In this paper, we present an implementation of the formalism based on these spaces and show its effectiveness by applying it to several statistical and deterministic examples. Three theoretical results are also contained in this work. The first one (see Proposition 2) is easy to obtain and gives extra freedom for the computation of some numerical values related to the $S^{\nu}$ spaces. The second one (see Proposition 3) shows that if the signal $f$ comes from a measure (as the cascades which models the turbulence for example) the computation of the spectrum can be simplified. The third one (see Theorem 1) leads to the Hölder spectrum of the sum of two binomial cascades. We also show that the estimation of the theoretical spectrum can be obtained more easily for a large class of measure-based functions.

One could argue that such a formalism is useless, since most of the multifractal analysis previously performed led to concave spectra. Let us emphasize once more that the estimations obtained via an equality such as (2) necessary leads to a concave estimation, even if the real spectrum is not concave. It is therefore interesting to check if the previously collected estimations can be supposed concave, by comparing them to the ones obtained with the $S^{\nu}$-based multifractal formalism.

The remainder of this paper is structured as follows. We first introduce the $S^{\nu}$ spaces and define the multifractal formalism they induce. Then, we show that the formalism holds for the sum of two binomial cascades. Next, we describe an algorithm based on this formalism and apply it to several examples. We start with monofractal functions and processes before shifting to the case of multifractal data. We show that in most of the cases the numerical results are better than the multifractal formalisms previously introduced and, as expected, that this approach allows to recover non-concave spectra. Finally, we look at the advantages and the drawbacks of this method. Let us remark that numerical methods based on similar ideas have been proposed [27], but they rely on parameters that have to be estimated for each considered signal.

## 2. The $S^{\nu}$ spaces: a brief review

The $S^{\nu}$ spaces were introduced in [25] and a related multifractal formalism was proposed in [28]. Concerning the validity of this formalism, it has been studied using two notions of genericity: Baire genericity and prevalence (see $[29,30]$ for the definition of this last notion). It is not limited to concave spectra.

### 2.1. The discrete wavelet transform

Let us briefly recall some definitions and notations (for more precisions, see e.g. [31-33]). Under some general assumptions, there exist $2^{n}-1$ functions $\left(\psi^{(i)}\right)_{1 \leq i<2^{n}}$, called (periodized) wavelets, such that for any function $f \in L^{2}\left([0,1]^{n}\right)$, one has

$$
f(x)=\sum_{j \in \mathbf{N}} \sum_{k \in\left\{0, \ldots, 2^{j}-1\right\}^{n}} \sum_{1 \leq i<2^{n}} c_{j, k}^{(i)} \psi^{(i)}\left(2^{j} x-k\right),
$$

where the (periodized) wavelet coefficients are defined by

$$
c_{j, k}^{(i)}=2^{n j} \int_{[0,1]^{n}} f(x) \psi^{(i)}\left(2^{j} x-k\right) d x
$$

Let us remark that we do not choose the $L^{2}$ normalization for the wavelets, but rather an $L^{\infty}$ normalization, which is better fitted to the study of the Hölderian regularity. Intuitively, if the point $x_{0}$ belongs to the dyadic cube $\frac{k}{2^{j}}+\left[0, \frac{1}{2^{j}}{ }^{n}\right.$ then, for any $i$, one has [34]

$$
\begin{equation*}
h_{f}(x)=\liminf _{j \rightarrow+\infty} \inf _{k} \frac{\log \left|c_{j, k}^{(i)}\right|}{\log \left(2^{-j}+\left|k 2^{-j}-x\right|\right)}, \tag{3}
\end{equation*}
$$

i.e. $\left|c_{j, k}^{(i)}\right| \sim 2^{-h_{f}\left(x_{0}\right) j}$. In the sequel, we omit any reference to the index $i$. For instance, the set $\left\{c_{j, k}:(j, k) \in E\right\}$ has to be understood as the set $\left\{c_{j, k}^{(i)}:(j, k) \in E, 1 \leq i<2^{n}\right\}$.

### 2.2. Definition of $\mathrm{S}^{\nu}$ spaces

The main idea behind the definition of the $S^{\nu}$ spaces is the use of histograms of wavelet coefficients for large scales: from Eq. (3), the coefficients which behaves as $2^{-\alpha j}$ are the signature of points with a regularity $\alpha$. It seems therefore natural to try to estimate the spectrum of a function $f \in L^{2}\left([0,1]^{n}\right)$ by considering the function

$$
\rho_{f}(h)=\lim _{\varepsilon \rightarrow 0^{+}} \limsup _{j \rightarrow+\infty} \frac{\log \#\left\{k: 2^{-(h+\varepsilon) j} \leq\left|c_{j, k}\right|<2^{-(h-\varepsilon) j}\right\}}{\log 2^{j}} .
$$

There thus exist approximately $2^{\rho_{f}(h) j}$ wavelet coefficients of amplitude $2^{-h j}$. From the definition of the Hausdorff dimension and the wavelet characterization of the Hölder exponent, one can hope to have $\rho_{f}(h)=d_{f}(h)$. However, two problems make this formalism useless: the function $\rho_{f}$ depends on the chosen wavelet basis [25] and a numerical approximation of this function is difficult to obtain. Indeed, in practice, we only have a finite number of wavelet coefficients and in order to compute the double limit, one must introduce an arbitrary dependence between $\varepsilon$ and $j$ to approximate $\rho_{f}(h)$. To overcome these issues, one modifies the definition of this function to count the number of wavelet coefficients greater in modulus than $2^{-\alpha j}$ at each scale $j$. This modification allows to define a function that is independent of the wavelet basis (see below) and which can easily be computed for real-life signals (see Section 4).
Definition 3. The wavelet profile of $f \in L^{2}\left([0,1]^{n}\right)$ is defined by

$$
v_{f}(\alpha)=\lim _{\varepsilon \rightarrow 0^{+}} \limsup _{j \rightarrow+\infty} \frac{\log \# E_{j}(1, \alpha+\varepsilon)(f)}{\log 2^{j}}
$$

where

$$
E_{j}(C, \alpha)(f)=\left\{k:\left|c_{j, k}\right| \geq C 2^{-\alpha j}\right\}
$$

and $\left(c_{j, k}\right)_{j \in \mathbb{N}, k \in\left\{0, \ldots, 2^{j}-1\right\}^{n}}$ are the (periodized) wavelet coefficients of $f$.

If $f \in \Lambda^{\varepsilon}\left(\mathbf{R}^{n}\right)$ for some $\varepsilon>0$, the function $v_{f}$ is non-decreasing, right-continuous and there exists $\alpha_{\text {min }}>0$ for which $v_{f}(\alpha)=-\infty$ for all $\alpha<\alpha_{\text {min }}$. Moreover, one has $v_{f}(\alpha) \in[0, n]$ for all $\alpha \geq \alpha_{\min }$. A function satisfying those properties is called an admissible profile.

In this section, we follow the path laid down in [25] and [26].
Definition 4. Given an admissible profile $v: \mathbf{R} \rightarrow\{-\infty\} \cup[0, n]$, we define the space $S^{\nu}$ by

$$
S^{v}=\left\{f \in L^{2}\left([0,1]^{n}\right): v_{f}(\alpha) \leq v(\alpha) \forall \alpha \in \mathbf{R}\right\}
$$

The definitions of $v_{f}$ and $S^{\nu}$ are independent of the chosen wavelet basis and the spaces $S^{\nu}$ are vector spaces linked with the Besov spaces by the following embedding:

$$
S^{\nu} \subset \bigcap_{q>0} \bigcap_{\varepsilon>0} B_{q, \infty}^{\eta(q) / q-\varepsilon}
$$

where $\eta$ is defined by

$$
\eta(q)=\inf _{\alpha \geq \alpha_{\min }}\{\alpha q-v(\alpha)\}+n
$$

The preceding inclusion becomes an equality if and only if $v$ is a concave function, in which case the corresponding space brings nothing new to the already existing formalisms. However, for non-concave profiles $v$, the contribution of the related spaces will become evident. If we denote

$$
h_{\max }=\inf _{h \geq \alpha_{\min }} \frac{h}{v(h)},
$$

the multifractal formalism based on the $S^{\nu}$ spaces relies on the following estimation of the Hölder spectrum:

$$
d_{f}^{v}(h)= \begin{cases}h \sup _{h^{\prime} \in(0, h]} \frac{v\left(h^{\prime}\right)}{h^{\prime}} & \text { if } h \leq h_{\max }  \tag{4}\\ n & \text { else }\end{cases}
$$

For any $f \in S^{\nu}$, we have $d_{f}(h) \leq d_{f}^{v}(h)$ for all $h \geq 0$ [35] and the set

$$
\left\{f \in S^{\nu}: d_{f}(h)=\left\{\begin{array}{ll}
d_{f}^{\nu}(h) & \text { if } h \leq h_{\max } \\
-\infty & \text { else }
\end{array}\right\}\right.
$$

is generic from both the prevalence [28] and the Baire genericity [36] points of view.

## 3. A theoretical example of signal with a non-concave spectrum

In this section, we present signals with non-concave spectra for which the multifractal formalism based on the $S^{\nu}$ spaces holds, while the WLM (or other Legendre-based methods) only leads to an upper bound of the spectrum.

To this purpose, we consider the sum of two binomial cascades (which are the simplest deterministic case of cascades). The notion of cascade is very important since it models many phenomena, many of them occurring in turbulences [1,37].
Definition 5. The binomial cascade of parameter $p \in(0,1)$ is the only Borel measure $m$ defined on $[0,1]$ such that

$$
m\left(\left[\sum_{k=1}^{n} \frac{\varepsilon_{k}}{2^{k}}, \sum_{k=1}^{n} \frac{\varepsilon_{k}}{2^{k}}+\frac{1}{2^{n}}\right)\right)=p^{\sum_{k=1}^{n} \varepsilon_{k}}(1-p)^{n-\sum_{k=1}^{n} \varepsilon_{k}}
$$

for all $n \in \mathbf{N}$ and $\varepsilon_{k} \in\{0,1\}(k \in\{0, \ldots, n\})$.
Let us recall that if $m$ is a finite Borel measure on $[0,1]^{n}$, the definition of Hölder exponent of $x_{0}$ and the Hölder spectrum of $m$ are respectively [38]

$$
h_{m}\left(x_{0}\right)=\liminf _{r \rightarrow 0^{+}} \frac{\log m(B(x, r))}{\log r}
$$

and

$$
d_{m}:[0,+\infty] \rightarrow\{-\infty\} \cup[0, n] \quad h \mapsto \operatorname{dim}_{\mathcal{H}}\left(\left\{x \in \mathbf{R}^{n}: h_{m}(x)=h\right\}\right)
$$

If $m$ is an uniformly regular measure (i.e. there exist a constant $C>0$ and an exponent $h_{\min }>0$ such that $m(B(x, r)) \leq C r h_{\text {min }}$ for any ball $\left.B(x, r) \subset[0,1]^{n}\right)$ then there exist a function $f$, called the associated wavelet series, whose wavelet coefficients are defined by $c_{j, k}=m\left(\left[k 2^{-j},(k+1) 2^{-j}\right)\right)$. In this case, $d_{f}=d_{m}$ (for more details, we refer the reader to [38,39]). As we will see in Proposition 3 (see Section 4), in this setting, the $S^{\nu}$-based method reduces to the computation of the wavelet profile $v_{f}$ (so that we can avoid the estimation of $d_{f}^{\nu_{f}}$ ).

The Hölder spectrum of a binomial cascade of parameter $p<1 / 2$ is

$$
d_{m}(h)=-\left(\alpha \log _{2}(\alpha)+(1-\alpha) \log _{2}(1-\alpha)\right)
$$

where

$$
\alpha=\frac{h+\log _{2}(1-p)}{\log _{2}(1-p)-\log _{2} p}
$$

for all $h \in\left[-\log _{2}(1-p),-\log _{2} p\right]$ (for a proof, see e.g. [15]).
The following theorem gives the Hölder spectrum of the sum of two binomial cascades.
Theorem 1. Let us denote by $m_{p_{1}}\left(\right.$ resp. $m_{p_{2}}$ ) the binomial cascade of parameter $p_{1}$ (resp. $p_{2}$ ), with $0<p_{1}<p_{2}<1 / 2$. The Hölder spectrum of the measure $m_{p_{1}}+m_{p_{2}}$ is equal to

$$
d_{m_{p_{1}}+m_{p_{2}}}(h)=\left\{\begin{array}{lll}
d_{m_{p_{1}}}(h) & \text { if } & h \leq h_{0} \\
d_{m_{p_{2}}}(h) & \text { if } & h \geq h_{0}
\end{array},\right.
$$

for all $h \in\left[-\log _{2}\left(1-p_{1}\right),-\log _{2} p_{2}\right]$, where

$$
h_{0}=\frac{\log _{2}\left(1-p_{1}\right) \log _{2} p_{2}-\log _{2}\left(1-p_{2}\right) \log _{2} p_{1}}{\log _{2}\left(\frac{1-p_{2}}{p_{2}}\right)-\log _{2}\left(\frac{1-p_{1}}{p_{1}}\right)}
$$

Proof. Let us first remark that for any $x \in[0,1]$,

$$
h_{m_{p_{1}}+m_{p_{2}}}(x)=\min \left\{h_{m_{p_{1}}}(x), h_{m_{p_{2}}}(x)\right\} .
$$

Indeed, for every $\varepsilon>0$, there is $0<R<1$ such that

$$
m_{p_{1}}(B(x, r)) \leq r^{h_{m_{p_{1}}}(x)-\varepsilon} \text { and } \mu_{p_{2}}(B(x, r)) \leq r^{h_{m_{p_{2}}}(x)-\varepsilon}
$$

for every $r<R$. One has

$$
\begin{aligned}
\frac{\log \left(m_{p_{1}}(B(x, r))+m_{p_{2}}(B(x, r))\right)}{\log r} & \geq \frac{\log \left(r^{h_{m_{p_{1}}}(x)-\varepsilon}+r^{h_{m_{p_{2}}}(x)-\varepsilon}\right)}{\log r} \\
& \geq \frac{\log \left(2 r^{\min \left\{h_{m_{p_{1}}}(x), h_{m_{p_{2}}}(x)\right\}-\varepsilon}\right)}{\log r},
\end{aligned}
$$

for every $r<R$. It follows that $h_{m_{p_{1}}+m_{p_{2}}}(x) \geq \min \left\{h_{m_{p_{1}}}(x), h_{m_{p_{2}}}(x)\right\}-\varepsilon$ and since $\varepsilon>0$ is arbitrary, we get that $h_{m_{p_{1}}+m_{p_{2}}}(x) \geq \min \left\{h_{m_{p_{1}}}(x), h_{m_{p_{2}}}(x)\right\}$.

In view of

$$
m_{p_{1}}(B(x, r))+m_{p_{2}}(B(x, r)) \geq m_{p_{1}}(B(x, r))
$$

and

$$
m_{p_{1}}(B(x, r))+m_{p_{2}}(B(x, r)) \geq m_{p_{2}}(B(x, r)),
$$

the other inequality is obvious.
For any $x \in[0,1]$, let $S_{n}(x)$ denote the number of 0 's appearing in the $n$th first terms of the proper dyadic development of $x$. If $m_{p}$ is the binomial cascade of parameter $p<1 / 2$, it is easy to check that

$$
\liminf _{n \rightarrow+\infty} \frac{S_{n}(x)}{n}=\frac{h_{m_{p}}(x)+\log _{2}(1-p)}{\log _{2}(1-p)-\log _{2} p} .
$$

Consequently, for every $x \in[0,1]$, we have

$$
\frac{h_{m_{p_{1}}}(x)+\log _{2}\left(1-p_{1}\right)}{\log _{2}\left(1-p_{1}\right)-\log _{2} p_{1}}=\frac{h_{m_{p_{2}}}(x)+\log _{2}\left(1-p_{2}\right)}{\log _{2}\left(1-p_{2}\right)-\log _{2} p_{2}}
$$

and a simple computation shows that

$$
h_{m_{p_{1}}+m_{p_{2}}}(x)=h_{m_{2}}(x) \Longleftrightarrow h_{m_{2}}(x) \geq h_{0} .
$$

The conclusion follows.
Remark 1. Let us notice that $d_{m_{p_{1}}}\left(h_{0}\right)=d_{m_{p_{2}}}\left(h_{0}\right)$ and that $h_{0}$ corresponds to the first intersection of the two graphs since we have

$$
h_{0}<\frac{-\log _{2}\left(1-p_{2}\right)-\log _{2} p_{2}}{2}
$$



Fig. 1. Spectrum of the sum of two binomial cascades of parameters $p_{1}=0.08$ and $p_{2}=0.4$ where the second cascade is shifted to the right by 0.2 . Theoretical spectrum (-) and WLM spectrum ( $\quad$ ). The spectrum obtained with the $S^{\nu}$ spaces corresponds to the theoretical spectrum.

Remark 2. This last result can easily be generalized to the case where a binomial cascade $m$ is shifted by a parameter $\beta>0$, that is to say that the wavelet coefficients of the associated wavelet series are given by $2^{-\beta j} m\left(\left[k 2^{-j},(k+1) 2^{-j}\right)\right)$ for every $j \in \mathbf{N}, k \in\left\{0, \ldots, 2^{j}-1\right\}$. In this case, we get that the Hölder spectrum of the sum of a binomial cascade $m_{1}$ of parameter $p_{1}$ and a shifted binomial cascade $m_{2}$ of parameter $p_{2}$ (with $0<p_{1}<p_{2}<1 / 2$ ) with shifting parameter $\beta$ is given by

$$
d_{m_{1}+m_{2}}(h)=\left\{\begin{array}{lll}
d_{m_{1}}(h) & \text { if } & h \leq h_{0} \\
d_{m_{2}}(h) & \text { if } & h \geq h_{0}
\end{array}\right.
$$

for any $h \in\left[-\log _{2}\left(1-p_{1}\right), \min \left\{-\log _{2} p_{1},-\log _{2} p_{2}+\beta\right\}\right]$, where $h_{0}$ is the first intersection of the graphs of $d_{m_{1}}$ and $d_{m_{2}}$. Fig. 1 shows an example.

One easily checks that the spectrum obtained with the $S^{\nu}$ spaces is exactly the theoretical spectrum. Indeed, a classical result of the theory of large deviations states that the increasing part of the spectrum of a binomial cascade is equal to its wavelet profile (see e.g. [40]). Since $S^{\nu}$ spaces are vector spaces, the wavelet profile of the sum is smaller than the Hölder spectrum. The other inequality is due to Proposition 3, proved in Section 4. Obviously, on the opposite, the WLM only gives the concave hull of the spectrum.

## 4. Implementation of the multifractal formalism based on the $\boldsymbol{S}^{\boldsymbol{v}}$ spaces

Now that the theoretical setting has been formulated and the theoretical interest has been shown, we can describe our algorithm to effectively compute the spectrum $d_{f}^{\nu}$ associated with a numerical signal $f$ : first, we show that $v_{f}$ can be theoretically replaced by the function $v_{f}^{C}$ defined by

$$
\nu_{f}^{C}(\alpha)=\lim _{\varepsilon \rightarrow 0^{+}} \limsup _{j \rightarrow+\infty} \frac{\log \# E_{j}(C, \alpha+\varepsilon)(f)}{\log 2^{j}}
$$

for any $C>0$. Next, we explain how to compute the function $v_{f}^{C}$ and give a way to effectively choose the constant $C$. Let us mention that the algorithm we propose is a stand-alone method: no operation but fine tuning is required by the user.

Of course, in practice, a signal is a finite sequence of values. We use the Mallat algorithm [41] and the Daubechies wavelets [42] to compute a finite number of wavelet coefficients. In $\mathbf{R}^{n}$ we adopt the tensor product wavelet basis [31,32].

### 4.1. A preliminary result

The following proposition is the key result for the effective implementation of the formalism.
Proposition 2. Let $\mathbf{C}=\left(C_{j}\right)_{j \in \mathbf{N}}$ be a sequence of positive numbers such that there exists $c>0$ such that $1 / c \leq C_{j} \leq c$ for any $j \in \mathbf{N}$. If we denote

$$
\nu_{f}^{\mathbf{c}}(\alpha)=\lim _{\varepsilon \rightarrow 0^{+}} \limsup _{j \rightarrow+\infty} \frac{\log \# E_{j}\left(C_{j}, \alpha+\varepsilon\right)(f)}{\log 2^{j}}
$$

we have $\nu_{f}^{\mathbf{C}}(\alpha)=v_{f}(\alpha)$ for any $\alpha \in \mathbf{R}$.
If $\boldsymbol{C}$ is the constant sequence $C_{j}=C$, we naturally write $v_{f}^{\boldsymbol{C}}$ by $\nu_{f}^{C}$.

Proof. First, observe that

$$
\# E_{j}(1 / c, \alpha+\varepsilon) \leq \# E_{j}\left(C_{j}, \alpha+\varepsilon\right) \leq \# E_{j}(c, \alpha+\varepsilon)
$$

for all $j \in \mathbf{N}, \alpha \in \mathbf{R}$ and $\varepsilon>0$. So that we have $v_{f}^{1 / c} \leq v_{f}^{c} \leq v_{f}^{c}$; therefore it is enough to prove that we have $v_{f}^{c}=v_{f}$ for any $C>0$.

Fix $\alpha \in \mathbf{R}, C>0, \varepsilon>0$ and let $J>0$ be such that for all $j>J, C 2^{-\varepsilon / 2 j}<1$. If $\left|c_{j, k}\right| \geq 2^{-(\alpha+\varepsilon / 2) j}$ then

$$
\left|c_{j, k}\right| \geq 2^{-(\alpha+\varepsilon / 2) j} C 2^{-\varepsilon / 2 j}=C 2^{-(\alpha+\varepsilon) j}
$$

in other words, we have

$$
\# E_{j}(C, \alpha+\varepsilon)(f) \geq \# E_{j}(1, \alpha+\varepsilon / 2)(f)
$$

which implies $v_{f}^{C}(\alpha) \geq v_{f}(\alpha)$.
For the other inequality, it suffices to take $J>0$ such that $2^{-\varepsilon j}<C$ for all $j>J$.

### 4.2. Computation of $\nu_{f}^{C}(\alpha)$ for fixed C and $\alpha$

Let us recall that the definition of $v_{f}^{C}(\alpha)$ formalizes the idea that, if $\alpha \geq \alpha_{\min }$, there are about $2^{\nu_{f}^{C}(\alpha) j}$ coefficients larger than $C 2^{-\alpha j}$ at scales $j$ "large enough". Following this idea, an approximation of $v_{f}^{C}(\alpha)$ is given by the slope of

$$
j \mapsto \frac{\log \# E_{j}(C, \alpha)(f)}{\log 2},
$$

for $j$ "large enough". In practice, it is approximated by the slope of a linear regression on correlated points only, using the least squares method. Also, a lower bound for the correlation has to be fixed. If the correlation is always smaller that this lower bound or if $\# E_{j}(C, \alpha)(f)=0$ for several $j$ 's, we say that the detected value for $v_{f}^{C}(\alpha)$ is $-\infty$. The impact of the choice of this lower bound (the typical values used are $p=0.95,0.99,0.999$ ) will be illustrated in the next section with examples. From now on, the notation $v_{f}^{C}(\alpha)$ will refer to this slope.

### 4.3. For a fixed $\alpha>0$, choice of the constant $\mathrm{C}>0$

From a theoretical point of view, the spectrum $d_{f}^{v_{f}}$ can be estimated by the computation of $v_{f}$, as introduced in Definition 3. However in practice, since we only have access to a finite number of wavelet coefficients, such a method is not efficient. If the typical value of these coefficients is too big (resp. too small) with respect to 1 , too many (resp. not enough) of them will be taken into account, so that the associated value of $\nu_{f}(\alpha)$ will be 1 (resp. $-\infty$ ).

In order to determine a good approximation of $\nu_{f}(\alpha)$, we use Proposition 2, that allows us to replace the constant 1 by an arbitrary constant $C$, which has to be adapted to the amplitude of the wavelet coefficients. Consequently, the main problem, for a fixed $\alpha>0$, lies in the choice of the constant $C$. If $\alpha \geq \alpha_{\text {min }}$, it should exist an interval [ $\left.C_{1}, C_{2}\right]$ such that for any $C \in\left[C_{1}\right.$, $C_{2}$ ], the values $v_{f}^{C}(\alpha)$ are close. For every fixed $\alpha>0$, we construct the function $C>0 \mapsto v_{f}^{C}(\alpha)$.

If $\alpha \geq \alpha_{\min }$, this function should be decreasing and a stabilization should appear. In the other case (i.e. if $\alpha<\alpha_{\min }$ ), the function should decrease without stabilization. We compute this function starting with $C=0$ until the detected value of $v_{f}^{C}(\alpha)$ is $-\infty$.

To detect the existence of a stabilization, we use a non-parametric gradient descent, where the gradient is calculated as the slope of the regression line over several consecutive points (typically 3 or 5 points) [43]. The approximation of $v_{f}(\alpha)$ is

- $-\infty$ if no stabilization is detected;
- the mean of the values $v_{f}^{C}(\alpha)$ obtained for the $C$ 's whose gradient are close to 0 , if a stabilization is detected.

A last crucial point is to determine the minimal length of the interval $\left[C_{1}, C_{2}\right]$ where the gradients are close to 0 . A first idea is to consider a length equal to the greatest value among the moduli of the wavelet coefficients. It gives some good results (see [44] for a similar method) but it is less efficient for signals with small size and it may be influenced by aberrant values in the signal (see Appendix). Besides, for any $\alpha$, this approach uses the same magnitude for the stabilization. However, the number of wavelet coefficients used to approximate $\nu(\alpha)$ strongly depends on $\alpha$; so does the length of the interval with a stabilization. In this article, a more robust approach is proposed for which the length of the interval [ $C_{1}, C_{2}$ ] depends on $\alpha$. Let us recall that we count the number of wavelet coefficients that are greater than $C 2^{-\alpha j}$. In other words, the considered wavelet coefficients $c_{j, k}$ satisfy $2^{\alpha j}\left|c_{j, k}\right| \geq C$. In view of this inequality, the idea is to consider an interval $\left[C_{1}\right.$, $C_{2}$ ] of magnitude equals the median of the values $2^{\alpha j}\left|c_{j, k}\right|$. In Sections 5 and 6 , we show that this method gives very good results. It is not influenced by aberrant values in the signal and allows to have a better approximation of the spectrum than other wavelet-methods.


Fig. 2. Example of $v_{f}(--)$ and $d_{f}^{v_{f}}(-)$.
4.4. The transition from $v_{\mathrm{f}}$ to $d_{f}^{v_{f}}$

Let us recall that the multifractal formalism based on the $S^{\nu}$ spaces for a function $f$ is a transformation of the function $v_{f}$ (see Eq. (4)). To understand this transformation, let us introduce the following definition [45].

Definition 6. Let $0 \leq a<b \leq+\infty$. A function $f:[a, b] \mapsto \mathbf{R}^{+}$is with increasing-visibility if $f$ is continuous at $a$ and

$$
\sup _{y \in(a, x]} \frac{f(y)}{y} \leq \frac{f(x)}{x}
$$

for all $x \in(a, b]$.
In other words, a function $f$ is with increasing-visibility if for all $x \in(a, b]$, the segment $((0,0),(x, f(x))$ ] lies above the graph of $f$ on ( $a, x$ ].

The passage from $v_{f}$ to $d_{f}^{v_{f}}$ transforms the function $v_{f}$ into a function with increasing-visibility. This is illustrated in Fig. 2.

In practice, once $v_{f}$ has been computed, a first natural idea is to estimate $\sup _{h^{\prime} \in(0, h]} v_{f}\left(h^{\prime}\right) / h^{\prime}$ in order to determine $d_{f}(h)$. However, since we have to deal with numerical data, there are precision errors in the function $v_{f}$ which may introduce a bias in the computation of this upper bound. In order to overcome this issue, we can use the fact that the function $v_{f}$ is transformed into a function with increasing-visibility. It is easy to see that a function $g$ is with increasing-visibility if and only if the function

$$
h>0 \mapsto \frac{g(h)}{h}
$$

is increasing. So, we can compute the function $h>0 \mapsto \frac{\nu_{f}(h)}{h}$ (for example, by taking steps of 0.01 ). If it is increasing, then $d_{f}(h)=v_{f}(h)$; on the other hand, if it is decreasing, we are in a non increasing-visibility part of $v_{f}$. In this case, we compute the mean of $\nu_{f}(h) / h$ for the first points of this decreasing part. If we denote by $s$ this mean, we use the estimation $d_{f}^{v_{f}}(h)=h$ for every $h$ such that $v_{f}(h) / h<s$. Once we get $v_{f}(h) / h \geq s$, we study, as previously, the monotonicity of the function $h \mapsto v_{f}(h) / h$ to determine $d_{f}^{v_{f}}$.

This last step of the algorithm adds a lot of computational operations to the method. Let us show that in some cases, this step is not useful.

Proposition 3. Let $m$ be an uniformly regular measure and let $f$ be the associated wavelet series. If

$$
\begin{equation*}
\inf \left\{\frac{v_{f}(x)-v_{f}(y)}{x-y}: x, y \in\left[\alpha_{\min }, \alpha_{\max }\right], x<y\right\}>0 \tag{5}
\end{equation*}
$$

where $\alpha_{\max }=\inf \left\{\alpha: v_{f}(\alpha)=1\right\}$, then the wavelet profile $v_{f}$ is an approximation of the increasing part of $d_{f}$, i.e. it gives an upper bound of the Hölder spectrum.

Proof. Let us remark that if $f_{\beta}$ denotes the function whose wavelet coefficients are given by $2^{-\beta j} c_{j, k}$, then we have

$$
\begin{equation*}
d_{f_{\beta}}(h)=d_{f}(h-\beta) \quad \text { and } \quad v_{f_{\beta}}(h)=v_{f}(h-\beta) \tag{6}
\end{equation*}
$$



Fig. 3. Function $C \mapsto \nu^{C}(\alpha)$ for a simulation of a Brownian motion. We search a stabilization on an interval [ $\left.C_{1}, C_{2}\right]$ whose length $l$ depends on $\alpha$ (see Section 4.3).
for any $h \in[0,+\infty]$. The hypothesis on the wavelet profile $\nu_{f}$ implies that there exists $\beta>0$ such that the function $v_{f_{\beta}}$ is with increasing-visibility. In this case, $v_{f_{\beta}}$ approximates $d_{f_{\beta}}$ (see the end of Section 2). Using property (6), we can conclude that the increasing part of $d_{f}$ can be approximated by $\nu_{f}$.

Remark 3. Obviously, if the infimum in (5) equals 0 and if the infimum taken on $x, y \in\left[\alpha_{\min }, \alpha\right]$ is strictly positive for any $\alpha<\alpha_{\text {max }}$, then the result is still valid.

The method presented in this section will be called the Wavelet Profile Method (WPM). In the following, we will show that this method gives better theoretical results on some signals: we will do a systematic study on signal simulations by discussing the size of the signals generated and by comparing the WPM with the WLM.

## 5. WPM in action: standard setting

The next step is to test the algorithm described in Section 4 on several examples. We show here that the method gives results at least as good as results obtained using other wavelet-methods (mainly, the WLM) when the function is monofractal or multifractal with a concave spectrum.

### 5.1. The fractional Brownian motion

To illustrate the monofractal case, the walks of a fractional Brownian motion are used. This process was introduced by Mandelbrot and Van Ness in [46]. For a given $H \in[0,1]$, it is the unique Gaussian stochastic process that is self-similar of order $H$ with stationary increments. Its main property is the existence of a long-range correlation which introduces a weak dependence between the points of a realization. Such dependence are detected in many experimental observations and that is why fractional Brownian motions model many monofractal phenomena [46-49].

The parameter of self-similarity $H$ is called the Hurst index. Almost surely, the walk of a fractional Brownian motion of parameter $H \in(0,1)$ is continuous, nowhere differentiable and the associated Hölder exponent is equal to $H$ [50].

To simulate fractional Brownian motions, we use the algorithm described in [51]. As a first illustration, we compute the spectrum of a classical Brownian motion (i.e. $H=1 / 2$ ). Let us recall that to approximate the spectrum at point $\alpha$, we look for a stabilization of the function $C \mapsto \nu^{C}(\alpha)$. If there is no stabilization, the spectrum at point $\alpha$ is equal to $-\infty$. Consequently, for a Brownian motion, no stabilization should be detected for $\alpha<0.5$ and a stabilization equal to 1 should appear for $\alpha=0.5$. This is illustrated in Fig. 3.

For a fixed size $2^{j}(12 \leq j \leq 20)$, we have simulated one hundred walks of fractional Brownian motion with a parameter $H$ which varies between 0.2 and 0.8 by steps of 0.05 .

We have compared our method with the WLM: in Fig. 4, the mean and the boxplot of the distances between the detected Hölder exponent and $H$ for simulations of size $2^{j}$ is represented for any $j$.

The two methods often give similar results. The WPM seems more robust, in the sense that the boxplots associated with this method are smaller than those associated with the WLM. The robustness will be more deeply studied in Section 6.3.


Fig. 4. Functions that represent for every $j$, the boxplot of the distances between the Hölder exponent detected and $H$ (for $H$ which varies between 0.2 and 0.8 by steps of 0.05 ) of size $2^{j}$ of walks of fractional Brownian motion with a parameter $H$. The mean of these distances is also represented (in black).

### 5.2. Multifractal examples with concave spectra: the Mandelbrot cascades

The first example of function with a concave spectrum is based on the notion of Mandelbrot cascades [52]. It generalizes the notion of binomial cascades presented in Section 3.

Definition 7. Let $W$ be a given positive random variable such that $E[W]=1$ and $\left\{W_{\varepsilon}\right\}_{\varepsilon \in \Sigma}$ be an i.i.d. collection of copies of $W$ indexed with the infinite binary tree $\Sigma=\bigcup_{n \geq 1}\{0,1\}^{n}$. For any $n \in \mathbf{N}$, one defines the random measure $m_{n}$ on $[0,1]$ by

$$
m_{n}\left(\left[\sum_{k=1}^{n} \frac{\varepsilon_{k}}{2^{k}}, \sum_{k=1}^{n} \frac{\varepsilon_{k}}{2^{k}}+\frac{1}{2^{n}}\right)\right)=W_{\varepsilon_{1}} W_{\varepsilon_{1} \varepsilon_{2}}, \ldots, W_{\varepsilon_{1} \varepsilon_{2}, \ldots, \varepsilon_{n}}
$$

The sequence $m_{n}$ converges almost surely to a Borel measure $m$ on the interval [0, 1] [38].
In the sequel, we will consider the case where the law of $W$ is log-normal with parameters $\mu<0$ and $\sigma^{2}$ such that $|\mu| / \sigma>\sqrt{2 \log 2}$. Its spectrum is given almost surely by

$$
d(h)=-\frac{(h+\mu / \log 2)^{2} \log 2}{2 \sigma^{2}}+1
$$

if $h \in\left[-\sqrt{\frac{2}{\log 2}} \sigma-\frac{\mu}{\log 2}, \sqrt{\frac{2}{\log 2}} \sigma-\frac{\mu}{\log 2}\right][38,53]$.
The theoretical spectrum is compared with the spectrum obtained with the WPM and with the WLM in Fig. 5: one can see that both methods give a good approximation of the spectrum. Let us remark that the WPM hardly detect the spectrum for small $h$; this problem depends on the size of the signal (on average, the first $h$ is equal to 0.03 for size $2^{20}$ and 0.08 for size $2^{15}$ ). Let us recall that this method is based on the investigation of the behavior of the number of wavelet coefficients that are larger than $2^{-h j}$ across scales $j$. For very small $h$, there are not enough remaining coefficients to have a stabilization. Let us mention that the method proposed in this article (i.e. which consists in taking the median of the values $2^{\alpha j}\left|c_{j, k}\right|$ as magnitude of the size of the interval of the stabilization) greatly improves this detection compared to similar methods [44], as developed in Appendix.

For a fixed size $2^{j}(11 \leq j \leq 20)$, we have simulated one hundred log-normal cascades and computed the root-mean-square deviation (RMSE) of each simulation. The boxplot and the mean of these RMSE are represented in Fig. 6. The two methods give very similar results.

### 5.3. Multifractal examples with concave spectra: the Lévy processes without Brownian part

The second example considered here is a Lévy process. It is a stochastic process with independent and stationary increments that is right-continuous and admits almost surely a left limit at any point. A Lévy process is associated with an index $\beta \in[0,2]$, called the Blumenthal and Getoor lower index. It is mostly used in the field of financial modeling [54].

The multifractal nature of a Lévy process is presented in [55]. Let us recall one of its main properties: a Lévy process can be decomposed into the sum of a (possibly vanishing) Brownian part and an independent pure jump process. The


Fig. 5. Increasing part of the spectrum of the $\log$-normal cascade ( $\mu=-0.45 \log 2$ and $\sigma^{2}=0.1 \log 2$ ). Theoretical spectrum ( - ), WPM spectrum ( $\_$) and WLM spectrum ( $\quad$ ).


Fig. 6. Functions that represent for every $j$, the boxplot of the RMSE of one hundred log-normal cascades of size $2^{j}$. The mean of these RMSE is also represented (in black).
multifractal properties of the sample paths of a Lévy process are governed by its index $\beta$ : if the Lévy process with index $\beta$ has no Brownian part, then almost surely, its spectrum is given by

$$
d(h)=\beta h
$$

for all $h \in[0,1 / \beta]$. The case where there is a non-vanishing Brownian part will be treated in the next section.
To simulate Lévy processes, we use the algorithm described in [56].
The theoretical spectrum is compared with the spectrum obtained with the WPM and with the WLM in Fig. 7. The spectrum detected with the WPM fits better the real one than the spectrum obtained via the WPM. This last method tends to make a strictly concave spectrum. However, as for the previous example, the WPM does not detect the spectrum for very small $h$ but the method proposed in this article greatly improve this detection compared to similar methods [44], as illustrated in Appendix.

For a fixed size $2^{j}(11 \leq j \leq 20)$, we have simulated one hundred Lévy processes without Brownian part ( $\beta=1.3$ ) and the RMSE of each simulation has been computed. The boxplot and the mean of these RMSE are represented in Fig. 8. The WPM clearly gives better results than the WLM.

## 6. WPM in action: effectiveness of the method on classical examples

In this section, we show the contributions of the WPM in the computation of the Hölder spectrum. First, we consider functions that have a non-concave spectra and we show that the WPM gives a good approximation of the spectrum. As


Fig. 7. Spectrum of the Lévy process without Brownian part ( $\beta=1.3$ ). Theoretical spectrum ( - ), $S^{\nu}$ spectrum (_) and WLM spectrum ( $-\quad$ ). The results are obtained with a realization of length $2^{20}$.


Fig. 8. Functions that represent for every $j$, the boxplot of the RMSE of one hundred Lévy processes without Brownian part ( $\beta=1.3$ ) of size $2^{j}$. The mean of these RMSE is also represented (in black).
expected, the WLM only allows at best to recover the concave hull of the spectrum. Second, we illustrate that the WPM is more robust than the WLM.
6.1. Multifractal examples with non-concave spectra: the Lévy processes with a Brownian part

The first example with a non-concave spectrum gives a complement to the computation of the spectrum of a Lévy process. Indeed, in Section 5.3, we have calculated the Hölder spectrum of a Lévy process without Brownian part. Now, we treat the case where the Brownian motion of the Lévy process is non-vanishing [55]. If the Lévy process with index $\beta$ has a Brownian component, the associated Hölder spectrum is non-concave and, almost surely, is equal to

$$
d(h)= \begin{cases}\beta h & \text { if } h \in[0,1 / 2) \\ 1 & \text { if } h=1 / 2\end{cases}
$$

In Fig. 10, we have represented the function $C \mapsto \nu^{C}(\alpha)(\alpha=0.4$ and $\alpha=0.52)$ for a simulation of a Lévy process with a Brownian part. It is interesting to note that for $\alpha<0.5$, one stabilization is detected and corresponds to the approximation of the spectrum at $\alpha$ (see Fig. 10(a)); for $\alpha>0.5$, two stabilizations are detected (see Fig. 10(b)). This first one is the approximation of the spectrum at $\alpha$ and the second one corresponds to the Lévy process without Brownian part used to define the signal. The WPM can thus detect the presence of several processes in a single signal.

In Fig. 9, we compare the spectra obtained with the WPM and the WLM. As for the Lévy process without Brownian part, we have used the function $v_{f}$ to approximate the spectrum. With the WPM, the non-concave part is detected. In this case, the superiority of the WPM is clear, since the WLM only allows to detect the concave hull of the spectrum.


Fig. 9. Spectrum of a Lévy process which is the sum of a pure jump process $(\beta=1.3)$ and a Brownian motion ( $H=0.5$ ). Theoretical spectrum ( $\cdots$ ), WPM (_) and WLM spectrum (-_). The results are the averages over one hundred realizations of length $2^{20}$.


Fig. 10. Function $C_{\mapsto} \mapsto \nu^{C}(\alpha)$ for a simulation of a Lévy process ( $\beta=1.3$ ) with a Brownian motion. We search a stabilization on an interval [ $\left.C_{1}, C_{2}\right]$ whose length $l$ depends on $\alpha$ (see Section 4.3).

For a fixed size $2^{j}(11 \leq j \leq 20)$, we have simulated one hundred Lévy processes with a Brownian part ( $\beta=1.3$ ). For each fixed $j$, we have computed the RMSE of each simulation. The boxplot and the mean of these RMSE are represented in Fig. 11. The WPM is obviously better than the WLM. However let us remark that for the signals of size $2^{11}$, it is very difficult to have an acceptable stabilization for the function $C \mapsto v_{f}^{C}(\alpha)$ for almost every $\alpha$. We have less than $15 \%$ of the signals with an acceptable stabilization; it is thus impossible to represent the boxplot of these signals for the WPM.

### 6.2. Multifractal examples with non-concave spectra: superposition of two log-normal cascades

Our last example is obtained by superposing two log-normal cascades. More precisely, if $m_{1}$ and $m_{2}$ are two measures associated with a log-normal cascade, we define the measure $m$ by

$$
m=\tilde{m}_{1}+\tilde{m}_{2}
$$

where $\tilde{m}_{1}$ (resp. $\tilde{m}_{2}$ ) is a measure defined on $[0,1 / 2]$ (resp. $\left.[1 / 2,1]\right)$ such that $\tilde{m}_{1}(I)=m_{1}(2 I)\left(\right.$ resp. $\left.\tilde{m}_{2}(I)=m_{2}(2(I-1 / 2))\right)$. Clearly, the spectrum is given by

$$
d_{m}(h)=\sup \left\{d_{m_{1}}(h), d_{m_{2}}(h)\right\} .
$$

In Fig. 12, we compare the spectra obtained via the WPM and the WLM. The second method can only compute the concave hull of the theoretical spectrum; it is thus impossible to detect the presence of two log-normal cascades. With this method, one could conclude that there is only one cascade in the signal. On the other hand, the WPM shows the existence of a second phenomenon in the signal.

For a fixed size $2^{j}(11 \leq j \leq 20)$, we have simulated one hundred superpositions of two log-normal cascades and have computed the RMSE of each simulation of size $2^{j}$. The boxplot and the mean of these RMSE are represented in Fig. 13. We


Fig. 11. Functions that represent for every $j$ the boxplot of the RMSE of one hundred Lévy processes which are the sum of a pure jump process ( $\beta=1.3$ ) and a Brownian motion ( $H=0.5$ ) of size $2^{j}$. The mean of these RMSE is also represented (in black).


Fig. 12. The increasing part of the spectrum of the superposition of two $\log$-normal cascades with parameters $\mu_{1}=-0.45 \log 2, \sigma_{1}^{2}=\sqrt{0.1 \log 2}, \mu_{2}=$ $-0.33 \log 2$ and $\sigma_{2}^{2}=0.02 \log 2$ where the first (resp. second) cascade is shifted to the right by 0.1 (resp. by 0.05 ). Theoretical spectrum ( $\cdots$ ), $S^{v}$ spectrum (_) and WLM spectrum ( $\quad$ ). The results are obtained with a realization of length $2^{20}$.


Fig. 13. Functions that represent for every $j$, the boxplot of the RMSE of one hundred log-normal cascades with parameters $\mu_{1}=-0.45 \log 2, \sigma_{1}^{2}=$ $\sqrt{0.1 \log 2}, \mu_{2}=-0.33 \log 2$ and $\sigma_{2}^{2}=0.02 \log 2$ where the first (resp. second) cascade is shifted to the right by 0.1 (resp. by 0.05 ) of size $2^{j}$. The mean of these RMSE is also represented (in black).


Fig. 14. Function $q \mapsto \eta_{f}(q)$. Right (resp. left) for the fBm (resp. abfBm) of size $2^{15}$ with $H=0.8$.
clearly see that the superiority of the WPM over the WLM. Let us remark that, as for the Lévy process, for the size $2^{11}$ and $2^{12}$, less than $10 \%$ of the signals give an acceptable stabilization for the function $C \mapsto \nu_{f}^{C}(\alpha)$ for almost any $\alpha<0.34$. In these cases, the WLM leads to a spectrum, but it is not a good approximation of the theoretical spectrum. The boxplot associated to these signals for the WLM are also clearly worse than the others.

### 6.3. Robustness of the method: aberrant values in fractional Brownian motions

In practice, aberrant values can appear in a signal (for example, see [4]). These values can influence the analysis of the signal. This is illustrated in this section with the fractional Brownian motion (denoted by fBm) where one value of the signal is modified. More precisely, one point of the signal is replaced by four times the largest value of the signal (such a modification is inspired by real-life signals [4]). This signal will be denoted by afBm.

Let us recall that the WLM approximates the Hölder exponent of a monofractal signal by the slope of the function $q \mapsto \eta_{f}(q)$ where

$$
\eta_{f}(q)=\liminf _{j \rightarrow+\infty} \frac{2^{-j} \sum_{k}\left|d_{j, k}\right|^{q}}{\log 2^{-j}}
$$

where $\left(d_{j, k}\right)_{j, k}$ denote the wavelet leaders of the signal ; they are defined as local suprema of wavelet coefficients, see [57] for more details.


Fig. 15. Functions that represent for every $j$, the boxplot of the distances between the Hölder exponent detected for the fBm and the exponent detected for the corresponding afBm of size $2^{j}$. The mean of these distances is also represented (in black).

For the fBm , this method gives good results (see Section 5.1) but the function $\eta_{f}$ is strongly disturbed with the afBm, as illustrated in Fig. 14. Indeed, such a modification of the fBm implies that, at each scale $j$, at least one wavelet coefficient is strongly modified. As a result the function $\eta_{f}$ has a flat part for the largest values of $q$ and the slope of the increasing part does not give a correct approximation of the Hölder exponent. The WPM (resp. WLM) approximates the Hölder exponent by 0.81 and 0.82 (resp. 0.81 and 0.87 ) for the fBm and the afBm respectively.

Fig. 15 shows for every $j$, the mean and the boxplot of the distance between the Hölder exponent detected for the fBm and the exponent detected for the corresponding afBm using the WPM and the WLM. The robustness of the WPM is clear. For the sizes $2^{j}$ with $15 \leq j \leq 20$, this distance is smaller than 0.01 . For smaller sizes, this distance is also very small, excepted for a few signals of size $2^{11}$. On the other hand, the WLM is very disturbed. For the sizes $2^{j}$ with $16 \leq j \leq 20$, the distance has the same order of magnitude as the approximation of the exponent of the original signal (see Fig. 4). For the smaller sizes, the exponent detected for the afBm is significantly different from the true exponent.

## 7. Conclusion

We have introduced an algorithm that allows to apply the $S^{\nu}$-based multifractal formalism to numerical data. Similar methods have been proposed [27], but the implementation described in Section 4 is the only one which is stand-alone.

For monofractal and concave spectra, our method gives similar results to the ones obtained using the wavelet leaders method for the increasing part of the spectrum. Moreover, the WPM leads to the detection of non-concave spectra, where, as already known, the wavelet leaders method fails and only leads to the concave hull of such spectra.

However, the WPM may be unsuccessful in detecting the spectrum for the smallest values of $h$. This is due to the fact that more coefficients are needed to properly compute the $S^{\nu}$ spectrum.

Moreover, the WPM is more robust to aberrant values, as shown in Section 6.3.
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## Appendix A

In practice, the choice of the constant $C$ used to compute an approximation of the value $v(\alpha)$ is very important; the computed value $\nu^{C}(\alpha)$ is dependent of $C$ and can be very different from the theoretical value $\nu(\alpha)$. Our approach is not to find a constant $C$ but rather an interval where the value $v^{C}(\alpha)$ is (nearly) constant. In a previous article [44], the length of this interval was taken to be equal to the greatest value among the moduli of the wavelet coefficients. In what follows, this approach is called method 1 and the approach of this article is called method 2 . This appendix illustrates a few problems of method 1 and shows that method 2 solves them.

First, as illustrated in Fig. 16, method 1 is less efficient for the smallest sizes of the signal than method 2.


Fig. 16. Functions that represent for every $j$, the boxplot of the distances between the Hölder exponent detected and $H$ (for $H$ which varies between 0.2 and 0.8 by steps of 0.05 ) for walks of fractional Brownian motion of size $2^{j}$ with parameter $H$. The mean of these distances is also represented (in black).


Fig. 17. Functions that represent for every $j$, the boxplot of the distances between the Hölder exponent detected for the fBm and the exponent detected for the corresponding afBm of size $2^{j}$. The mean of these distances is also represented (in black).

Table 1
The median value for the smallest $h$ detected for a Lévy process of size $2^{j}$ ( $\beta=$ 1.3).

|  | Method 1 | Method 2 | Difference between the two methods |
| :--- | :--- | :--- | :--- |
| $j=20$ | 0.09 | 0.26 | 0.17 |
| $j=19$ | 0.13 | 0.27 | 0.14 |
| $j=18$ | 0.19 | 0.27 | 0.08 |
| $j=17$ | 0.18 | 0.28 | 0.1 |
| $j=16$ | 0.19 | 0.3 | 0.11 |
| $j=15$ | 0.2 | 0.33 | 0.13 |
| $j=14$ | 0.22 | 0.34 | 0.12 |
| $j=13$ | 0.3 | 0.37 | 0.07 |
| $j=12$ | 0.36 | 0.43 | 0.07 |
| $j=11$ | 0.45 | 0.56 | 0.11 |

Moreover, it is easy to convince oneself that method 1 is strongly influenced by aberrant values in the signal, as for the WLM, since the size of the interval in this case is given by the largest wavelet coefficient. In Fig. 17, we compare the two methods for the afBm (as in Section 6.3): we clearly see the influence of an aberrant value in the signal in method 1.

Finally, method 2 allows to approximate the spectrum for smaller values of $h$ compared to method 1 . Table 1 gives the median value for the smallest detected $h$ for a Lévy process of size $2^{j}$. We clearly see the advantages of the method proposed in this article.
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