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Abstract

In the context of microelectromechanical systems, due to their reduced size, the surface
phenomena, e.g. adhesion contact, play an important role in the reliability of the devices.
Indeed, the adhesive forces, e.g. capillary and van der Waal forces, can lead to the
stiction failure for which the two contacting surfaces can accidentally be stuck together
permanently. This is a common failure of MEMS. Because of the comparability between
the roughness of the contacting surfaces and the ranges of adhesive stress, the interaction
area can be much smaller than the apparent one. Since the contact zone is reduced and
becomes comparable with the characteristic length scale of the surface roughness, the
behaviors of micro structures subjected to adhesion suffer from a scatter, i.e. while some
devices are unstuck, the others with an identical design are stuck. The objective of this
work is to predict in a probabilistic way the adhesion behaviors of MEMS by accounting
for the randomness of the contacting surfaces.

The straightforward solution toward this end consists in constructing a numerical
model, e.g. using finite element method, and in performing a Monte-Carlo simulation
(MCS) directly on that model. Because the problem spans multiple scales, including the
nanometers range of adhesive stress and the micrometers length scale of MEMS, that
method demands a huge computational cost and becomes unpractical. In this work, a
stochastic model-based multiscale method is developed to fulfill the predefined objective
while remaining efficient in terms of computational cost. In this model, MCS is also per-
formed, however, in a scale-by-scale way. With this method, the model is executed with
acceptable computational cost. To verify the proposed model, a comparison in terms
of the numerical predictions obtained from two approaches, direct MCS and stochastic
model-based method, is performed. Furthermore, the model is applied to simulate the
stiction tests reported in the literature, and also on the experimental surfaces fabri-
cated by our partner at IMT-Bucharest lab 1 (without stiction test). By comparing the
numerical predictions with the experimental results, the model is then validated.

The model is used to broaden our knowledge in stiction phenomenon by considering
the effects of the following aspects on the adhesion energies: the roughness of surfaces,
the non-Gaussianity in the probability distribution of surface heights, and the humidity
of the environment conditions. Furthermore, the comparison between different sources
of uncertainty, e.g. due to the surfaces roughness and in the geometry dimensions of the
devices, is performed.

1Visit IMT lab at http://www.imt.ro/
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Chapter 1

Introduction

1.1 Motivation

Nowadays, microelectromechanical systems (MEMS) are parts of a flourishing technol-
ogy [36, 18, 81, 59, 137]. Due to their reduced size, on the one hand, MEMS devices
hold appreciated advantages, such as low power requirement, and reduced manufac-
turing cost. MEMS devices, such as accelerometers, digital mirrors, pressure sensors,
gyroscopes, resonators, and DNA chips, are successfully integrated in many domains
ranging from industry to life sciences. In spite of those advantages, on the other hand,
the technology is hampered by reliability issues. For example, due to their small size,
MEMS devices are characterized by a large surface to volume ratio which combined to
the relative smoothness of the surfaces, the small interracial gaps, and the small restoring
forces, makes them vulnerable to surface forces. As a result, when two parts of a micro
device contact each others, they can permanently adhere together because of the adhe-
sive forces, such as van der Waals (vdW) and capillary forces. That phenomenon is called
stiction – a common failure of MEMS, see Fig. 1.1 [135,133,136,126,14,15,87,78,65,129].
To improve the reliability when developing a new MEMS device, the stiction phe-
nomenon should be investigated during the design process.

As it was stated in [138], “All surfaces are rough.”. It turns out that the surface
roughness plays an important role in tribology problems, particularly in the context of
MEMS stiction. Indeed, because of the roughness of the contacting surfaces, see Fig. 1.2,
and the relative short range of adhesive stress, the interaction between rough surfaces
follows the multiple asperity contact theory, and the interacting area is usually much
smaller than the apparent one [42,138,6,102,101,79]. In addition, due to the short range
of the adhesive interaction, the contact zone governing the phenomenon is limited in
comparison with the size of the micro-structure, and consequently its size might not be
fully separated, in the sense of the order of magnitude, with the characteristic length of
the contacting rough surfaces, e.g. the distance between two contacting asperities. As
a result, the behavior of micro-structures subjected to adhesion contact suffer from a
scatter, as it was stated in [134] “... why one MEMS device sticks and another ‘identical’
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one does not.”. Toward the end of predicting the stiction risk during the MEMS design,
the uncertainties of adhesion behaviors should be quantified. Although there exist other
sources of uncertainties in addition to the randomness of the contacting rough surfaces,
e.g. material properties uncertainty, this work focuses on the surface roughness due to
its importance on the stiction phenomenon.

To predict, in a probabilistic way, the stiction behavior, the brute force solution
consists in using the probabilistic theory to characterize the sources of uncertainty,
i.e. the randomness of rough surfaces, and in using Monte-Carlo simulation (MCS)
to propagate the randomness through a model of the considered structure. Due to
the multiple scales involved, i.e. the range of adhesive stress is O(1 nm) while the
size of MEMS structures is O(100 µm), this method is characterized by an expensive
computational cost which certainly limits its applicability.

The aim of this work is to breakthrough this limitation. A probabilistic multiscale
model of the phenomenon is constructed. The randomness of the contacting rough
surfaces is propagated through this model, however, in a scale-by-scale way instead of
a direct one, which makes the stiction phenomenon predictable, in a probabilistic way,
with acceptable computational cost.

Figure 1.1: Scanning electron microscope picture of the stiction failure of a comb drive
reported in [133].

1.2 State of the art

In this section, the aspects related to the objective of this work including stiction ex-
periments, contact mechanics, and uncertainty quantification of multiscale problems are
put in the context of the state of the art.



1.2 State of the art 13

Figure 1.2: Scanning electro microscope picture of a polysilicon surface fabricated at
IMT-Bucharest lab.

(a) Failure configurations (not on scale). (b) Adhesive contact between beam bot-
tom surface and substrate surface (not on
scale).

Figure 1.3: The stiction failure of a cantilever beam structure under humid condition:
(a) released configuration and two possible failure configurations, S-shape and arc-shape,
with crack length ls identified for the case of S-shape failure, (b) zoom into a part of the
contact zone, which spreads from the crack tip to the beam free end, with illustration
of the condensing water area on the surface topology.

1.2.1 Stiction experiments

Many experiments were conducted to investigate the stiction phenomenon. For instance,
in [151,29,109,32,31,120,121,65], the stiction tests were implemented using micro can-
tilever beam structures. The beams were first artificially forced to enter into contact
with the substrates. The external factors were then released and the stiction configura-
tions were obtained, see Fig. 1.3(a). Using the interferometer, the crack lengths – the
length of non-contact zone, see Fig. 1.3(a) – were measured and used to evaluate the ap-
parent adhesion energies. The experimental results showed that the apparent adhesion
energies between rough surfaces are smaller than the theoretical ones by ratios in the
range 10−6−1. This range is also an approximation of the ratio between the interacting
area – the area on which the adhesive stress is applied, e.g. the condensing water area
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in case of capillary interactions – and the apparent one, see Fig. 1.3(b). These experi-
mental results confirm the multiple asperity contact theory, i.e. due to the roughness of
the contacting surfaces the contact interaction involves only the highest asperities of the
surface topology and the real interacting area is much smaller than the apparent one
as illustrated in Fig. 1.3(b) [47]. Considering the rough surface as an ergodic random
field for which a probability density function of surface heights is derived, the multi-
ple asperity contact theory implies that the shape of the probability density function
affects the contact interaction. When dealing with adhesive contact problems, a Gaus-
sian probability distribution of surface heights is usually assumed. However, since the
Gaussian distribution is based on only two parameters, the mean and the variance, it
cannot approximate accurately the probability distribution of surface heights especially
when getting further from the mean value [24,156]. Moreover, the effective contact zone
governing the phenomenon is limited in size compared to the size of the involved micro-
structures. For example, in the case of the S-shape failure of the micro beams illustrated
in Fig. 1.3(a), although the apparent contact zone is large and spreads from the crack
tip – defined as the separation point between non-contact and contact zones – to the
beam end, the effective contact zone on which the adhesive forces act to induce the S-
shape is only located around the crack tip [29]. As a result, the contacting length scale
might not be fully separated, in the sense of the order of magnitude, with the correlation
length of the contacting surfaces – the distance at which the value of autocovariance
function (ACF) of surface heights is negligible compared to the surface height variance.
Since the ratio between the interacting area and the apparent one is generally much
smaller than the unit, the behavior of micro-structures subjected to adhesive contact
can suffer from scatters. In [151,32], the uncertainties of the apparent adhesion energies
were experimentally observed confirming the existence of this phenomenon. Indeed, the
standard deviations of the apparent adhesion energies were observed to be upto 50% of
the mean values [151,32].

1.2.2 Adhesive contact models

Prediction of the stiction risk relies on the contact mechanics. The domain is developed
based on the Hertz contact model [48] which originally deals with the non-adhesive elas-
tic contact between spherical bodies. For the problems of adhesive contact between
spheres, there exist three analytical models: the Derjaguin-Muller-Toporov (DMT)
model [33], the Johnson-Kendall-Roberts (JKR) model [57], and the Maugis model [90].
While DMT model is applicable for hard contacting bodies and long range adhesive
stress, the JKR model is used for soft contacting bodies and short range adhesive stress.
Maugis model is the transition solution between them.

Based on the multiple asperity contact theory in which the interaction involves only
the highest asperities, statistical approaches of rough surfaces contact models, such as
Greenwood and Williamson (GW) model [42] or Bush-Gibson-Thomas (BGT) model
[20], were developed. In theses models, the rough surface is assumed to be a Gaussian
random field for which the distribution of the summits, i.e. the distribution of their
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heights and radii, is well-established using the statistical moments, such as the variances
of surface heights, and the variances of the first and second order spatial derivatives of
surface heights. For GW model, the summit radii are approximated by their mean value
while for the BGT this approximation is relaxed. The contact forces are evaluated by
applying the appropriate spherical contact model on the summits using their heights
and radii as input data. The contact forces between rough surfaces are then calculated
by an integration of the asperity contact forces weighted with the distribution function
of summits. One disadvantage of these models is the local property of summits, i.e. the
summit radii are calculated using the spatial derivatives which are evaluated depending
on the sampling distance. Furthermore, in order to derive the analytical solution, the
apparent contact area is assumed to be infinite. As a result, it is not applicable for a
probabilistic analysis which requires to account for the size of the contacting surfaces.
In addition, the assumption of a Gaussian probability distribution of the surface heights
might not be accurate when predicting adhesion as shown in [24,156].

More recently, full numerical models, e.g finite element (FE) [9, 8, 7, 100, 153, 143,
142, 141] or molecular dynamics (MD) [74, 23, 106] models, were developed for contact
problems. Although they bring accurate results and account for the size effect, they are
not efficient in terms of computational cost. This fact is due to the relative small size of
the descritized mesh required because of the short range of adhesive forces (O(1 nm))
and of the small size of asperity radii (O(200 nm)), compared to the size of the meshed
contacting surface (O(10 µm2)).

When predicting the behaviors of MEMS structures subjected to adhesive contact,
the inefficiency of these full numerical methods becomes problematic since the size of
the apparent contact area increases. Therefore, it is more advantageous to apply the
multiscale approach in which the meso-scale contact forces are derived using a model
accounting for the adhesive interaction at the lower-scale of the adhesion phenomenon.
The meso-scale adhesive forces are then integrated into the upper-scale model of the
considered structure as adhesive contact laws. The behavior of the MEMS structures
is then predicted effectively using the FE method. This approach was developed in
[146,127], and particularly in the author’s master thesis [50], however for deterministic
problems only.

1.2.3 Uncertainty quantification of multiscale phenomenon

In practice, because of the randomness in the physical aspects, such as material micro-
structures and rough contacting surfaces, the behaviors of the involved structures suffer
from scatters. Indeed, due to these randomnesses, the problems properties such as
material properties, contact behaviors, and boundaries conditions are nondeterministic.
As a result, the behaviors of identical-design products might not be identical. This
fact is particularly common in the context of MEMS and was considered in several
studies related to the elastic behavior [85], stiction failure [151,29], drop-induced failure
[84,83,86], or again resonance frequencies of micro-beams [75,76,145].
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The physical problems span on three different scales 1.

• The lower-scale is related to the uncertainty sources, e.g. material grain structure,
contacting rough surfaces.

• The meso-scale is related to the homogenized constitutive behaviors, such as elastic
modulus and contact forces, evaluated on a meso-scale model, e.g. a meso-scale
volume element.

• The upper-scale is related to the structural behaviors.

Let lm, lmeso, lM be the characteristic lengths at the lower-scale, the meso-scale, and
the upper-scale respectively. The principle of separation of scales of a classical multiscale
method is described as [38,49,75,111]

lm � lmeso � lM. (1.1)

The first condition, lm � lmeso, implies the statistical representative of the homogeniza-
tion, i.e. the meso-scale volume element is representative and the constitutive behaviors
are deterministic. The second condition, lmeso � lM, is the requirement of the applica-
bility of the homogenized constitutive behaviors, i.e. the size of the problem on which
homogenization is performed is much smaller than the upper-scale characteristic length
on which upper-scale loads and boundary conditions vary in space. However, since lM

is reduced for MEMS, the scale separations stated in Eq. (1.1) might not hold simul-
taneously. Indeed, to keep lmeso � lM, the condition lm � lmeso is no longer satisfied,
i.e. lm ∼ lmeso. As a result, the meso-scale volume elements are stochastic and the con-
stitutive behaviors are non-deterministic. Furthermore, it is often that there exist the
local governing zones, which are identified depending on the physical problem, such as
the plastic zone around the opening tip in fracture phenomenon, or the effective contact
zone around the crack tip in the stiction phenomenon, see Fig. 1.3(a). Let leff be the
characteristic length of that zone. leff is typically of the order of magnitude of the lower-
scale, consequently lm ∼ lmeso ∼ leff. That fact implies that there exist uncertainties not
only in the meso-scale constitutive behaviors but also in the structural behaviors.

Quantifying the uncertainties at the upper-scale requires to characterize the random-
ness of the uncertainty sources and to propagate these randomnesses to the homogenized
constitutive behaviors and then to the structural behaviors.

1In a conventional multiscale method, there are three scales: micro-scale, meso-scale and macro-
scale. In this work, because the considered MEMS devices are already of micro-scale size, to avoid
misunderstandings, instead of using the two terms micro-scale and macro-scale, the two alternative
terms lower-scale (for surface roughness) and upper-scale (or sometimes structural scale for MEMS
structures) are used.
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Characterization of the randomness at the lower-scale

The considered source of uncertainty in the particular context of contact problems is
the contacting surface topology. The rough surfaces can be modeled using probability
theory as a scalar-valued random field indexed in a 2D Euclid space [73, 68, 17]. To
simulate this random field, the spectral representation method is widely used [3,4]. The
rough surface topology is statistically characterized by the probability density function
and the spatial ACF of surface heights. These properties are evaluated based on surface
measurements, which can be obtained accurately using Atomic-force microscopy (AFM)
technique for MEMS. To generate the non-Gaussian surfaces, numerical surfaces can be
generated following the method developed in [104, 152] in which the Gaussian surfaces
are first generated and then mapped to the non-Gaussian ones. An alternative method
to generate the non-Gaussian surfaces is to use the nonparametric probabilistic methods
as developed in [116,45,117].

Stochastic multiscale approaches

When dealing with non-deterministic multiple scale problems, a straightforward solu-
tion is to perform a direct MCS on a multiscale model of the considered problem [86].
In this approach, the sources of uncertainties at the lower-scale are characterized and
simulated as described above. To evaluate the upper-scale structural probabilistic be-
havior, the direct MCS has to solve the multiscale model for each generated sample
of the lower-scale random sources. The disadvantage of the MCS is the slow conver-
gence rate. The convergence rate can be accelerated using the sampling method such
as important sampling, variance reduction, Latin hypercube [43, 71, 92]. Nevertheless,
in our specific problem the MCS is performed on a multiscale model which requires a
significant computational effort for each evaluation, because of the evaluation of the
constitutive behaviors at the different integral points in the structure. These methods
are thus inefficient.

To overcome this difficulty, the stochastic model-based multiscale framework in which
the MCS is performed in a scale-by-scale way with two separated MCSs was developed.
The first MCS is used to evaluate the samples of meso-scale constitutive behaviors. For
example, the MC method was applied on meso-scale problems to evaluate the variations
of elastic behaviors due to the grain structure of polysilicon film [85, 75, 76], to extract
the stochastic properties of the parameters of meso-scale porous steel alloy material
model [154], to evaluate open foams meso-scale properties [70], to extract probabilis-
tic meso-scale cohesive law for polysilicon [93], to extract the effective properties of
random two-phase composites [123], to study the scale dependency of homogenization
for matrix-inclusion composites [130, 131], or again to consider the problem of com-
posite materials under finite strains [77]. The second MCS can thus be conducted
on the upper-scale model of the considered structures using the constitutive behaviors
generated by a stochastic model constructed from the evaluated meso-scale behaviors.
Such a framework has been developed to study the probabilistic structural behaviors
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resulting from the randomness of material micro-structures, e.g. to study the prod-
uct performance [155], and to evaluate the probability of the resonance frequencies of
micro-beams [75, 76]. However, the method has never been applied before for the cases
of random surface contact considered in this work.

One important component of this framework is the stochastic model representing the
randomness of the meso-scale constitutive behaviors. The construction of that stochastic
model is described in the following.

Construction of the generator of meso-scale behaviors

When performing MCS with a scale-by-scale approach, the meso-scale constitutive be-
haviors are parameterized and their parameters vectors are considered as either a vector-
valued random field [25, 26], or a random vector when their spatial correlation is neg-
ligible. To deal with the random vector or vector-valued random field, the curse of
dimensionality must be reduced. Therefore, before constructing the generator, a dimen-
sion reduction should be performed, e.g. using principal component analysis (PCA) on
the covariance matrix for the case of random vector [53,58,37], or using Karhunen-Loève
expansion on the ACF for the case of random field [61, 62, 72]. The reduced dimension
random vector is then obtained, and a stochastic model is built to represent this random
vector. A classical method for this task is to use a parametric multivariate distribution
function, e.g. multivariate Gaussian distribution or maximum entropy (ME) solutions,
to match the distribution moments such as means, covariance matrix and higher order
moments. An alternative method which is more flexible for multidimensional cases is to
use (generalized) polynomial chaos expansion (gPCE), see [139,39,149,34], to construct
a transformation from a chosen labeled distribution random vector, e.g. with multivari-
ate Gaussian distribution or multivariate uniform distribution, to the studied random
vector, i.e. the reduced dimension random vector.

1.3 The developed methodology

1.3.1 Overview

The objective of this work is to construct a numerical model to predict, with an ac-
ceptable computational cost, the probabilistic behavior of micro-structures subjected to
adhesive contact between rough surfaces. The model involves three scales.

• The lower-scale is related to the randomness of contacting surfaces. The char-
acteristic lengths at this scale, lm, are the correlation length of the considered
surfaces.

• The meso-scale is related to the adhesive contact behaviors evaluated between two
rough surfaces. The characteristic length at this scale, lmeso, characterizes the size
of these surfaces.
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• The upper-scale is related to the structural behaviors of the considered micro
structures. The characteristic length at this scale, lM, is the size of these structures.

Figure 1.4: The random apparent contact forces between two rough surfaces.

As it is discussed in Sec. 1.2.3, in the context of MEMS, for lmeso � lM to hold, the
length scale separation lmeso � lm is not ensured. As a result, when the contact area is
much smaller than the apparent one by two or more orders of magnitudes, the apparent
adhesive contact forces evaluated between meso-scale size surfaces still suffer from a
scatter as illustrated in Fig. 1.4. Furthermore, due to the short range of adhesive stress
(nanometers), the characteristic length leff of the effective contact zone, e.g. located
around the crack tip in the case of beam failure see Fig. 1.3(a), is of the order of length
scale lm. Since the apparent adhesive contact forces are non-deterministic, and since
lmeso ∼ leff, the adhesion behaviors of MEMS suffers from scatters.

To obtain the probabilistic behaviors of the considered micro-structures, we apply
the stochastic model-based method for which the MCS is implemented in a scale-by-scale
way. This results in the stochastic model-based multiscale framework briefly described
in the following items, see Fig. 1.5 for its illustration.

(i) At the lower-scale, the randomness of the contacting rough surfaces is character-
ized and simulated using the spectral representation method. The topology of the
contacting surfaces is measured using AFM technique. From these measurements,
the probability density function of surface heights, the ACF, and the power spec-
tral density (PSD) function – the density function of the surface heights variance
in wave numbers – are evaluated. A surface generator is then developed using as
input data the probability density function and the PSD function. As discussed
in Sec. 1.2.1, the non-Gaussian characters of surface heights probability distri-
bution must be accounted for to improve the accuracy when predicting stiction
phenomenon.

(ii) A meso-scale contact model is developed to evaluate the apparent adhesive contact
forces between the meso-scale size generated random surfaces, see an illustration
of these forces in Fig. 1.4. The model must account for the size of the generated
surfaces and for the non-Gaussianity of surface heights probability distribution,
while remaining efficient in terms of computational cost.
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Figure 1.5: The stochastic model-based multiscale method applied for the evaluation of
the probability density function (PDF) of crack lengths, see Fig. 1.1. For direct MCS,
the stochastic model for apparent adhesive contact forces is excluded, and all the contact
forces required to perform the MCS at the upper-scale are explicitly evaluated.

(iii) The randomness of the meso-scale adhesive contact forces is effectively represented
using a stochastic model which permits generating a large number of contact forces
at a negligible computational cost while its construction requires only a relatively
small number of the explicitly evaluated contact forces from step (ii). The stochas-
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tic model is constructed based on the gPCE.

(iv) At the upper-scale, a probabilistic FE model of the considered structure is devel-
oped. In that FE model, the meso-scale apparent adhesive contact forces, gener-
ated using the stochastic model in step (iii), are integrated as random contact laws.
By performing MCS on that model, the probabilistic behaviors of the considered
structure are evaluated.

Note that in a direct MCS, the step (iii) is excluded and all the required contact
forces for step (iv) are explicitly evaluated from step (ii).

1.3.2 Features

The advantages of the proposed model are described in the following.
The semi-analytical contact model developed for rough surfaces in step

(ii) is more advanced compared to the classical contact models e.g. the GW
model. This model accounts for the non-Gaussian characters of the surface heights
probability distribution as well as for the contacting surface size. In addition, it over-
comes the disadvantages of assuming asperities as local summits, allowing to evaluate
the asperity radius independently with the sampling interval.

The model has the ability to predict the uncertainty of stiction failure.
By controlling the size of generated surfaces when evaluating the contact forces at step
(ii), the size effect is involved leading to the randomness of the apparent contact forces,
and therefore in the probabilistic behavior of the considered micro-structures.

The model is computationally efficient. To evaluate the structural probabilistic
behaviors accounting for the randomness of contacting surfaces, instead of using direct
MCS, i.e. all the samples of the random contact law required in step (iv) are explicitly
evaluated from step (ii), the stochastic model developed in step (iii) is added to perform
a scale-by-scale MCS which requires a lower computational cost. This fact is analytically
proved in the following. Let m be the number of explicitly evaluated meso-scale adhesive
contact forces required for the construction of the stochastic model in step (iii), NMC

be the number of MCS in step (iv), and NP be the number of integral points of the
structural FE model which is also the number of meso-scale contact forces required for
each evaluation of the structural behavior. When performing direct MCS, the number
of explicitly evaluated contact forces required is NMC × NP . Because m and NMC

have the same numerical meaning, m ∼ NMC , and consequently m � NMC × NP . In
other words, the required number of explicitly evaluated contact forces is significantly
reduced, typically by Np(m/NMC) ∼ NP ∼ O(100) times, compared to the direct
MCS. Furthermore, because the construction of the stochastic model in step (iii) is an
additional step, it must be efficient. In this work, the stochastic model is developed
using a truncated gPCE model for which the coefficients are effectively identified. With
these achievements in computational efficiency, the proposed method becomes practical.
We should keep in mind that the gain in the efficiency is obtained by the approximation
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in terms of distribution when using the stochastic model to represent the randomness
of the apparent adhesive contact forces.

The model is numerically verified and then validated with experimental
results. As there exists an additional model in step (iii), to verify the stochastic model-
based multiscale method, their results are compared with the direct MCS ones. In
addition, the method is applied to model the stiction tests reported in [151] for its
validation.

The model is used to broaden our understand of the stiction phenomenon.
Using the proposed model, the evolution of the adhesion energies and their uncertainties
in terms of the statistical characteristics of surface heights, e.g. variance, skewness,
kurtosis, PSD function, and in terms of the environmental conditions, e.g. humidity
level, is investigated. In addition, a comparison among different uncertainty sources,
e.g. the random surfaces and the uncertain structural geometries is performed.

1.4 Thesis structure

The thesis is developed accordingly to the steps of the developed methodology, see
Sec. 1.3, as follows.

Chapter 2, Randomness in contacting surfaces, focuses on the characterization
and simulation of contacting surfaces based on their AFM measurements. The
randomness of the contacting surface heights is characterized by a non-Gaussian
probability distribution and a PSD function. A surface generator is then devel-
oped in such a way that the heights of the generated surfaces match the probabil-
ity density function and PSD function obtained from AFM measurements. The
characterization and simulation processes are applied for two study cases: (i) two
random surfaces of polysilicon substrates fabricated at IMT-Bucharest lab, and (ii)
the (poly)silicon random surfaces involved in the stiction tests reported in [151].
For the second study case, since we do not have access to the AFM measurements,
it is impossible to evaluate directly the PSD function. Instead we use a cut-off
self-affine PSD formulation [80, 82] whose parameters are identified to ensure the
following condition: the generated surfaces approximate well the available statisti-
cal quantities, such as the summits mean radius and the summits density, reported
in [151].

Chapter 3, Semi-analytical contact model for rough surfaces interactions, develops
an adhesive contact model between rough surfaces. Motivated by the multiple
asperity contact theory, a semi-analytical surface contact model is developed. The
model is then applied to the experimental surfaces, investigated in Chapter 2, to
evaluate the apparent adhesive contact forces in different environmental conditions
controlled by the humidity level. Using the evaluated numerical results, we conduct
an investigation of the effects resulting from the surface size and the non-Gaussian
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characters of the surface heights probability distribution on the evaluated adhesive
forces and on their observed uncertainties.

Chapter 4, Probabilistic representation of the random apparent adhesive contact
forces, describes the construction of the stochastic model of the random appar-
ent adhesive contact forces. Because a sample of the apparent adhesive contact
force is a force vs. distance function, see. Fig. 1.4, each contact force sample is
parameterized and represented by a vector of parameters. Due to the randomness
of the apparent adhesive contact forces, the parameters vector is considered as a
random vector. A stochastic model is developed based on gPCE to represent the
randomness of this random vector. Using this stochastic model to generate a set of
the parameters vectors, one can obtain the set of corresponding apparent adhesive
contact forces. The stochastic models are implemented for experimental surfaces
whose contact forces are evaluated in Chapter 3.

Chapter 5, Uncertainty quantification of microstructures subjected to adhesive
contact, develops a FE model of micro-structure for which the apparent adhesive
contact forces, generated using the stochastic model in Chapter 4, are integrated
as the random contact laws. Applying a MCS on that model, the probabilistic
behaviors of the considered structures are evaluated. In this chapter, the two
approaches, the stochastic model-based approach and the direct MCS approach,
are compared in terms of results and computational efficiency. After being veri-
fied, the stochastic model-based multiscale method is validated by comparing the
numerical predictions and the experimental results reported in [151]. Using the
numerical model, the stiction phenomenon is studied to point out the evolution
of adhesion energies and their uncertainties in terms of the statistical parameters
of the random surfaces and of the humidity level. Furthermore, the model is also
extended to account for the uncertainties associated with the structural geometries
for a study purpose. Although these geometrical uncertainties are simply mod-
eled using the Gaussian distribution, this is a first step to construct an improved
model which accounts for these uncertainties and for the randomness of contacting
surfaces in an interactive way.

Chapter 6, General conclusions and perspectives, concludes the dissertation and
presents the perspectives.

1.5 Contributions

The contributions of this work are listed here below.

(i) We have developed an original stochastic model-based multiscale methodology
for adhesive contact problems of micro-structures in which the randomness of
non-Gaussian contacting surfaces is characterized and propagated, in a efficient
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way, to quantify the uncertainty of the involved structures. The model is verified
with direct MCS and validated with the stiction tests reported in [151]. (Major
contribution)

(ii) We have developed a semi-analytical contact model to evaluate the adhesive con-
tact forces between rough surfaces with a reduced computational cost compared
to a FE model, while accounting for size effect and non-Gaussian probability dis-
tribution of surface heights, which are often neglected in an analytical model.

(iii) We have constructed a framework to characterize and simulate the non-Gaussian
random surfaces from their AFM measurements.

The outcomes of this work were published in the following papers.

Articles in peer reviewed journals

Hoang, T.V., Wu, L., Paquay, S., Golinval, J.-C., Arnst, M., & Noels, L. (2017). A
computational stochastic multiscale methodology for MEMS structures involving
adhesive contact. Tribology International, 110, 401-425.

Hoang, T.V., Wu, L., Paquay, S., Obreja, A. C., Voicu, R., Mller, R., Golinval,
J.-C., & Noels, L. (2015). A probabilistic model for predicting the uncertainties
of the humid stiction phenomenon on hard materials. Journal of Computational
& Applied Mathematics, 289, 173 - 195.
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in preparation.

Articles in conference proceedings
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Multi-scale Methodology. EuroSimE 2016 in Montpellier (pp. 4). IEEE.



Chapter 2

Randomness in contacting surfaces

2.1 Introduction

In practice, surfaces are rough. Indeed, the surface heights – the normal distances from
the real surface to its reference mean surface assumed normally flat – are irregular,
see Fig. 1.3(b). These irregularities are required to be characterized when analyzing
tribology problems such as the adhesion contact in this work. Toward this end, one
possibility is to use the Weierstrass-Mandelbrot function which was developed in the
context of fractal theory [82, 13]. Another possibility, which is more flexible, is to use
the probability theory, in particular, the spectral representation method [3, 119]. The
latter approach gives a systematical way to evaluate the statistical properties of surface
roughness from its measurements, and to construct a surface generator using these
properties as input data. The two methods share one similar important characteristic,
i.e. to model the surface roughness both methods use a summation of weighted sinus
functions, whose wave numbers are sampled from a spectrum, and whose phases are
randomly attributed. Owing to its flexibility, the spectral representation method is
applied in this work and briefly described in the following in the context of adhesive
contact.

The topology of a MEMS surface is accurately measured thanks to AFM technol-
ogy. The statistical characteristics of surface heights including the probability density
function and the ACF are then evaluated from these measurements. In addition to the
ACF, the PSD function – the distribution density of the surface heights variance in
wave numbers – is calculated using a Fourier analysis. The surfaces heights are usually
assumed to follow a Gaussian distribution. The numerical surfaces are then generated
by a summation of the random phases sinus functions whose weighted coefficients are
derived from the PSD function. Although the spectral representation method was al-
ready developed, it was not used widely for the rough surface contact problems due to
the significant requirement of the computational resources.

In the context of rough surface contact, the summits – the local maxima of surface
topology – play an important role since only the highest ones are involved in the physical

25



26 Randomness in contacting surfaces

contact interaction. For Gaussian surfaces, the statistical properties of summits are: (i)
the mean radius of summits, the summits density, and the summits height variance that
can be directly evaluated from the variance of surface heights and from the variances of
the first and second order spatial derivatives of the surface heights; and (ii) these three
variances corresponding to the zero, second, and fourth order moments of PSD function,
m0

PSD, m2
PSD, and m4

PSD respectively. The proof of these properties can be found in [94].
The GW and the BGT contact models [42,20], explained in more details in Chapter 3,
were developed assuming a simple distribution of the summits heights and radii, and
therefore, are widely used. Although these models are efficient in terms of computational
cost, they have one significant drawback resulting from the local characteristic of the
summits: the summit radius depends on the sampling interval of the measurement
data. In other words, different sampling intervals result in different summits radii, and
consequently, different contact forces predicted using either GW or BGT models as it is
discussed in Chapter 3. Although these models are not applied in this work, the three
interesting properties discussed previously will be exploited.

Using Gaussian distribution is not always an accurate approximation especially in
the context of rough surface adhesive contact [24]. This fact will be proven in the next
chapters. To account for the non-Gaussian characters of the surface heights probabil-
ity distribution, the classical method is to apply a labeled distribution function, e.g.
the beta or gamma distributions, or – more generally – the Pearson distributions fam-
ily [99]. The coefficients of the chosen distribution function are then identified to match
the moments, e.g. mean (usually assumed to be zero), root mean square roughness rms,
skewness γ, and kurtosis β, which are directly evaluated from the AFM measurements.
The disadvantage of this method is that there exist additional assumptions on the dis-
tribution functions, such as the finite supports of the beta distribution, which might be
invalid. To avoid this problem, the ME method [54] is applied in this work. Without
additional assumption, the distribution function is identified to ensure the maximization
of its entropy and to match the moments obtained from AFM data.

Using the evaluated non-Gaussian probability density function and the PSD function,
numerical surfaces can be generated following the method developed in [104, 152] in
which the Gaussian surfaces are first generated and then mapped to the non-Gaussian
ones. An alternative method for generating the non-Gaussian surfaces is to use the
nonparametric probabilistic method developed in [116, 45, 117]. In this work, the first
method is chosen because it is still applicable when a direct access to AFM data is not
available.

The spectral representation method is developed through the characterization step
described in Sec. 2.2, and the simulation step described in Sec 2.3. The method is then
applied for two applications in Sec. 2.4: the experimental polysilicon surfaces fabricated
at IMT-Bucharest lab, and the experimental (poly)silicon surfaces involved in the stic-
tion tests reported in the reference [151]. For the surfaces reported in [151], we do
not have access to AFM measurements but only to the statistical quantities, i.e. vari-
ance, skewness, and kurtosis of surface heights, and summits mean radius and summits
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density. These information are enough to evaluate the surface heights probability dis-
tribution using the ME method. However, without access to AFM measurements, the
PSD function cannot be evaluated using Fourier analysis. To overcome this difficulty,
we use a self-affine cut-off formulation of PSD function [101, 80] and then identify its
coefficients to satisfy the constraint that the generated surfaces approximate well the
reported statistical quantities.

2.2 Characterization of contacting surfaces random-

ness

In this section, the characterization process used to evaluate the probability density
function and the PSD function of the surface heights from the AFM measurements is
described. The heights of a rough surface are modeled as a zero mean, second order,
stationary, and ergodic random field, whose properties are discussed here after.

• With the second order assumption, the variance of surface heights is finite. In
addition, we assume that the statistical moments upto the fourth order exist in
order to account for non-Gaussian properties of surface heights.

• With the stationary assumption, the probability distribution of surface heights
does not change with respect to a spatial shift.

• With the ergodicity assumption, the statistical properties of a random surface can
be deduced from the measurements that have sufficiently large scan areas on that
surface.

That field is denoted as Z(x, θ), valued in R and indexed by x = {x1, x2} ∈ D ⊂ R2,
where θ is the random variable defined on the probability measure space (Ω,F,P). The
random variable and the probability measure space are discussed in Appendix A.1. That
random field is characterized using a probability density function and a PSD function
described in the following. In addition, although the random surfaces are treated as non-
Gaussian surfaces in this work, the useful properties obtained in the cases of Gaussian
surfaces are also provided.

2.2.1 Estimating probability distribution of surface heights us-
ing maximum entropy principle

The probability distribution of the surface heights can be characterized through its
moments mk, with k ≥ 1 the moment order, defined as

mk =

∫
R

zkpZ(z)dz, (2.1)
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where pZ is the probability density function of the random surface height Z. Specifically,
the first two moments are the mean and the variance. Normalizing the third and forth
order moments, we obtain the skewness γ, and the kurtosis β respectively as

γ =
m3

rms3
, β =

m4

rms4
, (2.2)

where rms =
√
m2 is the root mean square roughness. For the cases pZ is a Gaussian

distribution function, γ = 0 and β = 3. These moments are estimated, using ergodicity
assumption, from the measurements as

mk =
1

n2
s

ns∑
i=1

ns∑
j=1

z(x
(i)
1 , x

(j)
2 )k, (2.3)

where z(x
(i)
1 , x

(j)
2 ) with {i, j} ∈ [1, ..., ns]

2 is a surface measurement obtained using AFM

with sampling distance ∆L, i.e. x
(i)
1 −x

(i−1)
1 = x

(j)
2 −x

(j−1)
2 = ∆L. From these moments,

using the ME principle the probability distribution of surface heights can be identified
to ensure that the distribution moments are matched. The ME method [54] consists in
maximizing the Shannon measure of entropy [113] and is described as

pZ ∈ arg max
pZ

S(pZ) = −
∫
R

pZ(z) ln(pZ(z))dz, (2.4)

subject to the constraint equations,∫
R

pZ(z)dz = 1, (2.5)

∫
R

zipZ(z)dz = mi, with i = 1, . . . , k, (2.6)

in which the last k equations stated in Eq. (2.6) imply the constraints of moments
equality. To solve the ME problem, the Lagrange’s method is applied. The Lagrangian
L(pZ) is defined as

L(pZ) = S(pZ)− (λ0 − 1)
(∫

R

p(z)dz − 1
)
−

k∑
i=1

λi

(∫
R

p(z)zidz −mi

)
. (2.7)

where λ0, . . . , λk are k + 1 Lagrange parameters to be identified. The solution of zero
Frechet derivatives of the Lagrangian L(pZ) is given as [54]

pZ(z) = exp(−λ0 −
k∑
i=1

λiz
i). (2.8)

Remarks : (i) When there are only two constraints applied, i.e. the mean and the
variance, the solution of the ME method is a Gaussian distribution. (ii) In order to
ensure that limz→∞ pZ(z) < +∞, the maximum order of the matching distribution
moment k must be an even number and λk > 0.
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Identification of distribution parameters

The Lagrange parameters of the distribution function given by Eq. (2.8) are identified
following the method developed in [5,69,108]. By imposing the k+1 constraints described
in Eqs. (2.5, 2.6) on the form of pZ(z) in Eq. (2.8), one obtains k+1 nonlinear equations
in the Lagrange parameters to be solved. Instead of directly solving these nonlinear
equations, a potential function which reaches its minimum at the solution of these
equations is defined. Using the condition

∫
R

pZdz = 1, the constraints in Eq. (2.6) are
equivalent to ∫

R

(zi −mi)pZ(z) = 0, for i = 1, . . . , k. (2.9)

Toward the purpose of defining the potential function, a new parameter λ′0 is defined as
λ′0 = λ0 +

∑k
i=1 λimi. The distribution function given by Eq. (2.8) is thus rewritten as

pZ(z) = exp
(
− λ′0 −

k∑
i=1

λi(z
i −mi)

)
. (2.10)

Accounting for the condition stated in Eq. (2.5), the distribution function is normalized
as

pZ(z) = exp
(
−

k∑
i=1

λi(z
i −mi)

)
/g(λ1, . . . , λk), (2.11)

where g is a function of the Lagrange parameters λ1, . . . , λk given by

g(λ1, . . . , λk) ≡ exp(λ′0) =

∫
R

exp
(
−

k∑
i=1

λi(z
i −mi)

)
dz. (2.12)

Inserting the formulation of pZ described in Eq. (2.11) into the condition stated in
Eq. (2.9) yields the k nonlinear equations in the Lagrange parameters λ1, . . . , λk as

1

g

∫
R

(zi −mi) exp
(
−

k∑
t=1

λt(z
t −mt)

)
dz = 0, for i = 1, . . . , k. (2.13)

The function g defined in Eq. (2.12) has the following properties: (i) its gradient vector
∇g vanishes at the solution of Eq. (2.13), i.e.

∂g

∂λi
= 0, for i = 1, . . . , k ; (2.14)

and (ii) its Hessian matrix [∇2g], given by

∂2g

∂λi∂λj
=

∫
R

(zi −mi)(z
j −mj)

exp
(
−

k∑
t=1

λt(z
t −mt)

)
dz, for {i, j} ∈ [1, . . . , k]2,

(2.15)
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is symmetric and positive definite owing to the linear independence of the constraints
stated in Eq. (2.6). Therefore, g is a strictly convex function and reaches its minimum
at the solution of Eq. (2.13). By finding the minimum of the function g which is unique
whenever it exists, one can obtain the solution of the Lagrange parameters. To solve that
minimization problem, the Newton method is applied with the descent direction vector
−[∇2g]−1∇g. Note that to evaluate the integrals in the formulations of the gradient
vector and the Hessian matrix, the Gauss quadrature rule is applied for computational
efficiency purpose [108,1].

2.2.2 Estimating the power spectral density

Autocovariance function

The random surfaces are spatially characterized by the ACF which is given by [95]

rZ(x1, x2, τ1, τ2) = E (Z(x1, x2)Z(x1 + τ1, x2 + τ2))

=

∫
<2

zz̃pZ(x1,x2),Z(x1+τ1,x2+τ2)(z, z̃)dzdz̃,
(2.16)

where E is the expectation operation, and pZ(x1,x2),Z(x1+τ1,x2+τ2) is the second order
probability density function of the surface heights. Using the stationary assumption,
one has

rZ(x1, x2, τ1, τ2) = rZ(τ1, τ2). (2.17)

From Eq. (2.16), we have
rZ(0, 0) = m2. (2.18)

The correlation length, lm is defined in this thesis based on the ACF using the condition

rZ(τ ) < 0.01 m2, ∀ ‖τ‖ =
√
τ 2

1 + τ 2
2 > lm. (2.19)

Power spectral density function

Since the ACF is positive semidefinite, there exists a finite measure ν on B2 – the Borel
σ-algebra over R2 – satisfying [3]

rZ (τ1, τ2) =

∫
<2

exp (i(ζ1τ1 + ζ2τ2))ν(dζ1, dζ2), ∀ {τ1, τ2} ∈ R2, (2.20)

where ζ = {ζ1, ζ2} ∈ R2 are the wave numbers and i2 = −1. Using Eqs. (2.18, 2.20),
we have m2 = rZ(0, 0) = ν(R2). The spectral distribution function fZ : R2 → [0,m2] is
defined as

fZ(ζ) = ν
(
(−∞, ζ1], (−∞, ζ2]

)
,

=

∫ ζ1

−∞

∫ ζ2

−∞
ν(dζ ′1, dζ

′
2).

(2.21)
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Because ν(dζ1, dζ2) is non-negative, fZ is absolutely continuous and monotonically in-
creasing. The PSD function sZ : R2 → [0,∞) is defined as

sZ(ζ1, ζ2) =
∂2fZ
∂ζ1∂ζ2

≥ 0. (2.22)

With the defined formulation in Eq. (2.22), the PSD function describes the distribution
of surface height variance m2 into wave numbers. From Eqs. (2.21) and (2.22), one has

ν(dζ1, dζ2) = sZdζ1dζ2. (2.23)

Replacing the term ν(dζ1, dζ2) in Eq. (2.20) by sZdζ1dζ2, it turns out that the ACF is
the inverse Fourrier transformation of the PSD function. Hence, the PSD function is
evaluated by a Fourier transform of the ACF, i.e.

sZ (ζ1, ζ2) =

∫
<2

rZ(τ1, τ2) exp (−i(ζ1τ1 + ζ2τ2))dτ1dτ2. (2.24)

From Eqs. (2.16) and (2.24), the PSD function is evaluated directly from the AFM
measurements of the surface heights using ergodicity assumption as follows [44]

sZ(ζ) = lim
χ→∞

1

χ2
|ẑ(ζ)|2, (2.25)

where X × X is the truncated size of AFM measurements, and ẑ(ζ) is the Fourier
transform of the surface z(x) estimated as,

ẑ(ζ) '
ns∑
i=1

ns∑
j=1

z(x
(i)
1 , x

(j)
2 ) exp (−i(ζ1x

(i)
1 + ζ2x

(j)
2 ))∆2

L. (2.26)

Since the AFM measurements are discrete data and their measurement zone is finite,
the measurable range of wave number is limited as {ζ1, ζ2} ∈ {[−π/∆L,−π/X ] ∪
[π/X , π/∆L]}2 as stated in Nyquist-Shannon sampling theorem [132,114,96]. To ensure
that the wave number domain is almost covered, it is required that ∆L � lm < X .
Equation (2.26) is numerically evaluated using the fast Fourier transformation (FFT)
algorithm for which the PSD function is evaluated at the discrete sampled wave numbers
with a sampling distance π/X . When other wave numbers inside the measurable range
are required, e.g. when generating surfaces, the PSD function is evaluated either using
the interpolation technique or using additional FFT evaluations, see Appendix. A.2. In
this thesis, the interpolation technique is applied for simplicity purpose.

To analyze the PSD function, a concise way is to consider their moments, which are
given by

mk1,k2
PSD =

∫
R2

sZ (ζ) ζk11 ζ
k2
2 dζ. (2.27)
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In fact, the low order moments, 0 ≤ k1 + k2 ≤ 4, are of interest since they describe
the statistical properties of the summits, see Sec. 2.2.3. Using Eqs. (2.18, 2.20, 2.23), it
arises that

m0
PSD = m2, (2.28)

where m0
PSD is the simplified notation of m0,0

PSD, and m2 is the variance of surface heights
given by Eq. (2.1). For the cases of isotropic surfaces, the PSD function is symmetric
with respect to the origin {ζ1, ζ2} = {0, 0}, consequently, we have

m1,0
PSD = m0,1

PSD = m1,1
PSD = 0;

m1,3
PSD = m3,1

PSD = m3,3
PSD = 0;

(2.29)

and
m0,2

PSD = m2,0
PSD = m2

PSD;

m4,0
PSD = m0,4

PSD = m4
PSD.

(2.30)

2.2.3 Relations between spectral moments and summits sta-
tistical properties in cases of Gaussian surfaces

The summit radius is evaluated as the reciprocal of the average curvatures obtained
along the x1, x2 directions [94]. It is remarked that the second and fourth order PSD
function moments, m2

PSD and m4
PSD, are equal to the variances of the first and second

derivatives of the surface heights respectively [94]. Owing to these properties, the spatial
density of summits N̄sum, the mean radius of summits R̄sum, and the standard deviation
of the summits heights σsum, are evaluated from PSD function moments as [6, 42,94]

N̄sum =
1

6π
√

3

m4
PSD

m2
PSD

,

R̄sum =
3
√
π

8
√
m4

PSD

,

σsum =

√
m2 −

3.717× 10−4

N̄2
sumR̄

2
sum

.

(2.31)

The formulations described in Eq. (2.31) were derived based on the mathematical repre-
sentation of Gaussian surfaces reported in Sec. 2.3.1 [42,94]. In GW model, the summits
height distribution is assumed to follow a Gaussian distribution. Furthermore, an an-
alytical expression of the joint distribution of summits radii and summits heights was
also obtained for the case of Gaussian surfaces by Nayak in [94].

2.3 Surface generators

A surface generator is constructed in this section, using as input data the non-Gaussian
probability density function and the PSD function evaluated using the characterization
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process described in Sec. 2.2. The case of Gaussian surfaces is first described before
dealing with the more complicating case of non-Gaussian surfaces.

2.3.1 Generator of Gaussian surfaces

For Gaussian distribution surfaces, the surface generator is constructed from the esti-
mated PSD function following the works of Shinozuka [115] and Poiron and Soize [103].
For a chosen integer value of µ (described later in this section), the normal height z̃ can
be generated as

z̃(x, θ) =
√

2∆ζ2 Re

[
µ∑

l1=1

µ∑
l2=1

υ(l1,l2)(θ)

√
1

(2π)2
sZ(ζl1 , ζl2)

exp
(
ix1ζl1 + ix2ζl2 + iψ(l1,l2)(θ)

)]
,

(2.32)

where

• the values {(ζl1 , ζl2), 1 ≤ l1, l2 ≤ µ} are samples in the wave number domain
such that (ζl1 , ζl2) = (−ζL + (l1 − 1)∆ζ ,−ζL + (l2 − 1)∆ζ), with ∆ζ = 2ζL/µ;

• the values {ψ(l1,l2), 1 ≤ l1, l2 ≤ µ} are µ×µ independent realizations of a uniform
random variable with value in [0, 2π]; and

• the values {υ(l1,l2), 1 ≤ l1, l2 ≤ µ} are such that υ(l1,l2) =
√
− log(ξ(l1,l2)), where

{ξ(l1,l2), 1 ≤ l1, l2 ≤ µ} are µ× µ independent realizations of a uniform random
variable with value in (0, 1]. Note that ξ and ψ are statistically independent.

The random phases are used in Eq. (2.32) to ensure that the probability distribution
of generated surface heights is Gaussian [3]. Equation (2.32) is implemented using the
FFT algorithm.

Using Nyquist-Shannon sampling theorem [132,114,96], the highest wave number ζL
is chosen such that ζL = π/∆L, with ∆L the sampling distance of measurements. Let
X ′ × X ′ be the required size of the generated surfaces. The value of µ is chosen such
that µ = X ′/∆L, and the sampling distance of wave numbers ∆ζ is thus obtained by
∆ζ = 2π/X ′. The PSD function is required to be evaluated for the range, {ζl1 , ζl2} ∈
{[−π/∆L,−π/X ′] ∪ [π/X ′, π/∆L]}2. When the size of the generated surfaces is larger
than the measurements size, i.e. X ′ > X , there are wave numbers out of the measurable
range stated in Nyquist-Shannon sampling theorem. The PSD function is evaluated at
these wave numbers using an interpolation technique from the measurable values, see
discussion in Appendix. A.2. With this method, the generated surfaces are non-periodic.
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Figure 2.1: Algorithm to generate non-Gaussian surfaces respecting the target PSD sZ ,
and the target non-Gaussian CDF CZ .

2.3.2 Generator of non-Gaussian surfaces

For non-Gaussian surfaces, the iterative generator developed in [104] is applied. In
that method an iterative algorithm is required to ensure that the generated surfaces
approximate well the target probability density function and the target PSD function,
i.e. the ones obtained following Sec. 2.2. In this algorithm, see Fig. 2.1, at each iteration
(i), a Gaussian surface z̃

(i)
G is generated from the PSD function s

(i)
ZG

using the Gaussian

surface generator described in Eq. (2.32). The PSD function s
(i)
ZG

is adapted at each
iteration and is equal to the target PSD function, sZ , for the first iteration. In order to
match the non-Gaussian probability distribution, these Gaussian surfaces are mapped
using the cumulative distribution functions (CDFs) to the corresponding non-Gaussian

one z̃
(i)
NG following

z̃
(i)
NG(x) = C−1

Z

{
CZG

(
z̃

(i)
G (x)

)}
, (2.33)
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where CZ and CZG

(
z̃

(i)
G (x)

)
are the CDFs of the target non-Gaussian surfaces obtained

from the probability density function pZ evaluated in Sec. 2.2.1, and of the Gaussian

generated surface z̃
(i)
G respectively. The mapping described in Eq. (2.33) is an isoprob-

abilisitic transformation [110]. With that mapping, z̃NG respects the target probability

density function, however the PSD function is modified. The PSD function s
(i)
ZNG

of the
non-Gaussian mapped surfaces is estimated following Eq. (2.25) using the FFT method.
At the end of each iteration, an adapted PSD function is thus computed following

s
(i+1)
ZG

= s
(i)
ZG

sZ

s
(i)
ZNG

, (2.34)

and is used for the generation of a new Gaussian surface in the next iteration. The
process is repeated until reaching the condition s

(i)
ZNG
≈ sZ .

Remarks on implementation. (i) To reduce the numerical errors when evaluating the
PSD function of the non-Gaussian mapped surfaces, one can either increase the size of
the generated numerical surface, or increase the number of numerical surfaces at each
iteration. In the latter method, the PSD functions are evaluated for each numerical
surface and then averaged to get the one whose numerical errors are reduced. Because
the first method increases the computing memory, the latter method is chosen in this
work. (ii) For a MCS, a large number of numerical surfaces is required. To generate
the first numerical surface, the iterative algorithm is performed. However, for the next
generations, the converged sZG , is used directly to generate the Gaussian surfaces which
are then mapped to obtain the non-Gaussian ones.

Sources of errors There are two sources of errors when applying the spectral repre-
sentation method, i.e. data errors and modeling errors.

(i) Data errors result from the measurement process, due to the measurement device
and its operation. The setting parameters, such as the sampling interval, the mea-
surement size, and the applied filters, might also induce errors on the measurement
data.

(ii) The modeling errors, in our cases, might result from the stationary assumption.
For example, the grain boundary of polycrystalline materials might result in dis-
continuities on their surface topology and creates an error in the estimation of
the PSD function. Especially for high wave numbers, the PSD function might be
overestimated.

The treatment of these errors is not the subject of this works, however, their effects will
be identified in the next section.

2.4 Applications

In this section, the characterization and simulation processes are applied on experimental
surfaces. Two applications are considered: (i) the polysilicon surfaces fabricated by our
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partner at IMT-Bucharest lab, and (ii) the (poly)silicon surfaces used in the stiction test
reported in [151]. From the global view of the thesis, the generated surfaces will be used
as the input data for the uncertainty quantification of the adhesive contact problems
developed in the next chapters. Because the stiction test was not implemented for the
first case (i), it is only for the study purpose, while the second one (ii) will be used for
the validation of the model developed in this thesis.

2.4.1 Application 1: experimental surfaces fabricated at IMT-
Bucharest lab

Figure 2.2: Cross section of the experimental samples. The polysilicon layers are de-
posited on the layer of silicon dioxide obtained using a thermal oxidation process from
its silicon wafer.

(a) S1A (b) S2A

Figure 2.3: AFM measurements of S1A and S2A samples. Note that the scale along the
z-axis is different with the x1, x2 axes.

In the following, the fabrication process of the two experimental polysilicon samples,
named S1 and S2, is briefly descried. Owing to the AFM measurements of their surfaces,
the spectral representation method is then applied to characterize and simulate their
surfaces roughness.
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2.4.1.1 Fabrication and measurement

Using surface micro-machining techniques, see Fig. 2.2, two polysilicon samples, named
S1 and S2, were fabricated at IMT-Bucharest lab. From the < 100 > orientation silicon
wafer of p-type, a silicon dioxide layer was grew by thermal technique at 900oC. On
this silicon dioxide layer, a polysilicon layer was deposited using low pressure chemical
vapor deposition (LPCVD) technique [51]. By controlling the temperature, the silane
debit, and the deposit time of the LPCVD process, the obtained samples have different
topological properties. A scanning electro microscope image of sample S1, shown in
Fig. 1.2, illustrates the resulting surface topology on which the asperities can clearly be
seen.

After manufacturing, the topologies of the two samples were measured by using the
AFM technique at three different locations for each sample. These measurements are
named S1A, S1B, S1C for the sample S1, and S2A, S2B, S2C for the sample S2. Each
measurement has a size of 5.12× 5.12 µm2 with a sampling interval of ∆L = 5 nm and
includes 1024× 1024 measured points. Figure 2.3 illustrates the AFM measurements of
S1A and S2A.

2.4.1.2 Characterization

The estimations of probability density function and PSD function of surface heights for
the two samples S1, S2 based on these AFM measurements are described in the following.
To reduce the data errors explained in Sec. 2.3.2, a low pass filter is applied on the AFM
measurement data to eliminate the noise with a cutoff wave number of π/∆L, which is
also the maximum measurable wave number following the Shannon-Nyquist theorem.

Table 2.1: The moments of the probability density function estimated from the AFM
measurements of S1, S2 using Eq. (2.3).

rms [nm] γ [−] β [−]
S1A 3.7 0.22 3.0
S1B 4.0 0.10 3.0
S1C 4.1 0.16 3.0
S1 4.0 0.16 3.0

S2A 2.0 0.53 3.5
S2B 2.1 0.51 3.4
S2C 2.1 0.48 3.4
S2 2.1 0.51 3.4

Estimation of the probability density function The variance, the skewness, and
the kurtosis of the samples S1 and S2 are evaluated from the AFM measurements using
Eq. (2.3). The obtained values are reported in Tab. 2.1. Between the two cases, S1 and
S2, the non-Gaussian nature of S2 is more significant. The ME principle, described in



38 Randomness in contacting surfaces

−20 −10 0 10 20
10

−6

10
−4

10
−2

10
0

z [nm]

p
Z
[n
m

−
1
]

 

 Estimated PDF
Gaussian
Normalized histogram

(a) S1 - PDF

−15 −10 −5 0 5 10 15
10

−6

10
−4

10
−2

10
0

z [nm]

p
Z
[n
m

−
1
]

 

 
Estimated PDF
Gaussian
Normalized histogram

(b) S2 - PDF

Figure 2.4: The probability density functions of surface heights obtained using the ME
principle, (a) S1, and (b) S2, and the comparison between these distributions with the
histograms evaluated from the AFM measurements. The case of Gaussian distributions
is also reported.

Sec. 2.2.1, is applied to estimate the probability density functions of the random surfaces
S1 and S2, using as the constraints the obtained first four moments (including the
prescribed zero-mean). The results are illustrated in Fig. 2.4 where the logarithm scale is
used to enhance the distribution resolution. The comparison of the histograms between
the measurement data and the estimated ones, see Fig. 2.4(b, d), shows that probability
density functions obtained by ME method approximate well the measurement data. In
addition, in comparison with the Gaussian approximation, the obtained distribution
functions show a significant improved accuracy when getting further from the mean
value, especially in the case of S2. In the cases of S1 and S2, the skewness values
are positive. As a result, in comparison with the Gaussian distributions for which the
skewness is zero, the distributions obtained using the ME method are shifted to the
right.
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Figure 2.5: Normalized ACFs of S1 and S2 evaluated from AFM measurements.
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(c) 3D representation of S2 PSD
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(d) Polar representation of S2 PSD

Figure 2.6: The estimated PSD functions of random surfaces S1, S2. Left, 3D represen-
tation, and right, polar representation.

Estimation of the PSD function The method described in Sec. 2.2.2 is applied
here to evaluate the PSD functions of samples S1 and S2. In practice, as the measure-
ment data are discrete and finite, the evaluation of the PSD function using Eq. (2.25)
contains variance and bias errors. To reduce the variance in this estimation, the PSD
function can be evaluated by averaging the calculated PSD functions for different surface
measurements at different locations of the same sample following the method reported
in [95], i.e. by

sZ = lim
n→+∞

1

n

n∑
j=1

s
(j)
Z , (2.35)
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where n is the number of measurements and s
(j)
Z is the PSD function evaluated for the

measurement indexed (j) using Eq. (2.25). In our case, there are 3 measurements avail-
able at three different locations for each sample S1 and S2. To further reduce the variance
error, each measurement is divided into 16 smaller surfaces of size 1.28× 1.28 µm2. The
size of the divided surfaces remains larger than the correlation lengths of the random
surfaces S1, S2 which are∼ 0.2 µm as it is observed from the ACFs illustrated in Fig. 2.5.
As a result, the statistical representativity of the divided surfaces is preserved, and the
bias error remains negligible. The estimated PSD functions of samples S1, S2 are illus-
trated in Fig. 2.6(a, c). Using the assumption that the random surfaces are isotropic,
the polar averages of the PSD functions are evaluated and illustrated in Fig. 2.6(b, d).
These obtained isotropic PSD functions will be used to generate numerical surfaces in
Sec. 2.4.1.3.

Remarks on the shape of the PSD functions: As it is observed from Fig. 2.6, the
PSD functions have two important properties:

(i) At low wave numbers, the PSD function is nearly constant; and

(ii) At high wave numbers, the PSD function decays exponentially, i.e. decreases
linearly in the log-scale. This is the self-affine property [80,82].

These two characteristics were also experimentally observed for a large range of real
surfaces [102].

2.4.1.3 Simulation of surfaces

(a) S1 (b) S2

Figure 2.7: The generated surfaces for the cases of S1 and S2.

Using the stochastic model developed in Sec. 2.3, the samples of the random sur-
faces S1, S2 are numerical generated 1. Examples of generated surfaces are illustrated

1Note that because the size of the generated surfaces is different and particularly bigger than the one
of the AFM measurements, there exists additional sampling wave numbers on which the PSD function
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(c) S1: Non-Gaussian distribution
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(e) S1: AFM measurement
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(f) S2: AFM measurement

Figure 2.8: Comparison between the generated surfaces obtained for two cases: (a, b)
using the Gaussian probability distribution of surface heights, (c, d) using the non-
Gaussian probability distribution of surface heights, and AFM measurements (e, f).
The surfaces S1 and S2 are considered respectively in the left and right columns.

should be estimated. At these points, the PSD function can be calculated either following the method
described in Appendix A.2, or using an interpolation technique. In this work, the required values of
PSD function are obtained by using the interpolation technique.
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Figure 2.9: The comparison between PSD functions of the generated surfaces and the
target ones, see Fig. 2.6, in polar coordinate.

in Fig. 2.7 and in Fig. 2.8 with 3D and 2D illustrations respectively. From the compar-
ison among Gaussian generated surfaces, non-Gaussian generated surfaces, and AFM
measurements in Fig. 2.8, it is observed that the surface heights are distributed nearly
symmetrically with respect to the zero mean in the case of S1, while in the case of S2,
these heights are significantly shifted to the positive values. This is due to the fact that
the non-Gaussian characteristics are small for the case of S1, i.e. skewness γ = 0.16
and kurtosis β = 3.0, and become more important in the case of S2 with a significant
positive skewness, i.e. skewness γ = 0.51 and kurtosis β = 3.4. For the developed gener-
ator, the probability density function of the generated surfaces is enforced to match the
target one, thanks to the isoprobabilistic transformation in Eq. (2.33), while an iterative
process is applied to obtain the target PSD function. As it is observed from Fig. 2.9,
the target PSDs are well preserved.

In Tab 2.2, a comparison between the generated surfaces and the AFM measurements
in terms of the probability distribution moments is reported. When considering the con-
tact problem on the rough surfaces, in addition to these moments, the summit properties
including mean radius and summits density, are also quantities of interest [42,151]. Fol-
lowing [128], using the sampled surface topology, a summit is identified as a patch of
9 points peaking at the center point. Note that the summit differs from the asperity
which can include more than 9 points. The mean radius of the summits is calculated
as follows: the curvatures along each direction (x1, x2) are computed using a 3-point
central difference formula and averaged, and the mean summit radius of curvature for
the whole surface is taken as the reciprocal of the mean of the average curvatures. To
evaluate the summit characteristics, an interval of 20 nm is considered between sampled
points. These characteristics are also reported in Tab 2.2. A good agreement is found
between the non-Gaussian generated surfaces and the AFM measurements for the prob-
ability distribution moments, and summit density. The deviations are more important
in terms of mean radius of the summits. However, these deviations still remain small in
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Table 2.2: Comparison between AFM measurements and numerical surfaces, generated
using Gaussian probability distribution (S-G) and non-Gaussian probability distribution
(S-NG) of surface heights, in terms of roughness, skewness, kurtosis, mean radius of
summits (R̄sum), and density of summits (N̄sum).

S1 S2
AFM S-NG S-G AFM S-NG S-G

rms [nm] 4 4 4 2.1 2.1 2.1
γ [-] 0.16 0.16 0 0.51 0.51 0
β [-] 3.0 3.0 3 3.4 3.4 3

R̄sum [µm] 0.090 0.061 0.065 0.093 0.074 0.083
N̄sum [µm−2] 130 140 142 195 202 201

comparison with the observed range of summit radii, i.e. [30, 783] nm with a standard
deviation of 41 nm for S1, and [38, 749] nm with a standard deviation of 38 nm for S2.

2.4.2 Application 2: on experimental surfaces used in the stic-
tion tests reported in [151]

In this section, the developed method is applied to characterize and simulate the surfaces
used in the stiction experiments reported in [151]. In this experiments set, two array
samples of micro polysilicon cantilever beams and two substrates samples were fabri-
cated. The probability distribution moments of the contacting surfaces, including the
bottom surfaces of two different sets of cantilever beams, B1, B2, and the two substrate
surfaces Sub1, Sub2, are reported in Tab. 2.3. The two spatial properties, the mean of
summit radius and the density of summits are also reported in Tab. 2.3. The values
of the mean summit radius and summits density depend on the sampling distance. It
was reported to be 20 nm in the reference [124], which was also used for the numerical
topology processing of the considered tests in [151].

2.4.2.1 Characterization

Estimation of the probability density function Based on the reported experimen-
tal data including roughness, skewness, and kurtosis, see Tab. 2.3, the non-Gaussian
probability distribution of surface heights is estimated using the ME method developed
in Sec. 2.2.1. The estimated distribution functions are illustrated and compared with
the Gaussian distributions in Fig. 2.10. In contrast to the experimental surfaces in
Sec. 2.4.1, the values of skewness are negative. The difference in the values of skewness
as well as kurtosis is explained by a different fabrication process, i.e. in addition to the
LPCVD steps as in the previous cases reported in Sec. 2.4.1, in the current case, an etch-
ing process was applied to make the cantilever beams free from substrates, and surface
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Table 2.3: Comparison between the AFM measurements of contacting surfaces reported
in [151] and numerical surfaces, generated using Gaussian probability distribution (S-
G) and non-Gaussian probability distribution (S-NG) of surface heights, in terms of
roughness, skewness, kurtosis, mean radius of summits (R̄sum), and density of summits
(N̄sum).

Bottom surfaces
of the cantilever beams

B1 B2
AFM S-NG S-G AFM S-NG S-G

rms [nm] 1.7 1.7 1.7 3.4 3.4 3.4
γ [-] -0.78 -0.78 0 -0.76 -0.76 0
β [-] 4.6 4.6 3 3.9 3.9 3

R̄sum [µm] 0.41 0.41 0.30 0.84 0.85 0.56
N̄sum [µm−2] 68 63 71 20.9 20.0 29.2

Substrates
Sub1 Sub2

AFM S-NG S-G AFM S-NG S-G
rms [nm] 0.17 0.17 0.17 5.5 5.5 5.5
γ [-] -0.31 -0.31 0 -1.1 -1.1 0
β [-] 3.1 3.1 3 5.1 5.1 3

R̄sum [µm] 3.0 3.0 3.0 0.12 0.14 0.09
N̄sum [µm−2] 111.5 109 115 48 59 68

pair a: B1 vs. Sub1, pair b: B2 vs. Sub1, pair c: B1 vs. Sub2

treatments such as annealing and oxygen plasma were applied 2. Due to the negative
skewness, in comparison with the Gaussian distributions for which the skewness is zero,
the distributions obtained using the ME method are shifted to the left.

Estimation of the PSD function Because we do not have access to the AFM
measurements of the surfaces, we cannot implement directly the estimation process
described in Sec. 2.2.2. Instead, we use a cut-off self-affine PSD function [80,82] whose
parameters are identified to satisfy the reported spatial parameters, including the density
of summits and the mean radius of these summits, reported in Tab. 2.3. That PSD

2The effect of annealing and LPCVD processes on the surface topology was described in [150]. The
plasma treatment was applied to obtain a super-hydrophilic state – a controlled condition applied for
the stiction tests.
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Figure 2.10: The probability density functions of surface heights obtained using the ME
method with the moments reported in Tab. 2.3.

function is given by

sZ(ζr) =


s0
Z if 0 ≤ ζr < ζ0 ;

s0
Z

(
ζr
ζ0

)log10

(
s1Z
s0z

)
/log10

(
ζmax
ζ0

)
if ζ0 ≤ ζr ≤ ζmax ;

0 if ζmax < ζr ;

(2.36)

where ζr =
√
ζ2

1 + ζ2
2 . Such a PSD function shape, see Fig. 2.11, was asymptotically

verified versus the AFM measurements of surfaces S1, S2 in Sec. 2.4.1, as well as a large
range of real surfaces [102]. When the surface heights follow a Gaussian probability
distribution, the parameters of the self-affine PSD function can be identified from the
mean summit radius, the summit density, and the root mean square roughness, owing to
the relations between the PSD moments and these summit properties given in Eq. (2.31).
For the non-Gaussian case considered in this work, we solved an inverse problem with
an iterative process whose individual iteration is described here after.

(i) From the mean summit radius R̄G
sum and the density of summits N̄G

sum, which are
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Figure 2.11: Theoretical cut-off self-affine PSD function.

(a) B1 (b) B2

(c) Sub1 (d) Sub2

Figure 2.12: Generated surfaces for the cases of B1, B2, Sub1 and Sub2.

initiated to the target values at the first iteration, the PSD function parameters
are identified based on the relations stated in Eq. (2.31).

(ii) From the obtained PSD function, non-Gaussian surfaces are generated using the
algorithm described in Sec. 2.3.
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(b) B2: Non-Gaussian distribution

Figure 2.13: Comparison of generated surfaces. (a) using the Gaussian probability
distribution of surface heights, and (b) using the non-Gaussian probability distribution
of surface heights. The surface B2 is considered.

(iii) The mean summit radius R̄NG
sum and the density of summits N̄NG

sum are evaluated
from the generated non-Gaussian surfaces.

(iv) If these summit properties agree with the target ones, the process is ended, else
R̄G

sum and N̄G
sum are updated for the next iteration as: R̄G

sum ← R̄G
sumR̄sum/R̄

NG
sum and

N̄G
sum ← N̄G

sumN̄sum/N̄
NG
sum.

The identified parameters for the considered experimental surfaces are reported in
Tab. 2.4.

Table 2.4: The parameters of the constructed PSD functions given by Eq. (2.36).

B1 B2 Sub1 Sub2
s0
Z [nm4] 525 1438 3.5 2471
s1
Z [nm4] 0.8 0.3 0.001 0.2
ζ0 [rad·µm−1] 32 12 10 56
ζmax [rad·µm−1] 138 125 264 157

2.4.2.2 Simulation of the surfaces

Based on the evaluated probability density functions and the constructed PSD functions,
numerical surfaces are generated using the method described in Sec. 2.3. The generated
surfaces are illustrated in Fig. 2.12 and in Fig. 2.13 in 3D and 2D respectively. From
the comparison between Gaussian generated surfaces and non-Gaussian generated sur-
faces illustrated in Fig. 2.13 for the case B2, it is observed that the surface heights are
significantly shifted to the negative direction for the non-Gaussian ones. This is due
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Figure 2.14: Comparison of the target PSD functions constructed using Eq. (2.36) with
the coefficients given in Tab. 2.4, and the PSD functions evaluated from the generated
surfaces. (a) B1 surfaces, (b) B2 surfaces, (c) Sub1 surfaces, (d) Sub2 surfaces.

to the fact that the non-Gaussian characteristics are important for this case and that
the skewness is negative. That pattern is also found for the case of B1 and Sub2 for
which the skewness and kurtosis are found to be similar. For the case of Sub1, the
non-Gaussianity is much smaller. When generating non-Gaussian surfaces using the
generator developed in Sec. 2.3, an iterative algorithm is applied to ensure that the
PSD functions of the generated surfaces preserve well the target one. As it is observed
in Fig. 2.14, this condition is numerically verified. For completeness, the ACFs of the
generated surfaces are illustrated in Fig. 2.15.

The comparison between the measurement data and the numerical surfaces is re-
ported Tab. 2.3. The moments including roughness, skewness, and kurtosis, are mod-
eled with accuracy. For the spatial properties, because the PSD functions are indirectly
estimated using the fractal formulation, Eq. (2.36), there exist errors in the density and
the mean radius of the summits. These errors are negligible for B2 and Sub1 surfaces,
moderate for B1 surfaces, and significant for Sub2 surfaces, i.e. 17% for the mean radius
of summits and 23% for the density of summits. As a result, the numerical results when
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Figure 2.15: Normalized ACFs of generated surfaces Sub1, Sub2, B1, B2.

predicting the stiction phenomenon implemented in the next chapters might deviate
from the experimental data for the stiction tests involving the substrate Sub2. The
error in the summit mean radius of the case of Sub2 is comparable with the cases of S1
and S2 discussed in Sec. 2.4.1.2, however, the one in the summit density is much larger.

2.5 Conclusion

The randomness of the surface topology was characterized using the probability density
function and the PSD function of surface heights. A non-Gaussian generator was con-
structed to generate the numerical surfaces respecting the obtained probability density
function and PSD function.

The method was applied for two experimental cases: the fabricated polysilicon sur-
faces at IMT-Bucharest lab, and the (poly)silicon surfaces involved in the stiction tests
in [151]. The results showed that the numerical surfaces match the target probabil-
ity density function and PSD function evaluated from the characterization process.
The comparison between Gaussian and non-Gaussian cases figured out that the non-
Gaussianity should be accounted for to improve the accuracy when approximating the
surface heights probability distribution.

With these generators, the numerical surfaces with the sizes of interest will be gen-
erated in the next chapter where an adhesive contact model is developed to evaluate the
contact forces for these surfaces.





Chapter 3

Semi-analytical contact model for
rough surfaces interactions

3.1 Introduction

This chapter develops a numerical model of the adhesive contact problem between rough
surfaces, either characterized from the experimental surface measurements or generated
using the surface generators developed in Chapter 2. Between two contacting surfaces,
the vdW forces, a weak inter-molecular force, contribute to the adhesion of the con-
tacting bodies [12, 46, 98, 35, 52, 122]. In addition, when two hydrophilic rough surfaces
approach each other in air environment, the condensation of water vapor from the envi-
ronment forms menisci which result in adhesive stresses due to the hydrogen bonds, see
Fig. 3.1, [19, 16, 60, 2]. The menisci can be separated at different asperities or they can
merge together at high humidity levels. This phenomenon is known as the saturation
effect, see Fig. 3.1(b), [29].

To evaluate the adhesive contact forces between asperities, a popular methodology
is to assume spherical asperities and to use an appropriate analytical asperity contact
model, such as the DMT model [33], JKR model [57], or Maugis model [90], which are
developed based on Hertz contact model [48] - an elastic non-adhesion contact model.
The JKR model assumes soft material and short range adhesive stress, while the DMT
model assumes hard material and long range adhesive stress. Between the two ex-
treme cases, Maugis model is an transition one. These models and their underlying
assumptions are described later in this chapter. To evaluate the adhesive contact forces
between contacting rough surfaces, the summits-based statistical approaches such as the
GW model [42] and the BGT model [20], which were developed using the multiple as-
perity contact theory, are widely used. These models rely on an important assumption,
i.e. the Gaussian probability distribution of the surface heights which permits to derive
analytically the distribution of the summits. In GW model, the summits are modeled
with a constant radius and their heights follow a Gaussian distribution, see discussion
in Sec. 2.2.3, [6, 94]. For BGT model, the constant radius approximation is relaxed,

51
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(a) Reference configuration (not on scale)

(b) Deformed configuration (not on scale)

Figure 3.1: Contact configurations between a flat surface and a rough surface at con-
tact distance d̄. (a) Reference configuration with identified contacting asperities and
contacting summits. (b) Deformed configuration with water menisci.

and the summits are described using a joint distribution function of their heights and
of their principle curvatures. Owing to the summits distribution, the contact forces
are evaluated by applying the appropriate analytical contact models, e.g. Hertz, DMT,
JKR, or Maugis model, on these summits. At this step, the asperity and the summit
are assumed to be equivalent. These analytical contact models have a negligible com-
putational cost, which is their main advantage in comparison with the full numerical
methods, e.g. FE method [9,8,7,100,153,143,142,141] or MD method [74,23]. However
these summits-based statistical models should be employed with caution due to their
limitations listed here below.

(i) Because the size of the contacting surface is supposed to be infinite, the size effect,
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required for a probabilistic analysis, is not accounted for. The assumption of the
infinite surface size leads to the underestimation in the predicted adhesion energies,
unless a cutoff on the support of asperity heights is introduced [29].

(ii) The models are not applicable for non-Gaussian surfaces due to the basic assump-
tion of Gaussian probability distribution.

(iii) Assuming that one asperity corresponds to one summit is quite wrong as it was
pointed out by Greenwood et al. in [41]. The summit is defined as a local maxi-
mum, while an asperity is what makes a contact [41,79], see Fig. 3.1(a). Due to the
local property of summits, their radii depend on the sampling interval of surface
measurements. In addition, an asperity can contain more than one summit, see
Fig. 3.1(a).

Instead of using GW approach or a full numerical method, a semi-analytical adhesive
contact model is developed to evaluate the contact forces between rough surfaces. Mo-
tivated by the multiple asperity contact theory, in this model the contacting asperities
are identified from the surface topology and boundary conditions, i.e. contact distance
d̄ see Fig. 3.1(a). These asperities are then fitted with spheres on which an appropriate
analytical contact model is applied to evaluate the contact forces. The semi-analytical
contact model overcomes the disadvantages of the GW model listed above, while the
computational cost is still much cheaper than with full numerical methods owing to the
integration of the analytical models. Because there exist interactions between asperities,
e.g. the saturation effect, the integration of the analytical model is not implemented
in a totally local way, i.e. asperity by asperity. Indeed, the interactions are evaluated
based on their ranges, i.e. the short range elastic repulsive stress and vdW stress are
evaluated using the asperity contact models, while the long range capillary interaction
is evaluated in a global way for which the saturation effect is accounted for.

A limitation of the model is that the inter-asperities deformation is neglected. In-
deed, the deformation of an asperity that results from its neighboring ones becomes
important for soft contacting bodies under strong adhesive contact stress. In these
cases, the asperities contact forces should not be evaluated separately. Another limita-
tion results from neglecting the irreversible deformations such as plasticity. However,
these limitations are beyond the considered cases in this thesis, because both the vdW
and capillary interactions introduce weak stresses compared to the stiffness and strength
of the considered material (polysilicon).

To verify the model, its prediction should be compared with an accurate model such
as FE model. This step is not implemented in this thesis due to the difficulties when
implementing the FE model for the considered adhesive contact problem. However,
the numerical results will be compared with the experimental results in Chapter 5 to
validate the developed methodology.

The chapter is developed as follows. In Sec. 3.2, the physical aspects of capillary and
vdW forces are summarized. In Sec 3.3, based on DMT contact model, a modified DMT
model is developed using the strategy of separating the interactions upon their ranges
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of interaction. The strategy is applied for the spherical contact cases for verification
purpose with the available analytical solutions. In Sec. 3.4, the semi-analytical model for
interacting rough surfaces is developed. In Sec. 3.5, the semi-analytical model is applied
for the surfaces described in Sec. 2.4. Based on the obtained results, we investigate the
effects of the non-Gaussian probability distribution of surface heights and of the size of
the contacting surfaces on the adhesion behaviors.

3.2 Physics of adhesive forces

In this section, the physical mechanisms of two adhesive interactions, capillary and vdW
forces, are briefly described.

3.2.1 Capillary effects

(a) Geometry of condensing water
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(b) Laplace pressure and water height

Figure 3.2: The configuration of condensing water. (a) Meniscus and absorbed surface
layer between a sphere and a half space. (b) The evolution of the Laplace pressure
and of the water height (without the absorbed surface layers thickness) in terms of the
humidity level.

The capillary forces result from the negative pressure inside the condensing water
between two hydrophilic contacting surfaces, see Fig. 3.2(a). The condensing water
induces two phenomena, the creation of a meniscus and the appearance of absorbed
surface layers, discussed in the following.

3.2.1.1 Water meniscus

In terms of dynamic behavior, during the separation process, the meniscus geometry
varies depending on the competition between evaporation and condensation of water [30].
On the one hand, when the separation is fast, the volume of the meniscus is constant. On
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the other hand, if the separation is slow the radius of meniscus and its water pressure are
constant. Between the two extreme cases, the adhesion energy of the latter is reduced by
a factor of 2 [30]. In this work, the assumption that the water pressure and the meniscus
radius are constant is applied. Note that this assumption respects the condition of the
experiments reported in [151] which are used to validate the methodology in this work.
With the constant pressure assumption, the pressure inside the meniscus is equal to the
Laplace pressure, which is evaluated at a given relative humidity level RH as [30,21]

∆P =
γLG

rK
=
RT lnRH

Vm
, (3.1)

where γLG is the liquid vapor energy, Vm is the liquid molar volume, R is the universal
gas constant, and T is the absolute temperature. In case of water condensation Vm =
0.018 L/mol and γLG = 0.072 N/m at T = 300 K. The geometry of the menisci is
characterized by the contact angles {ρ1, ρ2}, depending on the surfaces properties, and
by the Kelvin radius rK given by [21]

rK =
γLGVm
RT lnRH

=
0.53

lnRH
[nm] < 0. (3.2)

For the nano-scale rough surfaces, because the topology curvature is small, e.g. the
radius of the contacting sphere is much larger than the Kelvin radius see Fig. 3.2(a), the
capillary range, defined as the maximum contact distance at which water can condense
between two bodies, is approximated by

hwater = −rK (cos(ρ1) + cos(ρ2)) . (3.3)

The capillary forces in the present work are modeled using Dugdale cohesive model, i.e.
inside the range hwater the pressure is constant and equal to the Laplace pressure, while
outside this range the pressure vanishes. That model is consistent with the assumption
of constant pressure [30].

The calculated Laplace pressures and condensing water heights for contact angles
ρ1 = ρ2 = 0 are illustrated in Fig. 3.2(b). Since 0 ≤ RH < 1, from Eqs. (3.1, 3.2),
the absolute value of the Laplace pressure decreases when raising the humidity level
while the Kelvin radius increases, see Fig. 3.2(b). Note that −hwater ×∆P is constant,
and for contact angles ρ1 = ρ2 = 0, it is equal to 2γLG. That value of 2γLG is also the
theoretical value of the capillary energy, ωwater, which is reached when the contacting
gap is totally saturated, i.e. either the contacting surfaces are perfectly flat or it has
a roughness much smaller than the meniscus height. Furthermore, it can be observed
that the Laplace pressure is much smaller than the Young’s modulus of hard materials
such as polysilicon, E = 164 GPa, while the condensing water heights are comparable
with the roughness of the typical MEMS surfaces (nanometers) [29, 32].

3.2.1.2 Absorbed surface layer

In humid air conditions, there exists a thin layer of water on hydrophilic surfaces called
the absorbed surface layer, see Fig. 3.2(a). While its existence was experimental observed
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Table 3.1: Dugdale model parameters of vdW forces.

Condition vacuum air RH ∼ 0 air RH > 0
ωvdW [J/m2] 2.54 167.1 10−3 87.4 10−3

−σvdW [GPa] 11.1 0.732 0.383
hvdW [nm] 0.228 0.228 0.228

[11], it is still difficult to identify its thickness and to quantify its effects. Therefore, the
absorbed surface layer is not accounted for in this thesis. With the assumptions that the
pressure inside these layers is equal to the Laplace pressure, and the height of condensing
water follows the superposition property, the phenomenon might be accounted for by
adding the thicknesses ha1 and ha2 of the absorbed surface layers belonging to the two
contacting surfaces into the height of the condensing water, see Fig. 3.2(a), as

hwater = −rK (cos(ρ1) + cos(ρ2)) + ha1 + ha2 . (3.4)

3.2.2 Van der Waals effect

The vdW interaction can be characterized by the adhesion energy per unit area, ωvdW,
given by

ωvdW =
H

16πD2
0

, (3.5)

where H is the Hamaker constant, and D0 is the equilibrium distance at which the
force between two half spaces is zero and is given by D0 = (2/15)1/6r0 with r0 the finite
distance at which the inter-molecular potential is zero. For silicon, at room temperature,
the Hamaker constant is 18.65 × 10−20 J through dry air, corresponding to RH ∼ 0,
and 9.75 × 10−20 J through water , which can be due to the menisci [22]. In practice,
the polysilicon surfaces can be oxidized with thin layers (2-3 nm) of SiO2 [122], and
the Hamaker value may be changed. However the change remains lower by one order
of magnitude. For the sake of simplification, the Hamaker values reported in [22] are
considered in this work. For silicon, the distance r0 = 2.09 Å [157] leading to D0 =
1.49 Å. Using Dugdale assumption, the vdW stress, σvdW, is modeled as a constant
for interaction distances smaller than the critical separation hvdW, and vanishes outside
this range. The energy balance leads to the relationship ωvdW = −σvdW × hvdW. For
silicon, the range hvdW can be deduced as hvdW = 0.97 × 21/6r0 = 2.28 Å [146]. The
modeling parameters of vdW interactions are reported in Tab. 3.1. In comparison
with the capillary forces range hwater (∼ nanometers), the vdW force range hvdW is
much shorter. In addition, in vacuum condition and perfectly clean surfaces, the surface
energy can reach the theoretical value if silicon fracture energy, i.e. 2.54 mJ/m2 [22].
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(a) Reference configuration (b) Deformed configuration

Figure 3.3: The configurations, (a) initial configuration and (b) deformed one, of the
adhesive contact between a sphere and a flat surface. Depending on the considered
physical problem, the adhesive interaction height h can be either the height of condensing
water hwater or the range of the vdW adhesive pressure hvdW, the adhesive interaction
radius c can be either the water condensing radius cwater or the vdW adhesive radius
cvdW.

3.3 Evaluation of the asperity adhesive contact forces

3.3.1 Existing analytical contact models

In order to evaluate the adhesive elastic interaction forces between a sphere and a flat
surface, there exist three well-known analytical adhesive contact models developed based
on the Hertz model [48], i.e. the JKR [57], the DMT [33], and the Maugis [90] models.
The details of these models are described in Appendix B.1. In addition to the common
assumption that the radius of asperity is much bigger than the physical contact radius,
i.e. R � a see Fig. 3.3, the DMT and JKR models are respectively based on the
following assumptions:

(i) for the DMT model, the deformation resulting from the adhesive stress is ne-
glected in comparison with the elastic deformation due to the physical contact,
consequently the deformation is evaluated using Hertz model;

(ii) for the JKR model, the adhesive stress outside the physical contact area is ne-
glected.

As a result, while the DMT model is applicable for long range adhesive stress and hard
materials, the JKR model is used for short range adhesive stress and soft materials.
Between the two extreme cases, Maugis model is a transition solution. To identify the
appropriate model, one can consider the transition parameter λ proposed by Maugis
and evaluated as

λ =
∣∣∣ 2σ0

(πωK2/R)1/3

∣∣∣, (3.6)

where the two variables {σ0, ω} can either hold for {σvdW, ωvdW} or for {∆P, ωwater},
depending on the application, and K is the reduced elastic modulus. K is evaluated as
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K = 4
3

[
(1 − ν2

1)/E1 + (1 − ν2
2)/E2

]−1
where ν1, ν2 are the Poisson ratios of the sphere

and the half space respectively, and E1, E2 are their Young’s moduli. The DMT model
is applicable for λ � 1, while JKR is used for λ � 1. For the case of a polysilicon
asperity with radius R = 200 nm - a typical measured radius [29, 32, 151], the values
of λ and the applicable models are reported in Tab. 3.2 for different humidity levels.
The considered polysilicon material has a Young’s modulus E = 164 GPa and a Poisson
ratio ν = 0.23 [55]. Because silicon is a hard material in comparison with the adhesive
stress of capillary and vdW interactions, the considered cases are compliant with the
DMT regime for capillary interaction and with the Maugis regime for vdW interaction
as it is reported in Tab. 3.2.

Table 3.2: The values of the transition parameter λ, Eq. (3.6), for a polysilicon sphere
of radius 200 nm.

Humidity levels RH ∼ 0 RH = 30 % RH = 50 % RH = 70 %
Capillary forces - λ = 0.11 λ = 0.06 λ = 0.03
vdW forces λ = 0.45 λ = 0.3
λ� 1: DMT model; λ� 1: JKR model; transition: Maugis model

3.3.2 The modified DMT contact model: bridging asperity
contact and rough surface contact models

The inter-asperities effects prevent a direct integration of the asperity contact model
into the rough surface contact problem. In particular, for the case of capillary forces,
a common phenomenon is saturation effect in which the menisci can merge together
especially at high humidity levels, see Fig. 3.1(b). Therefore, to extend the applicability
of the asperity contact models to rough surface contacts involving capillary forces, we
modify the DMT contact model with an additional assumption: the deformation of an
asperity at the points with a normal distance to the encountered plane larger than the
capillary range hwater is negligible. This additional assumption is valid thanks to the
fact that λ� 1 for capillary interactions as reported in Tab. 3.2. Using that additional
assumption, we derive in a straightforward way the spherical asperity contact model, first
for the capillary interactions, and then enhanced to account for the vdW interactions.

Capillary interaction cases In the original DMT theory, the adhesive force and the
repulsive force are evaluated separately. The contact forces are calculated as F = Fe+Fa
where Fe is the elastic repulsive force, which can be obtained from Hertz theory, and
Fa is the adhesive force resulting from the capillary interaction. The adhesive force is
the integration of the Laplace pressure on the annulus between the contacting radius a
and the water interaction radius cwater, i.e. a ≤ rc ≤ c = cwater see Fig. 3.3, and is thus
computed as Fa = ∆Pπ(c2

water − a2). Using the additional assumption that the radius
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cwater depends only on the initial profile, one has

cwater =
√
R2 − (R− δ − hwater)2, (3.7)

where δ is the interference, see Fig. 3.3. Eventually, the total adhesive contact force is
evaluated by

F = Fr + ∆Pπ
(
R2 − (R− δ − hwater)

2 − a2
)
. (3.8)

In Eq. (3.8), the repulsive force Fr and the contacting radius a are evaluated from the
Hertz theory as

a3 =
RFr
K

, (3.9)

δ =
a2

R
. (3.10)

As it can be observed, this new method does not require the deformed profile as in
the original DMT method. Owing to this relaxation, the modified DMT model is more
flexible when applied to the rough surface contact problem in comparison with the
Maugis and DMT models. Note that when hwater � δ, one has

F → Fr + 2πRhwater∆P = Fr − 2πRωwater, (3.11)

which is the expression of the original DMT model, see Appendix B.1.

Verification of the modified DMT contact model The three candidate models,
the Maugis, the DMT, and the modified DMT models, are compared on the contact
problem between a spherical polysilicon asperity and a half space at different humidity
levels. Two cases of radii of 100 nm and 800 nm are considered. The contact forces
predicted by the three models are illustrated in Fig. 3.4. The extracted adhesion energies,
i.e. the work required to separate the asperity from the plane, are reported in Tab. 3.3.

Table 3.3: Comparison of the adhesion energies [µN ·nm] obtained with the three meth-
ods.

R = 100 nm R = 800 nm
Humidity level 30% 50% 70% 30% 50% 70%
Maugis 51×10−3 81×10−3 0.14 0.48 0.73 1.2
DMT 51×10−3 81×10−3 0.14 0.50 0.73 1.2
Modified DMT 52×10−3 81×10−3 0.14 0.52 0.75 1.2

As it is observed from Fig. 3.4 and Tab. 3.3, the differences in the results obtained
by the three models are negligible. The largest difference is observed in the case of 800
nm-asperity radius at RH = 30% for which the difference in the adhesion energies is
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(a) R = 100 nm, RH = 30%
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(b) R = 800 nm, RH = 30%
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(c) R = 100 nm, RH = 50%
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(d) R = 800 nm, RH = 50%
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(e) R = 100 nm, RH = 70%
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(f) R = 800 nm, RH = 70%

Figure 3.4: Comparison of the contact forces obtained by three methods, Maugis, DMT,
and modified DMT, for polysilicon asperities of radii R=100 nm (left column) and
R=800 nm (right column) at different humidity levels: 30% (first row), 50% (second
row), and 70% (third row).

about 10% between the modified DMT method and the Maugis theory, and about 5%
between the modified DMT method and the original DMT theory. For the other cases,
the differences are below 3.3%. At 30% humidity level, the differences result from having
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neglected the deformation due to the adhesive pressure in the two DMT models.
The negligible differences of the adhesion energies obtained by the three methods

validate the second assumption of the modified DMT method: the deformation of as-
perity at a contact distance larger than the capillary range hwater is negligible. From this
comparison we can conclude that besides Maugis model, which was proved to be valid
to model the problem of humid stiction [91], both DMT and modified DMT models are
applicable to our problem.

Extension of the modified DMT model to account for the vdW interaction
Because the vdW interaction range is sub-nanometer, see Tab. 3.1, its effects can be
evaluated together with the elastic repulsive forces by applying the Maugis model [90],
instead of Hertz model. The contact force formulation in Eq. (3.8) is extended as

F = FMaugis + ∆Pπ
(
R2 − (R− δ − hwater)

2 − a2
)
, (3.12)

where FMaugis is the contact force resulting from the vdW interaction and elastic de-
formation, and is calculated using Maugis model, see Appendix B.1.4 for the explicit
expression.

3.4 Semi-analytical model for rough surfaces con-

tact

Figure 3.5: An example of fitting process: a contacting asperity identified and extracted
from the surface topology and its spherical approximation.

A semi-analytical contact model is developed in this section to evaluate the adhesive
contact between rough surfaces. The contact problem between two rough surfaces, e.g.
z1 and z2, is modeled as the contact between an equivalent rough surface, whose topology
is evaluated as z = z1 +z2, and a flat surface, for which the gap between two undeformed
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contacting surface topologies is preserved, see explanations in [56, page 411]. As a bridge,
the modified DMT model developed and verified for the cases of spherical asperity
contact in Sec. 3.3.2, is extended for the cases of rough surfaces contact. The assumption
of that model is adapted for the cases of surface contact as follows: the deformation
of the surface topology at contact distances larger than the capillary range hwater is
negligible. Using that assumption, the long range interaction of Laplace pressure, and
the short range interactions of vdW stress and elastic deformation, can be evaluated
separately.

Let z(x) with x ∈ [0, lmeso
1 ] × [0, lmeso

2 ] be the topology of equivalent rough surfaces
where lmeso

1 × lmeso
2 is the considered size. The model is developed in the four steps

described in the following, see Fig. 3.6 for its algorithm sketch.

(i) For a given contact distance d̄, the contacting asperities are identified, see Fig. 3.1(a),
and then fitted by spheres, see illustration in Fig. 3.5. The fitting method is de-
scribed in detail in Appendix B.2. Let nasp the number of identified asperities.

(ii) The Maugis model, detailed in Appendix B.1.4, is applied on these approximated

spherical asperities to evaluate their adhesive contact forces, F
(i)
Maugis with i =

1, . . . , nasp, resulting from vdW interaction and elastic deformation. The physical
contacting area of each asperity, A(i), is also calculated by the Maugis model.

(iii) The water condensing area Awater, see Fig. 3.1(b), is then evaluated as the dif-
ferences between the area of parts of surface topology with interaction distances
smaller than the capillary range hwater, and the sum of physical asperity contacting
areas evaluated at step (ii) as

Awater =

∫ lmeso
1

0

∫ lmeso
2

0

1≤0{d̄− z(x)− hwater}dx−
nasp∑
i=1

A(i), (3.13)

where 1≤0{·} = 1 if · ≤ 0 and zero otherwise. The adhesive forces are then
evaluated by multiplying the water condensing area with the Laplace pressure as

fC = ∆PAwater. (3.14)

(iv) The total contact force is the sum of the forces computed in steps (ii) and (iii).
The apparent force is evaluated by dividing the obtained contact force with the
apparent area of contacting surfaces as

f̄ =
fC +

∑nasp

i=1 F
(i)
Maugis

lmeso
1 × lmeso

2

. (3.15)

The apparent contact forces have to be evaluated for a discrete set of contact distances
{d̄0, d̄0 + ∆d̄, . . . , d̄0 + κ∆d̄} with ∆d̄ the sampling distance. Therefore, that process is
repeated κ+ 1 times in order to construct an apparent contact force vs. distance curve.
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Figure 3.6: The algorithm of the semi-analytical contact models.

Errors control The accuracy of the semi-analytical model requires that the error
when approximating the asperities by spheres remains small. This requirement is con-
firmed in Appendix B.2.2 for the cases considered in Sec. 3.5. In addition, to verify the
model, a comparison with a higher fidelity model, e.g. FE model, should be performed.
However, developing a FE model dealing with the non-linear adhesive contact forces
on rough surfaces is not a trivial task, and therefore is not implemented in this work.
Instead, the whole numerical approach developed in this work will be validated with the



64 Semi-analytical contact model for rough surfaces interactions

experimental results.

Remarks on plasticity behavior Because both vdW stress and Laplace pressure are
much smaller than the hardness of polysilicon, in this work the irreversible behaviors,
such as plasticity, are neglected when evaluating the asperity interaction. To evaluate
the importance of plastic deformation, a possibility is to compare the maximum stress
given by Hertz model with the material hardness as it is described in Appendix B.3. A
verification of the negligibility of irreversible deformation is also given in Appendix B.3
for the considered cases in Sec. 3.5. For the cases when irreversible deformations become
non-negligible, the applied asperity contact models, Hertz and Maugis models, should
be replaced, e.g. by the ones developed by L. Kogut and I. Etsion [66,67], or by the one
developed by L. Wu et al. [144] in the case of cyclic loading.

3.5 Applications

The semi-analytical contact model developed in Sec. 3.4 is applied to evaluate the contact
forces for the cases of the experimental surfaces and generated surfaces described in
Sec. 2.4. For the surfaces fabricated at IMT-Bucharest lab, see Sec. 2.4.1, two contact
pairs are considered: (i) pair I: between S1 vs. flat < 100 > silicon surface, and (ii) pair
II: between S2 vs. flat < 100 > silicon surface. For the surfaces involved in the stiction
tests reported in [151], see Sec. 2.4.2, three pairs are considered: (i) pair a: between B1
vs. Sub1, (ii) pair b: between B2 vs. Sub1, (iii) pair c: between B1 vs. Sub2. Because
the stiction test is not available for S1 and S2, the pairs I and II are only considered for
the illustration purpose, while for the pairs a, b, and c, the numerical predictions will be
compared with the experimental data in Chapter 5 to validate the developed methods.
The considered pairs are reported in Tab. 3.4. The statistical properties of the involved
surfaces are found in Tabs. 2.2 and 2.3.

Table 3.4: The considered pairs of contacting surfaces.

pair I pair II pair a pair b pair c
S1 vs. flat S2 vs. flat B1 vs. Sub1 B2 vs. Sub1 B1 vs. Sub2

without stiction tests used in stiction tests in [151]
only for illustration purpose and considered to validate the methodology

Two cases of the generated surfaces size, lmeso
1 × lmeso

2 , are considered in this section:
5.12 × 5.12 µm2 corresponding to the size of the AFM measurements of S1 and S2
reported in Sec. 2.4.1; and 1.5×30 µm2. From the global view of the thesis, the contact
forces will be integrated into the structural scale models developed in Chapter 5 where
the size lmeso

1 × lmeso
2 = 1.5× 30 µm2 of generated surfaces is required.
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Using the semi-analytical model developed in Sec. 3.4, the apparent adhesive contact
forces are evaluated. For pair I and pair II, the semi-analytical model developed in
Sec. 3.4 is first applied on the topology extracted from the AFM measurements. It
is then applied on the numerical surfaces generated using the algorithm developed in
Chapter 2. The predicted adhesive contact curves are illustrated in Fig. 3.7 and Fig. 3.8
for pair I and pair II respectively. From the obtained contact forces, the apparent
adhesion energies ē are evaluated as

ē = −
∫
R

1≤0{f̄(d̄)}f̄(d̄)dd̄ > 0. (3.16)

The distributions of the apparent adhesion energies ē evaluated for pair I and pair II
with the two considered surface sizes and at different humidity levels are illustrated in
Fig. 3.9. For the pairs a, b, and c, the results are illustrated in Fig. 3.10 for the apparent
adhesive contact forces, and in Fig. 3.11 for the distribution of their apparent adhesion
energies.

Based on these results, the uncertainties in the adhesive contact forces, and their
dependencies on the size of the surfaces, the humidity level, and the non-Gaussianity
of surface heights probability distribution, are now discussed as well as the modeling
errors when using the spectral methods.

Uncertainties The uncertainties in the apparent adhesive contact forces are signifi-
cant, see Figs. 3.7, 3.8, and 3.10. These uncertainties result from the combination of the
small interaction areas, e.g. in the range 10−6 − 1 of the apparent one, with the limit
size of the generated surfaces. As it is observed from Figs. 3.9 and 3.11, the lower the
apparent energies, the higher their uncertainties.

Size effects From the comparison of the distributions of apparent adhesion energies ē
illustrated in Fig. 3.9, it is observed that the uncertainties associated with the apparent
adhesion energies are smaller for the larger surfaces. It is due to the statistical conver-
gence following the law of large number [73]. In addition, when increasing the surface
size, the mean values of the apparent adhesion energies are reduced. For the larger-size
surfaces, the occurrence likelihood of the higher asperities increases. Although water
condenses on these asperities increasing the adhesive forces, the repulsive contact be-
havior is then dominant and significantly reduces the adhesion behavior.

Effects of humidity level When rising the humidity level, the menisci height in-
creases while the Laplace pressure proportionally decreases, see discussion in Sec. 3.2.1.
With a larger menisci height, the area of condensing menisci on the contacting rough
surfaces expands. Therefore, the apparent adhesion energies are significantly augmented
when rising humidity level, as it is observed from Fig. 3.9. That observation also shows
that the capillary interaction is more important than the vdW one in the considered
cases.
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Effects of non-Gaussian properties For the pair I, the non-Gaussianity in proba-
bility distribution of surface heights is not significant, and as a result the contact forces
evaluated for generated Gaussian surfaces and generated non-Gaussian surfaces have
similar shapes, see Fig. 3.7(b, c) and Fig. 3.7(d, e). For the other pairs: II, a, b and
c, because the non-Gaussianity characteristics of surface heights probability distribu-
tions are more important, see Tabs. 2.2 and 2.3, there exists an important difference
in the predicted adhesion behaviors of the Gaussian cases and non-Gaussian cases. By
taking into account these non-Gaussian characteristics, the apparent adhesion ener-
gies are decreased for the pair II, see Fig. 3.8, but increased for the pairs a, b, c, see
Fig. 3.11. This reflects the fact that the skewness of random surface S2 involved in pair
II is positive while the skewness of surfaces B1, B2, and Sub2 involved in pairs a, b,
and c, are negative, see Tabs. 2.2 and 2.3. When skewness is small, and particularly
becomes negative, the contacting asperities heights are lower and more uniform while
their radii are larger, see the investigation in Sec. 2.4, and consequently the apparent
adhesion energies are higher [29]. Furthermore, the evaluated contact forces on the AFM
measurements fall into the uncertainty ranges obtained using non-Gaussian generated
surfaces, see Fig. 3.7(a, c) and Fig. 3.8(a, c), which is not the case for the Gaussian
generated surfaces of pair II. These observations confirm the importance of accounting
for the non-Gaussianity of surface heights probability distribution when predicting the
adhesive contact behavior.

Effects of modeling errors of spectral representation method The modeling
errors of the spectral representation method, described in Sec. 2.2, result in smaller
summit radii for the generated surfaces compared to the AFM measurement data as
discussed in Sec. 2.4.1.3. As a result, there exist errors in the predicted apparent adhesive
contact forces and in their apparent adhesion energies ē. These errors might be identified
by a comparison between the numerical results obtained from the generated surfaces,
and from the AFM measurements, see Fig. 3.9 for pair I and pair II. However, such
a comparison is difficult to be quantified due to the large uncertainty range of the
obtained energies while there exist only three AFM measurements. The case of pair
II at RH = 90% is the only exception in which the uncertainty of these energies is
small. In this case, the average of the apparent adhesion energies is 0.034 J/m2 for
AFM measurements, and 0.04 J/m2 for the generated surfaces. As it is observed, the
bias error of the apparent adhesion energies is 15%. The numerical results show that
the apparent adhesion energies vary in many orders of magnitude, e.g. for pair II:
ē ∼ 10−7, . . . , 10−5 J/m2 at RH = 30% and ē ∼0.04 J/m2 at RH = 90%. Therefore, that
bias error is acceptable. For the other cases, the apparent adhesion energies evaluated
from AFM measurements fall into the uncertainty range evaluated from generated non-
Gaussian surfaces, see Fig. 3.9. When there are more available AFM measurements, the
predicted apparent contact forces can be calibrated, e.g by eliminating the bias errors.
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3.6 Conclusion

In this chapter, a semi-analytical contact model was developed to evaluate the apparent
adhesive contact forces between rough surfaces. The model is able to account for the
size effects and therefore for the uncertainty of apparent adhesive contact forces. The
model is efficient in terms of computational cost owing to the recourse to an analytical
contact model. Using the developed semi-analytical contact model, the apparent ad-
hesive contact forces were evaluated for the generated numerical surfaces and for the
AFM measurements described in Chapter 2. The results confirmed the importance of
the size effects and of the non-Gaussianity of surface heights probability distribution on
the uncertainty of the apparent adhesion energies.

Toward the objective of this work, to quantify the uncertainty of the micro-structures
behavior subjected to adhesive contact, a large amount of apparent adhesive contact
forces are required. Therefore, we cannot rely solely on the limited surface topology ob-
tained by AFM measurements, instead we have to use the numerical surfaces generated
in Chapter 2. However, the total computational cost still remains high for stochastic
multiscale analysis of MEMS behaviors. In order to reduce the required number of ex-
plicitly evaluated contact forces, a stochastic model is constructed in the next chapter
to effectively represent the randomness of these forces.
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Figure 3.7: The apparent adhesive contact forces evaluated for pair I at RH = 0.7.
Upper figures (a, b, c) report the contact forces for the surfaces of size 5.12× 5.12 µm2

including there cases: (a) AFM measurements, (b) generated Gaussian surfaces, and (c)
generated non-Gaussian surfaces. Lower figures (d) and (e) report the contact forces
for the surfaces of size 1.5 × 30 µm2 for two cases: generated Gaussian surfaces and
generated non-Gaussian surfaces respectively. For each figure (b, c, d, e), 20 realizations
are highlighted from the 200 ones.
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(d) Gaussian surface (1.5× 30 µm2)
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Figure 3.8: The contact forces evaluated for pair II at RH = 0.7. Upper figures (a, b, c)
report the contact forces for the surfaces of size 5.12×5.12 µm2 including there cases: (a)
AFM measurements, (b) generated Gaussian surfaces, and (c) generated non-Gaussian
surfaces. Lower figures (d) and (e) report the contact forces for the surfaces of size
1.5 × 30 µm2 for two cases: generated Gaussian surfaces and generated non-Gaussian
surfaces respectively. For each figure (b, c, d, e), 20 realizations are highlighted from
the 200 ones. The y-axes ranges are different between (b) and (a, c).

.
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Figure 3.9: The distribution of the energies ē for the cases of pair I (left column), and
pair II (right column), at different humidity levels, and for different generated surfaces
sizes. The values of energy ē evaluated from AFM measurements are also given. The
considered generated surfaces are the non-Gaussian ones.
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Figure 3.10: The apparent adhesive contact forces evaluated at RH = 0.65 for pairs
a, b, and c. First column, (a, c, e), evaluated forces for Gaussian generated surfaces;
second column, (b, d, f) evaluated forces for non-Gaussian generated surfaces. From top
to bottom: pair a, pair b, pair c. For each figure, 20 realizations are highlighted from
the 200 ones.
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Figure 3.11: The distributions of apparent adhesive energies evaluated for pairs a, b, and
c at RH = 0.65. First column, (a, c, e), the distributions of apparent adhesive energies
evaluated for Gaussian generated surfaces; second column, (b, d, f) the distributions of
apparent adhesive energies evaluated for non-Gaussian generated surfaces. From top to
bottom: pair a, pair b, pair c.



Chapter 4

Probabilistic representation of the
random apparent adhesive contact
forces

4.1 Introduction

To reduce the number of explicitly evaluated apparent contact forces required for the
MCS at the structural scale, a stochastic model of these forces is constructed. Toward
this end, the apparent force vs. distance curves obtained in Chapter 3 are parametrized
via an analytical adhesive contact function in order to be represented by vectors of
parameters. The stochastic model is then constructed to generate random parame-
ters vectors. To construct the stochastic model approximating the probability of the
target random vector, common methods choose a labeled distribution, e.g. uniform,
Gaussian or log-normal distribution ..., whose parameters are estimated using the in-
put set of explicitly evaluated samples. An alternative method, based on the gPCE, see
e.g. [39,119,10,118,34], constructs a transformation from a labeled random vector, whose
distribution is known, to the target random vector. The second method is more flexible
than the first one in approximating the studied random vectors as it can represent any
second order random vectors and is therefore adopted in this work.

To identify the coefficients of the gPCE, one possibility is to solve the maximum like-
lihood problem [140]. Because of the high computational cost required when evaluating
the gradients of the likelihood function as well as the possibility of multiple local maxima
of this function, the gradient-free optimization methods, e.g the simulated annealing
algorithm [64] and the genetic optimization algorithm [40], were applied in [105, 10].
Another approach is to project the Rosenblatt isoprobabilistic transformation [110], de-
fined between the chosen labeled random variables and the target random variables,
on the system of polynomial chaos functions owing to the orthogonal properties of this
system [28]. Note that the projection is numerically achieved using quadrature rules.
When the dimension of the target random variables remains small, i.e. ∼ 3, the eval-

73
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uation of that projection is highly efficient in terms of computational cost. For higher
dimension cases, the number of integral points required for the numerical projection in-
creases exponentially, and as a consequence the computational efficiency is significantly
reduced. In this work, the latter method is applied, however only after performing a
dimension reduction [53,58] to address the effect of the curse of dimensionality.

The structure of this chapter is developed as follow. In Sec. 4.2, the parameterization
of the apparent adhesive contact forces is described, then in Sec 4.3 the stochastic model
is developed to represent the randomness of the obtained parameters vectors. Finally,
in Sec. 4.4, the stochastic models are constructed for the evaluated apparent adhesive
contact forces reported in Sec. 3.5.

4.2 Parametrization of the apparent adhesive con-

tact forces

Figure 4.1: Curve fitting of a typical apparent adhesive contact force function. Left
figure: An explicitly evaluated apparent contact force function, see Sec. 3.4, and its
parameters. Right figure: The evaluated apparent contact force represented by the
analytical function, Eq. (4.5).

The calculated apparent adhesive contact forces are first characterized by a set of
physical parameters and then fitted by an analytical function derived from the Morse
potential. In the context of adhesive problems, there are 4 key features characterizing
the adhesive contact force f̄ which are listed here below.

(i) The maximum pull-out adhesive force f̄max defined by

f̄max = max
d̄
{−f̄(d̄)} > 0; (4.1)
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(ii) The distance d̄max at which the apparent contact force reaches its maximum ad-
hesive force

d̄max = arg max
d̄
{−f̄(d̄)}; (4.2)

(iii) The apparent adhesion energy, ē, which has been defined in Eq. (3.16), as

ē = −
∫
R

1≤0{f̄(d̄)}f̄(d̄)dd̄ > 0, (4.3)

where 1≤0{·} = 1 if · ≤ 0 and zero otherwise;

(iv) The threshold distance d̄limit at which the apparent contact force reaches a certain
limit positive force f̄limit defined as the maximum considered compressive force of
interest. Beyond this limit force, the compressive behavior dominates the adhesive
behavior, and therefore is not relevant in the scope of an adhesive contact study.

These 4 key features of the adhesive contact force are represented by the parameters
vector

v = [ē, f̄max, d̄max, d̄limit]
T. (4.4)

The following function is considered to fit the apparent adhesive contact forces

G(d̄) =

{
f̄max(e−2aright(d̄−d̄max) − 2e−aright(d̄−d̄max)) for d̄ ≥ d̄max;

f̄max(e−2aleft(d̄−d̄max) − 2e−aleft(d̄−d̄max)) for d̄ < d̄max.
(4.5)

In fact, the fitting analytical function is derived from the well-known Morse potential1.
By separating the two wings with the different coefficients (aright and aleft), the proposed
function has four fitting coefficients, one more coefficient than the original Morse for-
mulation. Consequently, it is consistent with the dimension of the parameter vector v
defined in Eq. (4.4). This fitting function reaches its maximum adhesive force f̄max at
a distance d̄max. The other coefficients of the fitting function {aright, aleft} are identified
by solving the following equations

f̄max(e−2aleft(d̄limit−d̄max) − 2e−aleft(d̄limit−d̄max)) = f̄limit;

−
∫
R

1≤0{G(d̄; aright, aleft)}G(d̄; aright, aleft)dd̄ = ē.
(4.6)

One can thus obtain the physical parameters vector v, Eq. (4.4), from a given sample
of apparent contact forces and also can reconstruct that sample knowing its physical
parameters vector using Eq. (4.5). In other words, an apparent contact force can be
represented by the parameters vector v.

1Both the Morse potential, used to fit energy functions, and its derivative, used to fit distance-force
curves, have the same characteristics since they are described by the exponential functions. Thus for
simplicity the analytical function in Eq. (4.5) uses the Morse potential directly instead of its derivative
to fit the adhesive contact forces.
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4.3 Stochastic model of the random apparent adhe-

sive contact forces based on the gPCE

Because there exist uncertainties in the apparent adhesive contact forces, see Sec. 3.5,
the parameters vector defined in Eq. (4.4) is considered as a random vector denoted
V. A stochastic model is constructed using the gPCE to generate the realizations of
that random vector from which the corresponding apparent adhesive contact forces are
obtained using the adhesive contact functions defined in Eq. (4.5). The stochastic model
is constructed based on a set of m explicitly evaluated apparent contact forces, see ex-
amples in Sec. 3.5, from which the set of m corresponding physical parameters vectors
{v(1), . . . ,v(m)} – samples of the random vector V – is obtained using the parametriza-
tion process described in Sec. 4.2. The value of m is chosen such that the distribution
of the random vector V is evaluated with accuracy from the samples {v(1), . . . ,v(m)}.

Remark: As it will be shown in Sec. 5.3, the spatial correlation between two adjacent
apparent adhesive contact forces is negligible. Therefore, the stochastic model developed
in the following does not take the spatial correlation into account. For the cases of non-
negligible spatial correlation, the model can be extended, e.g. by coupling a Karhunen-
Loève expansion with the gPCE stochastic model as developed in [25,26,10].

In the considered problem, the construction of the stochastic model must deal with
two challenges: (i) the stochastic model must respect the physical bounds of the mod-
eled random variables, i.e. the generated samples are preconditioned by those bounds;
and (ii) the effect of curse of dimensionality [118], i.e. the number of orthogonal polyno-
mials in a gPCE model which increases exponentially with the dimensionality, must be
minimized. Although the dimension of the target random vector V is only four, it is still
useful to apply a dimension reduction process to reduce the computational cost when
evaluating the coefficients of the gPCE model. These challenges are first accounted for
in Sec. 4.3.1, before developing the stochastic model in Sec. 4.3.2.

4.3.1 Input data processing

Figure 4.2: The two data processing procedures, treatment of physical bounds, and
dimension reduction.

In this section, the two data processes illustrated in Fig. 4.2 are described. The
first procedure introduces the random vector Q which accounts for the physical bounds
applied on V. In the second procedure, a dimension reduction process is applied on the
random vector Q and the reduced dimension random vector H̃ is obtained. These two
procedures are accomplished in such a way that their inverse processes, H̃ → Q → V,
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exist. As a result, the stochastic model for the random vector V can be constructed
indirectly through the random vector H̃ in Sec. 4.3.2.

Introduction of the physical bounds The random vector V is constrained by the
physical conditions:

(i) The 2 variables {ē, f̄max} are non-negative; and

(ii) The distance d̄max at which the apparent contact force reaches its maximum ad-
hesive force is larger than the threshold distance d̄limit, see Fig. 4.1.

These two constraints have to be taken into account in the way of constructing the
stochastic model to ensure consistency. Toward this end, we introduce a standardized
random vector Q valued in R4 whose samples {q(1), . . . ,q(m)} are evaluated from the
parameters vectors {v(1), . . . ,v(m)} as

q(k) =
[ log(ē(k))

σlog(ē)

,
log(f̄

(k)
max)

σlog(f̄max)

,
d̄

(k)
max

σd̄max

,
log(d̄

(k)
max − d̄(k)

limit)

σlog(d̄max−d̄limit)

]T

, with k = 1, . . . ,m , (4.7)

where σ· is the standard deviation of the random variable · evaluated from m samples
{v(1), ...,v(m)}, e.g.

σlog(ē) ≈

[∑m
k=1

(
log(ē(k))− E{log(ē)}

)2

m− 1

]1/2

, (4.8)

with

E{log(ē)} ≈
∑m

k=1 log(ē(k))

m
. (4.9)

The transformation in Eq. (4.7) is bijective and its inverse is given by

v =
[
exp(q1σlog(ē)), exp(q2σlog(f̄max)), q3σd̄max

, q3σd̄max
− exp(q4σlog(d̄max−d̄limit))

]T

.

(4.10)
Therefore, using the stochastic model that is developed in the next Sec. 4.3.2, one can
generate realizations q, from which the corresponding realizations v can be evaluated
using Eq. (4.10), while respecting their physical bounds. In Eq. (4.10), the superscript
index (k) has been omitted in order to remain general which is useful for the development
of the generator of the apparent contact forces discussed in the following.

Linear dimension reduction To reduce the effect of the curse of dimensionality, a
linear dimension reduction process is applied before constructing the gPCE. The idea of
the linear dimension reduction is to seek for a few orthogonal linear combinations of the
original basis with the largest variances. In this work, the linear dimension reduction is
performed using the PCA of the covariance matrix [53,58,37].
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Using the input data of m vectors {q(1), . . . ,q(m)} evaluated from Eq. (4.7) one can
estimate their mean vector q̄ and their covariance matrix [CQ] as

q̄ ≈
∑m

k=1 q(k)

m
, [CQ] ≈

∑m
k=1(q(k) − q̄)(q(k) − q̄)T

m− 1
. (4.11)

Applying the principal component transformation, we deduce the random vector H with
its realization η evaluated as

ηT = (q− q̄)T[A][Λ]−1/2, (4.12)

where [A] = [a1, . . . , a4] is a matrix of the 4 eigenvectors of the matrix [CQ] satisfying
[A][A]T = I4 with I4 the 4-dimensional unit vector, and [Λ] = diag(λ) is a diagonal
matrix of the 4 corresponding ordered eigenvalues λ1 ≥ ... ≥ λ4 ≥ 0. The random vector
H is characterized by a zero mean and identity covariance matrix, and its components
are uncorrelated in the sense of covariance 2. The 4-dimensional random vector Q can
be represented by the Ng-dimensional (Ng ≤ 4) random vector H̃ with its realization η̃
defined by the first Ng components of vector η,

η̃ = {η1, . . . , ηNg}, (4.13)

where Ng is the reduced dimension. That dimension reduction is obtained by the fol-
lowing approximation,

qi ' q̄i +

Ng∑
j=1

√
λjAijηj, for i = 1, . . . , 4. (4.14)

The superscript ”˜” is added in the notations H̃ (η̃) in order to indicate the reduced
dimension quantities, and to differ them from the original quantities H (η). The number
of reduced dimensions Ng can be chosen in order to verify the condition

ErrDR(Ng) =

∑4
i=Ng+1 λi∑4
i=1 λi

< ε, (4.15)

where ε� 1 is the admitted error.

4.3.2 gPCE representation

4.3.2.1 Development of gPCE representation

Because the sequential transformation H̃
Eq. (4.14)−−−−−→ Q

Eq. (4.10)−−−−−→ V exists, the reduced
dimension random vector H̃ has the ability to represent the random vector V of apparent
contact force parameters. In this section, a stochastic model is constructed in order

2Uncorrelated random variables are not necessarily independent
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to generate realizations of the random vector H̃ using as input data its m explicitly
evaluated samples {η̃(1), ..., η̃(m)}, obtained using Eqs. (4.12, 4.13). The stochastic
model developed in this work is a truncated Nd-order gPCE mapping the random vector
Ξ, uniformly distributed in the Ng-dimensional unit cube [0, 1]Ng , to the random vector

H̃PC, which is enforced to be an approximation in terms of distribution of the objective
random vector H̃. That truncated gPCE is formulated as [39,119,149]

H̃PC =
N∑
α=1

cαΨα(Ξ)︸ ︷︷ ︸
Nd-order gPCE

d.
≈ H̃, (4.16)

where
d.
≈means the approximation in terms of distribution, c1, . . . , cN areNg-dimensional

vectors of coefficients to be identified, and where Ψα(Ξ) with {α = 1, . . . , N} are the
renumbered orthogonal Legendre polynomials defined in [0, 1]Ng and whose orders are
truncated by Nd. The polynomials Ψα are given by

Ψα ∈
{

Ψ(n1,n2,...,nNg ) =

Ng∏
i=1

Ψ(ni)(ξi) :

Ng∑
1

ni ≤ Nd

}
. (4.17)

where Ψ(ni) is a ni-order Legendre polynomial defined in [0,1]. The expressions of the
Legendre polynomials are given in Appendix C.1 and illustrated in Fig. 4.3 for the
unidimensional case. The number of polynomials Ψα of the truncated Nd-order gPCE
is

N =

(
Nd +Ng

Ng

)
= (Nd +Ng)!/Nd!/Ng!. (4.18)

These polynomials Ψα are pΞ-orthonormal, i.e.∫
[0,1]Ng

Ψα(ξ)Ψβ(ξ)pΞ(ξ)dξ = δαβ, (4.19)

where pΞ = 1 is the probabilistic density function of random vector Ξ, and δαβ is the
Kronecker symbol.

The coefficients c1, . . . , cN are identified in order to constrain the approximation in
terms of distribution as stated by Eq. (4.16). During the identification process, the

distribution of the random vector H̃ is estimated from its m explicitly evaluated sam-
ples {η̃(1), ..., η̃(m)} using the multivariate kernel density estimation (MKDE) detailed in
Appendix C.2. To identify the gPCE coefficients the isoprobabilistic Rosenblatt trans-
formation is used. That transformation matches each sample of the random vector Ξ to
a sample of the random vector H̃ using CDFs [110]. The coefficients of the gPCE model
are identified by projecting that transformation on the orthogonal Legendre polynomi-
als [28]. That projection is numerically implemented using the Gauss quadrature rule
at negligible computational cost for the low dimension cases.
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Figure 4.3: The first four Legendre polynomials.

Rosenblatt transformation The Rosenblatt transformation [110] Ξ = T(H̃) is de-
tailed component by component by

ξ1 = CH̃(η1),

ξ2 = CH̃(η2|η1),

...

ξNg = CH̃(ηNg |ηNg−1, . . . , η1),

(4.20)

where (CH̃(ηi|ηi−1, . . . , η1)) CH̃(ηi) are the (conditional) CDFs of the random variable
Hi evaluated at ηi, which are given as

CH̃(ηi|ηi−1, . . . , η1) =

∫ ηi

−∞
pH̃(ηi = x|ηi−1, . . . , η1)dx, with i = 1, . . . , Ng , (4.21)

with (pH̃(ηi|ηi−1, . . . , η1)) pH̃(ηi) the (conditional) distribution functions of the random
variable Hi. These distribution functions are evaluated using the MKDE detailed in
Appendix C.2. Owing to the strictly monotonic property of the CDFs, the inverse of
Rosenblatt transformation,

H̃ = T−1(Ξ), (4.22)

exists and is detailed component by component as

η1 = C−1

H̃
(ξ1),

η2 = C−1

H̃

(
ξ2|η1

)
,

...

ηNg = C−1

H̃

(
ξNg |ηNg−1, . . . , η1

)
.

(4.23)

The inverse Rosenblatt transformation described in Eq. (4.22) allows generating sam-

ples of the random vector H̃. Indeed, with this transformation, one can generate samples
of a uniform distribution random vector Ξ, from which the corresponding realizations of
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the random vector H̃ are evaluated. However, evaluating the inverse Rosenblatt trans-
formation requires a non-trivial computational effort devoted to the evaluation of the
CDFs, Eq. (4.21). Therefore, to achieve the goal of negligible computational cost when
evaluating the stochastic model, the inverse Rosenblatt transformation in Eq. (4.22) is
approximated using gPCE model in Eq. (4.16) as

H̃ = T−1(Ξ)︸ ︷︷ ︸
Rosenblatt transformation

≈ H̃PC =
N∑
α=1

cαΨα(Ξ)︸ ︷︷ ︸
Nd-order gPCE

. (4.24)

Identification of the gPCE coefficients Thanks to the pΞ-orthonormal property
of the polynomial chaos system stated in Eq. (4.19), the coefficients cα can be evaluated
by projecting Eq. (4.24) on the polynomial chaos system [28], leading to

cα =

∫
[0,1]Ng

T−1(ξ)Ψα(ξ)dξ. (4.25)

In particular, Eq. (4.25) is detailed component by component as

cα1 =

∫
[0,1]

C−1

H̃
(ξ1)Ψα(ξ1)dξ1,

cα2 =

∫
[0,1]2

C−1

H̃
(ξ2|ξ1)Ψα(ξ1, ξ2)dξ1dξ2,

...

cαNg =

∫
[0,1]Ng

C−1

H̃
(ξNg |ξ1, ξ2, . . . , ξNg−1)Ψα(ξ1, ξ2, . . . , ξNg)dξ1dξ2 . . . dξNg ,

(4.26)

where Ψα(ξ1, . . . , ξi) with i ≤ Ng is defined as

Ψα(ξ1, . . . , ξi) =

∫
[0,1]Ng−i

Ψα(ξ)dξi+1 . . . dξNg . (4.27)

Due to the pΞ-orthonormal properties, see Eq. (4.19), we have

Ψ(n1,n2,...,nNg )(ξ1, . . . , ξi) =

{
0 if ∃k > i : nk 6= 0,

Ψ(n1,n2,...,ni)(ξ1, . . . , ξi), if nk = 0 ∀k > i.
(4.28)

4.3.2.2 Numerical implementation

Numerical evaluation of the gPCE coefficient In terms of numerical imple-
mentation, the integration in Eq. (4.26) is efficiently evaluated using quadrature rules
[148]. Indeed, using the Gauss quadrature rule [1], the Nd + 1 integral points ti with
i = 1, . . . , Nd + 1 are identified from the integration support [0, 1], and associated with
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the weights wi such that
∑Nd+1

i=1 wi = 1. The coefficients of the gPCE are evaluated by
applying a Gauss quadrature rule on Eq (4.26), leading to

cα1 '
Nd+1∑
i=1

Ĉ−1

H̃
(ξ1 = ti)Ψα(ξ1 = ti)wi,

cα2 '
Nd+1∑
i=1

Nd+1∑
j=1

Ĉ−1

H̃
(ξ2 = ti|ξ1 = tj)Ψα(ξ1 = ti, ξ2 = tj)wiwj,

. . .

cαNG '
Nd+1∑
i=1

Nd+1∑
j=1

· · ·
Nd+1∑
k=1

Ĉ−1

H̃
(ξNg = tk|ξ1 = ti, ξ2 = tj, . . . )×

Ψα(ξ1 = ti, ξ2 = tj, . . . , ξNg = tk)wiwj . . . wk,

(4.29)

where ĈH̃ are the approximations of the CDFs obtained using MKDE discussed in
Appendix C.2. To evaluate Eq. (4.29), the values of inverse CDFs are obtained using
the linear interpolation technique on the approximated CDFs [28], see Appendix C.2
for details. Note that the total number of integral points, i.e. O((Nd + 1)Ng × N),
increases exponentially with the reduced dimension number Ng. Therefore, the method
is confirmed to be efficient in terms computational cost only when Ng remains small.
This is the reason for the requirement of the dimension reduction process.

Error estimation The order Nd of the gPCE representation is crucial to enhance the
approximation stated in Eq. (4.24). To quantify that approximation, the mean integral
square errors are evaluated as [148]

relMISEPC
i (Nd) =

∫
[0,1]

(
T̂−1
i (ξ)−

∑N
α=1 cαiΨα(ξ)

)2
dξ∫

[0,1]

(
T̂−1
i (ξ)

)2
dξ

, with i = 1..Ng; (4.30)

relMISEPC(Nd) =

∫
[0,1]Ng

∥∥T̂−1(ξ)−
∑N

α=1 cαΨα(ξ)
∥∥2

dξ∫
[0,1]Ng

∥∥T̂−1(ξ)
∥∥2

dξ
. (4.31)

where T̂ is the approximation of T obtained using MKDE as discussed previously. The
errors relMISEPC

i and relMISEPC are also evaluated using a Gauss quadrature rule.

4.4 Applications

The stochastic models of the random apparent adhesive contact forces are developed
using the input data sets of m explicitly evaluated apparent adhesive contact forces
obtained in Sec. 3.5. The five surface pairs described in Tab. 3.4 are considered. The
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value of m is identified by a convergence analysis when estimating the probability dis-
tribution of the apparent adhesive contact forces, as it is illustrated in Fig. 4.4 for the
case of apparent adhesion energy ē. It is observed that with the choice of m = 5000
the convergence is reached. Using the parametrization process described in Sec. 4.2, the
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Figure 4.4: The convergence with respect to m when approximating the probability
density function of the apparent adhesion energy ē. The illustrated case corresponds to
pair b at RH = 0.65%.

data set is represented by m = 5000 samples {v(1), . . . ,v(m)} of the random parameters
vector V. The stochastic model of the random vector V is constructed from those m
input samples and following the two processes – input data processing and gPCE repre-
sentation – described in Sec. 4.3. The generated forces using the constructed stochastic
model are then compared with the explicitly evaluated ones.

4.4.1 Identification of the reduced dimensions number Ng
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Figure 4.5: The error due to the dimension reduction process ErrDR. The illustrated
case corresponds to pair b at RH = 0.65%.
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To lower the effect of the curse of dimensionality, the linear dimension reduction
reported in Section 4.3.1 is applied. From the input data set {v(1), . . . ,v(m)} with m =
5000, the corresponding samples {q(1), . . . ,q(m)} of the random vector Q are evaluated
by Eq. (4.7). Using the principal component transformation given by Eq. (4.12), the
m samples {η(1), . . . ,η(m)} of the orthogonal random vector H can be obtained. The
dimension reduction error ErrDR can then be evaluated using Eq. (4.15) and is illustrated
in Fig. 4.5. These numerical results of the error ErrDR suggest that the number of
reduced dimensions can be chosen asNg = 3 with the corresponding error ErrDR = 0.005.
Although there is only one dimension less, the number of the coefficients of gPCE model
is lowered by (Nd + 4)/4 times, e.g (Nd + 4)/4 = 4 for Nd = 12, which justifies the
process. From m samples {η(1), . . . ,η(m)}, the corresponding reduced dimension vectors

{η̃(1), . . . , η̃(m)} are obtained as η̃(k) = {η(k)
1 , η

(k)
2 , η

(k)
3 } with k = 1, . . . ,m.

4.4.2 Construction of the gPCE representation

To identify the coefficients of the gPCE model, see Eq (4.16) for the compact form and
Eq (4.24) for the detailed form, the inverse Rosenblatt transformation is projected on
the polynomial chaos system, Eq. (4.26). The integrations in Eq. (4.26) are efficiently
achieved using a Gauss quadrature rule, see Eq. (4.29). With the input of m = 5000
reduced dimension vectors {η̃(1), . . . , η̃(m)}, one can access to the approximations of the
probability density function owing to the MKDE method, the CDFs, and the inverse
CDFs, see Appendix C.2.

To study the convergence of the gPCE model in terms of the truncated order of
the gPCE model Nd, we can consider three aspects: (i) the comparison in terms of

distributions between the two random vectors H̃ and H̃PC, see Fig. 4.6, (ii) the mean
square integral errors defined in Eqs. (4.30-4.31), see Fig. 4.7(a); and (iii) the compar-
ison of gPCE model and Rosenblatt transformation, Eq. (4.24), see Figs. 4.7(b, c) for
{T−1

1 ,T−1
2 }. As it can be observed from Figs. 4.6 and 4.7, the constructed 12-order

gPCE model can approximate the randomness of the reduced dimension random vector
H̃ within an error relMISEPC(Nd = 12) = 5 %.

4.4.3 Results

The generated samples of the random apparent contact forces are compared in Figs. 4.8
and 4.9 with their explicitly evaluated ones obtained in Sec. 3.5 for the five considered
surface pairs described in Tab. 3.4. The comparisons in terms of the distribution of
parameters, f̄max, ē, d̄max, and d̄limit are illustrated in Fig. 4.10. These comparisons show
that the randomness of apparent contact forces is well approximated by the stochastic
model.
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Figure 4.6: The convergence analysis of gPCE model described by Eq. (4.16) in terms
of the order Nd. The figures illustrate the comparisons in terms of the probability
distributions (a, b, c) and the joint bivariate distributions (d, e, f), between the random

vector H̃PC evaluated using gPCE models with different values of Nd and the reference
ones obtained from m explicitly evaluated contact forces. The illustrated case is pair b
at RH = 65 %.
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Figure 4.7: The convergence analysis of gPCE model in terms of the order Nd. (a) The
mean square integral error defined in Eqs. (4.30-4.31). (b, c) The comparisons between
the Rosenblatt transformation and the gPCE model. The illustrated case is pair b at
RH = 65 %.

4.5 Conclusion

A stochastic model of the apparent adhesive contact forces was developed in this chap-
ter. First, a parameterization process was applied on the contact force vs. distance
curve. A gPCE model was then constructed to represent the randomness of the pa-
rameters vectors obtained from the parameterization process. The gPCE coefficients
were identified in an efficient way by projecting the isoprobabilistic transformation on
the polynomial systems. The Gauss quadrature rule was applied to implement the
projection integration.

The stochastic models were constructed for the five considered applications and for
different humidity levels, and were shown to be accurate in representing the explicitly
evaluated apparent contact forces with their uncertainty. The generated samples of these
forces using the stochastic models will be integrated in the next chapter as random
contact laws into the structural models to evaluate probabilistic structural behaviors
subjected to adhesion.
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Figure 4.8: Comparison between the apparent contact forces explicitly evaluated (a, c)
(copied from Figs. 3.7(e) and 3.8(e)), and the generated ones using their corresponding
stochastic models (b, d). The illustrated cases are pair I (first row), and pair II (second
row) at RH = 70 %. For each figure, 20 realizations are highlighted out of the 200 ones.
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Figure 4.9: Comparison between the apparent contact forces explicitly evaluated (a, c,
e) (copied from Fig. 3.10), and the generated ones using their corresponding stochastic
models (b, d, f). The illustrated cases are pair a (first row), pair b (second row), and
pair c (third row) at RH = 65 %. For each figure, 20 realizations are highlighted out of
the 200 ones.
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Figure 4.10: The comparison between the distributions of the random vector VPC gen-
erated by the gPCE model and the references obtained from the m explicitly evaluated
contact forces. The illustrated case is pair b at RH = 65 %.





Chapter 5

Uncertainty quantification of
microstructures subjected to
adhesive contact

5.1 Introduction

To evaluate the behavior of micro-structures subjected to adhesive contact, a multiscale
model is developed in this chapter. For the deterministic cases, the requirement for
developing such a model is the scale separation such that

lM � lmeso and lmeso � lm, (5.1)

where lM ∼ O(100 µm) is the characteristic length of the micro-structures, lm ∼
O(0.3 µm) is the characteristic length of the random surface, i.e. the correlation length
of surface topology, see Figs. 2.5 and 2.15, and lmeso is the characteristic length of the
rough contacting surfaces on which the meso-scale apparent adhesive contact behav-
iors are evaluated. When the first condition is satisfied, one can divide the contact
zone into smaller contact sub-domains with size lmeso

1 × lmeso
2 at which the variation

of the structural displacement is negligible compared to the surface roughness 1, see
Fig. 5.1(a). The structural behavior is evaluated by applying the semi-analytical con-
tact model, developed in Chapter 3, to evaluate the apparent adhesive contact forces in
each contact sub-domain, see Fig. 5.1(b), and then integrating them as contact laws into
the upper-scale model of the considered structure, see Fig. 5.1(c). Due to the reduced
size of MEMS lM, to verify the condition lmeso � lM, lmeso ∼ O(1 µm). As a result,
the scale separation lmeso � lm cannot be fulfilled simultaneously, and the meso-scale
problem is not statistically representative. Moreover, since the contact area might be
much smaller than the apparent one, the apparent adhesive contact forces suffer from
a scatter, as observed in Chapter 3. The uncertainties associated with these contact
forces are propagated in order to evaluate the probabilistic behavior of the considered

1For a conventional choice of 2D contact model, lmeso
1 = lmeso

2 = lmeso.
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(a) Original problem (not on scale).

(b) Meso-scale contact prob-
lem for r-th sub-domain (not
on scale).

(c) Approximated problem using multiscale technique (not on scale).

Figure 5.1: The multiscale model of the adhesive contact problem applied for micro
beams. (a) The original contact problem between the rough surfaces of beam and sub-
strate. (b) The meso-scale contact problem used to evaluate the rth apparent adhesive
contact forces. (c) The approximated problem at the structural scale using a multiscale
technique in which the contact forces are evaluated from the meso-scale contact problem
in (b).

structure. This task is carried out by performing a MCS on the constructed multiscale
model using the apparent adhesive contact forces which are either explicitly evaluated
as in Chapter 3 – the direct MCS approach, or generated using the stochastic model
developed in Chapter 4 – the stochastic model-based MCS approach. These approaches
are sketched in Fig. 1.5.
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In this chapter, the multiscale model is first developed in Sec. 5.2. The two ap-
proaches, i.e. direct MCS and stochastic model-based MCS, are then performed on
the multiscale model for the studied interacting surface pairs summarized in Tab. 3.4.
The predictions obtained by the two approaches are compared to verify the stochastic
model-based approach in Sec. 5.3. The comparison in terms of computational cost is
also described to evaluate the efficiency of the stochastic-model based method. The nu-
merical predictions are then compared with the experimental results in Sec. 5.4. Based
on the comparisons, the uncertainty of the structural behaviors, the effects of the non-
Gaussian probability distribution of the contacting surface heights, and the validation
of the developed method, are reviewed. In addition, by relying on the numerical model,
the uncertainty of the structural behaviors due to different sources, i.e from the rough
contacting surfaces and from the uncertain geometrical dimensions, are compared.

5.2 Stochastic multiscale scheme for adhesive con-

tact problems

The contact problem is described as the contact between two bodies B and B′ on which
the contact interaction is defined between the rough surfaces S(θ) and S ′(θ) belonging
to B and B′ respectively. In this work, S and S ′ are assumed to be nominally flat. Let
us define S̄ and S̄ ′ the mean surfaces of the random surfaces S(θ) and S ′(θ) respectively.
Thanks to the scale separation lm � lM, these random surfaces are modeled as

xS(l1, l2, θ) = xS̄(l1, l2) + z(l1, l2, θ)n(l1, l2),

xS′(l1, l2, θ) = xS̄′(l1, l2) + z′(l1, l2, θ)n
′(l1, l2),

(5.2)

where xS , xS̄ , xS′ , xS̄′ , are the coordinates of the points of the surfaces S, S̄, S ′ and
S̄ ′, respectively, z̃(θ), z̃′(θ) are the independently generated surfaces heights using the
generator developed in Chapter 2, n, n′ are the outward unit normal vectors, here
constant, belonging to S̄, S̄ ′ respectively, and l1, l2 are the local Cartesian coordinates.

Applying a multiscale approach, the original problem is substituted by an approx-
imated one in which the contact boundary, defined by the rough surfaces S and S ′,
are redefined at the upper-scale by their mean surfaces S̄ and S̄ ′ respectively, and the
apparent adhesive contact forces are associated to that boundary as contact laws, to
represent the lower-scale interaction, see Fig. 5.1. In this work, one body is assumed to
be rigid. For example, in the case of micro beams, see Fig. 1.3(a), the bending stiffness
of the beam is much smaller than the stiffness of the substrate due to its reduced mo-
ment area 2. The upper-scale scale problem is then efficiently solved by a FE model of
a beam interacting with a rigid plane.

The integration of these apparent adhesive contact forces into the FE model is nu-
merically implemented in such a way that each integral point, used to evaluate the

2Note that this assumption is not applied at the lower-scale when evaluating the apparent adhesive
contact forces as both contact bodies are deformable, see details in Chapter 3.
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equivalent nodal forces and located on S̄, is associated with an apparent adhesive con-
tact force. Because these contact forces are random, as observed in Sec. 3.5, different
integral points are randomly associated with different contact forces. In this section,
the probabilistic multiscale FE model is developed using the random apparent contact
forces as the scales bridge and the energy consistency condition to derive the expression
of the homogenized contact law.

5.2.1 Upper-scale governing equation

The governing equation of the contact problem at the structural scale in the case of
small deformation, small strain, and zero volume force, is given by

∇ · σ = 0 in B. (5.3)

The body is subjected to the conventional boundary conditions

σ · n = fa on ∂Ba,
u = 0 on ∂Bu,

(5.4)

and to the normal adhesive contact boundary as

σ · n = f(θ,uS̄)n on S̄, (5.5)

where u is the displacement vector, σ is the Cauchy stress tensor, fa is the applied
forces on the boundary δBa, δBu is the boundary of the prescribed displacement, n is
the outward unit normal vector, uS̄ is the displacement vector of the contact boundary
S̄, and f is the normal homogenized adhesive contact forces applied on the contact
boundary S̄. The homogenized contact force f represents the lower-scale rough surface
adhesive contact evaluated from the surface samples S(θ) and S ′(θ). Its value depends
on the contact configuration derived by the displacement of S̄, uS̄ . The weak formulation
of the governing equation described in Eq. (5.3) is given by∫

B
σ : δε dB =

∫
∂Ba

fa · δu d∂Ba +

∫
S̄
[f(θ,uS̄)n] · δuS̄ dS̄,

∀δu kinematically admisible,

(5.6)

where ε is the infinitesimal strain tensor evaluated as ε =
1

2
(∇u + (∇u)T). To derive

the expression of the contact force f , we focus in the next section on the second term of
the right hand side of Eq. (5.6), which corresponds to the virtual external work δW c,

δW c =

∫
S̄
[f(θ,uS̄)n] · δuS̄ dS̄. (5.7)
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5.2.2 Expression of the homogenized contact force f

Let xr ∈ S̄, with r = 1, . . . , Np, be the Np integral points located on the mean surface S̄
of the upper-scale numerical model. These integral points are used to evaluate the virtual
external work of the contact forces, Eq. (5.7). Each integral point is associated with a
contact sub-domain which involves a part, Sr, of the rough surface S with size lmeso

1 ×lmeso
2

and centered at xr. Using the assumption that S and S ′ are nominal flat, we can identify
the interacting surfaces S ′r of Sr with a similar process. As discussed previously, since
lmeso � lM, the variation of the displacement ūS̄r of the mean surface S̄r is negligible
in comparison with the roughness of the surfaces, see analyses in Section 5.3.1. With
that assumption, let us define d̄r the normal distance from the mean surface S̄r to the
encountered mean surface S̄ ′r.

In the upper-scale model, the homogenized contact force f at xr is required to
represent the interaction between Sr and S ′r. The energy consistency requirement is
stated as

[f(xr)n] · δuS̄(xr) =
1

AS̄r

∫
Sr(θ)

fm(d̄r, θ)δd̄rdS, with r = 1, . . . , Np, (5.8)

where fm is the lower-scale normal contact force resulting from the adhesive interaction
between Sr and S ′r, and AS̄r = lmeso

1 × lmeso
2 . Since on the meso-scale contact problem,

the displacement of the mean surface is uniform and constrained to be δd̄r = −n · δuS̄ ,
this last relation (5.8) yields the definition of homogenized forces

f(xr) := −f̄ r = − 1

AS̄r

∫
Sr(θ)

fm(d̄r, θ)dS, with r = 1, . . . , Np, (5.9)

which corresponds to the meso-scale apparent adhesive contact forces evaluated in Chap-
ter 3, with a change of sign to be compatible with the boundary condition stated in
Eq. (5.5).

5.2.3 Stochastic FE model involving adhesive contact

Applying the FE method [158], the displacement field is approximated by

u(x) ≈ uh(x) = {ΨFE(x)}T{u}, (5.10)

where {ΨFE(x)} is a matrix assembling the FE shape functions, and {u} is a vector
assembling the nodal displacements. Using the weak formulation stated in Eq. (5.6)
with the upper-scale contact forces given by Eq. (5.9), the structural behaviors can be
identified by solving the FE model equations

[K]{u(θ)} = {f c(uh, θ)}+ {fa}, (5.11)

where [K] is stiffness matrix constructed from the element stiffness matrices, see e.g.
Appendix D.1 for the case of Euler-Bernoulli beam theory, {fa} is the vector assembling
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the equivalent nodal applied forces, and f c is the vector assembling the equivalent nodal
contact forces resulting from the homogenized contact theory defined in Eq. (5.9). The
problem is non-linear because the nodal forces {f c} depend on the actual configuration
{u}.

Figure 5.2: Rectangular 1D contact element with equally spaced integral points xr used
to evaluate the nodal contact forces.

In order to evaluate the nodal contact forces {f c} corresponding to a realization
of random surfaces S(θ) and S ′(θ), this work has recourse to the rectangular type
quadrature rule in which the integral points are equally spaced with a distance lquad

chosen to be equal to the meso-scale length, lquad = lmeso, see e.g. Fig. 5.2. The nodal
forces, f c,n, at a node n belonging to the mean surfaces S̄ are computed by applying the
FE discretization on the homogenized contact force defined in Eq. (5.9), leading to

f c,n(uh, θ) = −
Np∑
r=1

f̄ r(d̄r, θ)ΨFE,n(xr)n(xr)AS̄r . (5.12)

The contact distance d̄r is defined based on the actual configuration of S̄r, and conse-
quently depends on uh. Therefore, the problem stated by Eq. (5.11) is non-linear. To
deal with the non-linearity, the Newton-Raphson method is applied.

Remark: The multiscale framework is developed for the following cases: the mean
surfaces of the contacting rough surfaces are non-parallel, however at the meso-scale size
lmeso
1 × lmeso

2 , the variation of the distances between the mean surfaces is much smaller
than the considered roughness. For a completeness, in the following, two scenari in which
that assumption is not valid are discussed. (a) When the non-parallel degree at the meso-
scale is comparable with or larger than the ratio between the considered roughness and
the meso-scale length, the multiscale method should be modified to account for the lack
of parallelism. For instance, when evaluating the meso-scale apparent contact forces, in
addition to the contact distance d̄r and the uncertainty parameter θ, other parameters
such as the surfaces interaction angle can be added. In this case, the meso-scale contact
forces are evaluated for non-parallel mean surfaces according to the values of these
additional parameters. (b) When the structural contact geometries are not between two
nominal parallel surfaces anymore, e.g. between an edge of a triangular prism and a
surface, the multiscale approach is adapted by changing the notion of the mean surface
S̄ by the successive interactions of two non-parallel surfaces couples. For the sake of
simplification when evaluating the apparent contact forces and when developing the
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stochastic method, we assume that the surfaces are nominally parallel, the cases (a) and
(b) being beyond the scope of this work.

5.2.4 Resolution method

To solve the upper-scale governing equation, Eq. (5.11), two methods were developed,
the direct MCS approach and the stochastic model-based approach, see Fig. 1.5 for their
flow charts.

When using direct MCS approach, NMC surface pairs with random heights, z(θ) and
z′(θ), are generated with a size equivalent to the size of S̄. Each surfaces pair is then
divided into NP contact sub-domains with size lmeso

1 ×lmeso
2 . The corresponding apparent

adhesive contact forces are evaluated using the semi-analytical contact model developed
in Chapter 3. By inserting each set of NP apparent contact forces into Eqs. (5.11, 5.12),
the corresponding behavior of a structure realization is evaluated. The MCS results in
a set of NMC structural behaviors from which their statistical properties, e.g. mean,
variance, distribution, are identified. The number of explicit evaluations of the apparent
adhesive contact forces is thus NMC ×NP .

The alternative method is the stochastic model-based approach, in which instead of
using the explicitly evaluated contact forces, NMC sets ofNP contact forces are generated
using the stochastic model developed in Chapter 4. Applying the same process as in the
direct MCS,NMC structural behaviors are then evaluated, and their statistical properties
are identified. When using the stochastic model of apparent adhesive contact forces,
there exists an additional approximation – the approximation in terms of distribution
– see Eq. (4.16). The effect of this approximation on the accuracy when predicting the
upper-scale quantities will be verified by comparing the results of the two approaches in
Sec. 5.3. Thanks to that approximation, the required number of the apparent adhesive
contact forces that are explicitly evaluated is significantly reduced, i.e. m� NMC×NP ,
and the computational efficiency is improved, see details in Sec. 5.3.3.

Remarks: (i) In a conventional multiscale model in which the apparent contact forces
are deterministic, the distance between two adjacent integral points is much bigger than
the meso-scale length, lquad � lmeso. For the present case, since the apparent contact
forces are non-deterministic, as observed in Chapter 3, in order to account for the
size effect on their randomness, the distance between two adjacent integral points, is
chosen to be equal to the meso-scale length, lquad = lmeso. The rectangular quadrature
rule with equally spaced integral points is therefore applied when evaluating the nodal
contact forces. (ii) With this choice, the correlation between the adjacent apparent
adhesive contact forces is negligible due to the combination of two effects: the distance
between two adjacent points is larger than the correlation length of random surfaces
lquad = lmeso > lm, and the interaction area is much smaller than the apparent one. (iii)
When using non-uniformly spaced quadrature rules, e.g. Gauss quadrature rule, the
distances between two integral points, lquad, are not constant. This would require either
to evaluate different surface sizes lmeso, or to consider lmeso > lquad and to account for
the spatial correlation [75]. To keep it simple, we use the rectangle rule.
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(a)

(b)

Figure 5.3: Stiction tests reported in [151]. (a) The fabricated micro-cantilever beam
arrays (top view). (b) Interferometric image of the cantilever beams undergoing stiction
failure for the case of pair a at humidity levels of 45% (top view).

5.3 Verification of the stochastic model-based mul-

tiscale method

The probabilistic multiscale methods are applied to quantify the uncertainties of the hu-
mid stiction phenomenon of polysilicon micro cantilever beams, as illustrated in Fig. 1.3.
In particular, the stiction experiments reported in [151] are modeled. This section pro-
vides the comparisons between the two methods, the direct MCS approach and the
stochastic model-based approach, in terms of numerical predictions and computational
efficiency.
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Stiction tests description. In those experiments, stiction tests were performed on
arrays of micro polysilicon cantilever beams, see Fig. 5.3(a). First, the cantilever beams
were put on the substrates made of silicon or polysilicon. Then, the clamped ends of
the beams were moved up to a given height h. Due to the adhesive stress resulting from
vdW and capillary interactions, the beams exhibit the S-shape stiction configuration,
see Fig. 5.3(b). Note that, in practice, there exists another failure configuration, the
arc-shape configuration which is characterized by a lower required adhesion energy see
Fig. 1.3. The S-shape configuration was often used in stiction experiments as it is
more stable. Using an interferometric device, the failure configurations of beams are
captured, see Fig. 5.3(b). The crack length, ls, was then measured and used to evaluate
the upper-scale apparent adhesion energy Γ (in J/m2) as [88,89,31]

Γ =
3

2
E
h2t3

l4s
, for S-shape failure, (5.13)

or as

Γ =
3

8
E
h2t3

l4s
, for arc-shape failure, (5.14)

where E is the Young’s modulus of the beam, and t is the beam thickness. For the
deterministic problems, Γ = ē, where ē is the meso-scale apparent adhesion energy
defined in Eq. (3.16). The development of Eqs. (5.13), (5.14) are given in Appendix D.2.

Three sets of tests were conducted with two different beam sets B1, B2 and two
different substrates Sub1, Sub2, as: (i) pair a: between beam set B1 and substrate
Sub 1, (ii) pair b: between beam set B2 and substrate Sub1, and (iii) pair c: between
beam set B1 and substrate Sub2, see their properties in Tab. 2.3. All the contacting
surfaces were treated to become super-hydrophilic, i.e. almost zero contact angle. The
geometrical dimensions of the beams are: the beam thickness t = 2.6 µm, the beam
length L = 1500 µm, the beam width w = 30 µm. The gap is h = 20 µm for pairs
a and b. For pair c, the value h was not reported in the reference [151]. Because the
reported values of apparent adhesion energies for pair c are much smaller in comparison
with pairs a, b, we chose h = 2 µm in order to ensure that the modeled beams reach
the S-shape configuration.

Because of the large computational cost of the direct MCS approach, in this sec-
tion only one case is considered to verify the accuracy of the stochastic model-based
approach, i.e. pair b at RH = 0.65%. In that case, the random surfaces S and S ′ are
respectively the surfaces B2 and Sub1, see Tab. 2.3 for their properties. In the following,
the multiscale model of the adhesive cantilever beam is first illustrated on a generated
surfaces pair realization, before being coupled with the uncertainty quantification meth-
ods, i.e. the direct MCS approach and the stochastic model-based approach. After
being numerically verified with the direct MCS, the stochastic model-based approach
will be experimentally validated in Sec. 5.4 for the other humidity levels and the other
pairs.
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5.3.1 Implementation of the deterministic multiscale FE model
for micro cantilever beam undergoing stiction

A pair of surfaces S and S ′ of size corresponding to the beam bottom area, l × w, is
generated using the surfaces generator developed in Chapter 2 3. The surfaces are then
divided into Np non-overlapping surfaces Sr and S ′r of size lmeso×w, with r = 1, . . . , Np

and Np = l/lmeso, corresponding to Np contact sub-domains. The value of lmeso is chosen
to be 1.5 µm and the corresponding value of Np is 1000. That choice will be justified
later in this section by a convergence analysis. The apparent adhesive contact forces are
evaluated for each contact sub-domain by solving the meso-scale contact problem using
the methodology described in Section 3.4 and then fitted via the analytical function
defined by Eq. (4.5). They are then integrated into the FE model of cantilever beam
using Eq. (5.12) to evaluate the corresponding structural behavior. In the following,
the main numerical features of the multiscale FE model of the micro cantilever beam
are discussed. In addition, the negligibility of the spatial correlation between neighbor
apparent contact forces is verified.

Failure simulation process. In the present numerical model, to predict the stiction
configuration of a micro cantilever beam with the shortest possible crack length, we
perform a loading-unloading simulation. The process is illustrated in terms of the eval-
uation of the beam central line in Figs. 5.4(a,b), and in terms of the evaluation of the
beam internal energy in Fig. 5.4(c). The internal energy is evaluated as

UE =
1

2
{u}T[K]{u}. (5.15)

The two phases of the process are described in the following.

(i) Loading: The cantilever beam is first loaded by increasing an external force
applied at a given distance, e.g. 100 µm, from the clamp. The external force
pushes the cantilever beam into contact with the substrate, see Fig. 5.4(a). When
a contact zone is initiated, the apparent adhesive contact forces are activated and
pull the cantilever beam on its substrate, and, as a consequence, the contact zone
develops. The loading process is ended when the loaded crack length reaches a
certain value which is smaller than the expected minimum crack length. The pull-
in phenomenon4, see Figs. 5.4(a, c), characterized by the sharp increase of the
internal energy resulting from the increase of the beam deformation, is observed
during the loading process. Because the apparent contact forces of different contact

3A huge computer memory is required when generating a surface of size lmeso ×w = 1500× 30 µm2

with the interval 5 nm. Therefore, instead of generating that big surface, we generate 50 statistically
independent surface samples of size 30× 30 µm2 to build up the required surface

4Pull-in phenomenon is due to the instability happening when two bodies approach each other under
adhesive contact condition. Pull-in is a sharp change of contacting bodies from a current equilibrium
configuration to a new one with higher adhesion energy due to the acting of adhesive forces.



5.3 Verification of the stochastic model-based multiscale method 101

0 200 400 600 800 1000
−20

−15

−10

−5

0

x [µm]

h
[µ
m
]

Loading 

(*)

(a) Loading process

0 200 400 600 800 1000
−20

−15

−10

−5

0

x [µm]

h
[µ
m
]

Unloading

(b) Unloading process

0 5 10 15 20 25 30 35
0

20

40

60

80

100

External Force [µN]

In
te
ra
n
a
l
E
n
er
g
y
[N

µ
m
]

 

 

Loading
Unloading

Pull−in

Pull−out

(*)

(c) Internal energy vs. applied load evo-
lution

0 200 400 600 800 1000
−20

−15

−10

−5

0

x [µm]

h
[µ
m
]

(d) Stiction configuration

Figure 5.4: The failure simulation process. (a) The evaluation of the beam central line
during the loading process. The pull-in marked as (*) is illustrated in the evaluation
of internal energy, see Fig. 5.4(c). (b) The evaluation of the beam central line during
unloading process. (c) The evaluation of internal energy during loading and unloading
process. The pull-in marked as (*) is illustrated in the evaluation of the beam central
line, see Fig. 5.4(a). (d) The obtained configuration of beam central line at the stiction
failure state.

sub-domains are different, the pull-in phenomenon occurs multiple times. That
phenomenon is also experimental observed in [121].

(ii) Unloading: The applied load is then gradually decreased to zero, see Fig. 5.4(b).
At the end of the unloading process, the failure configuration can be obtained,
see Fig. 5.4(d). As during the loading process, the pull-out phenomenon5, see
Fig. 5.4(b,c), characterized by the simultaneous decrease of the internal energy,
can be observed multiple times during the unloading process.

5Pull-out phenomenon is due to the instability happening when separating two bodies from each
other under adhesive contact condition. Pull-out is a sharp change of contacting bodies from a current
equilibrium configuration under adhesive forces to a new one with lower adhesion energy.
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Figure 5.5: The convergence analysis with respect to (a) the meso-scale length lmeso, and
(b) the element lengths le, in terms of the internal energies. For the case (a), le = 5lmeso.
For the case (b), lmeso = 1.5 µm.

Determination of the meso-scale length. The meso-scale length lmeso, is deter-
mined in order to satisfy the two conditions: (i) the variation of the beam central line
displacement inside a contact sub-domain is negligible in comparison with the root mean
square roughness, and (ii) lmeso > lm in order for the homogenization process to hold.
For the first condition, we can perform a convergence analysis with respect to lmeso in
terms of the beam internal energy. Figure 5.5(a) illustrates the internal energy at the
stiction configuration evaluated by the FE models using different meso-scale lengths
lmeso on the same sample pair of the contacting surfaces S and S ′. It is observed that
the solution converges when reducing the length lmeso. These numerical results suggest
that we can choose the meso-scale length as lmeso = 1.5 µm for which the condition
lmeso > lm ∼ 0.3 µm is also verified, see Fig. 2.15 for the ACFs of the considered random
surfaces.

Mesh convergence. The cantilever beam is descretized into finite elements of size
le×w. The convergence with respect to the element length le is illustrated in Fig. 5.5(b).
These numerical results suggest that we can choose the element length as le = 7.5 µm.
This means that for each element in the beam FE model, there are five integral points,
corresponding to five apparent contact forces, required to evaluate the equivalent nodal
forces using Eq. (5.12). The choice of le = 7.5 µm and lmeso = 1.5 µm is also verified
in Appendix D.2.1 for the deterministic problem for which the analytical solution is
available.

Spatial correlation of the neighboring apparent contact forces. The normal-
ized spatial correlations of components Vi with i = 1, . . . , 4, see Eq. (4.4), of the random
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Figure 5.6: FE analysis of the cantilever beams under stiction. (a) The normalized
spatial correlations of the random variables ē , f̄max, d̄max, d̄limit for the case of pair b
at RH = 65 % considered in Sec. 5.3. The four correlation curves are close to each
other. (b) The 1000 realizations of beam structures with a highlighted one obtained
by performing the direct MCS on the multiscale beam model. The case of pair b at
RH = 0.65 is illustrated.

vector V are defined by

E[(V r
i − E(Vi))(V

r′
i − E(Vi))]

E[(Vi − E(Vi))2]
, with {r, r′} ∈ {1, . . . , Np}2, (5.16)

and are illustrated in Fig. 5.6(a). This figure shows that the spatial correlations can be
neglected, since in the multiscale model two adjacent contact sub-domains are such that
|r − r′| = 1, see Fig. 5.2.

In the following, the uncertainty propagation approaches, i.e. the direct MCS method
and the stochastic model-based method, are coupled with the mutiscale FE model.

5.3.2 Implementation of the two uncertainty quantification
approaches

Implementation of direct MCS method. Using the random surface generator
described in Section 2.3, one can generate NMC = 1000 pairs of surfaces S(θk), S ′(θk),
with k = {1, . . . , NMC}, of the beam size l × w from which the NMC corresponding
structural behaviors are computed using the multiscale FE model as implemented in
Section 5.3.1. The obtained S-shape configurations are visualized in Fig. 5.6(b). From
the obtained results, a set of NMC values of the upper-scale apparent adhesion energies
is evaluated using Eq. (5.13), and their distribution is then identified.

Implementation of the stochastic model-based multiscale method. Using the
stochastic model developed in Sec. 4.4.2, NMC sets of the Np apparent contact forces
are generated. Performing a similar MCS, however using these generated forces, a set of
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NMC micro beam behaviors is obtained. The distribution of the upper-scale apparent
adhesion energies is then identified.

5.3.3 Comparison between the two uncertainty propagation
approaches

The two uncertainty propagation methods, the direct MCS method as a reference and the
stochastic model-based method, see Fig. 1.5, are compared in terms of the distributions
of the predicted quantities of interest. In addition, a comparison of the computational
efficiency of the two methods is performed.

The distributions of crack lengths. The comparison between the results of the
stochastic model and the reference ones in terms of statistical quantities and of the dis-
tribution of crack lengths is illustrated in Fig. 5.7. The numerical results illustrate that
the stochastic model can predict the nominate properties of the crack length distribu-
tion.

Computational efficiency. The stochastic model-based method is more efficient
than the direct MCS method in terms of computational cost. It is due to the facts
that: (i) the number of explicitly evaluated contact forces required to build the stochas-
tic model, m = 5000 see Sec. 4.4.2, is much smaller than the one required for the direct
MCS, e.g. NMC × Np = 1000000 for NMC = 1000 beam samples and Np = 1000 con-
tact sub-domains; and (ii) the coefficients of the gPCE model, Eq. (4.16), are efficiently
evaluated as discussed in Sec. 4.3. Note that the number Np = 1000 is the theoretical
number. As we already knew in advance by experiments that the crack lengths is in
the range min(ls) > 600 µm and max(ls) <900 µm , the number of Np can be reduced

to
(

max(ls)−min(Ls)
)
/lmeso ∼ 200. That reduction is not applicable in general when

the experiments are not available. To evaluate the stiction failure configuration of one
beam sample, a direct MCS method takes several hours (∼ 16 hours) on one processor 6

which mainly devotes for evaluating the 200 apparent adhesive contact forces. In total,
obtaining 1000 samples of the beam behaviors requires 671 CPU computing days. In
case of the stochastic model-based method, the constructed stochastic model is used
to generate the apparent adhesive contact forces, therefore the computational time to
obtain the stiction failure of one beam sample devotes only for running the FE model
of the beam, and significantly reduces to ∼5 minutes in the same computing condition.
In the stochastic model-based method, Np = 1000 is keep. To construct the gPCE
stochastic model from m = 5000 samples of explicitly evaluated adhesive contact forces,
the computational time for the coefficient identification is only 7 minutes, and the time
to explicitly evaluate m = 5000 contact forces is 14 CPU computing days. Totally, the
computation time to obtain NMC = 1000 samples of beam behaviors is only 17 CPU

6The performance is measured using Intel R© CoreTM i7-4600U @ CPU 2.10GHz.
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Figure 5.7: The comparison between the two uncertainty propagation methods: stochas-
tic model using gPCE and the direct MCS method as reference in terms of the distri-
bution of crack lengths. (a) The convergence of the mean of crack length. (b) The
convergence of the standard deviation (STD) of crack length. (c) The converged distri-
bution of crack length.

days for the stochastic model-based method. For this case, by applying the developed
stochastic model-based multiscale method, the overall computational time is reduced by
97% in comparison with direct MCS multiscale method.

5.4 Validation with experimental results and discus-

sion of physical aspects

In this section, the stochastic model-based multiscale method is applied to predict the
stiction tests reported in [151], see their descriptions in Sec. 5.3. The test involves three
pairs a, b, and c, see Tab. 3.4 . The dimensions of the cantilever beam structures are
given as: the beam width w = 30 µm for all these three pairs, and the gap height
h = 20 µm for pairs a and b, and h = 2 µm for pair c. In addition to the three
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pairs: a, b, and c involved in the stiction tests, the two pairs: I and II, see Tab. 3.4,
are also considered with the similar micro cantilever beam structures, w = 30 µm and
h = 20 µm. Although the length of the experimental beams is L = 1500 µm, in the
numerical model it was extended up to 4500 µm for the low apparent adhesion energies
cases, e.g. at low humidity levels, to ensure that the S-shape failures are obtained.
Based on the comparison between the numerical predictions and experimental results,
the stochastic model-based multiscale method will be validated, and the evolution of
the adhesion energies with their uncertainties will be studied.

Due to the fabrication and conducted experimental processes, the geometrical di-
mensions can vary. The effect of the geometrical dimensions uncertainties should be
considered and compared with the one originating from the random surfaces when pre-
dicting the probability of the upper-scale apparent adhesion energies. In order to account
for the effect of the randomness of the geometrical dimensions, including beam width,
beam length, beam thickness and the gap height, on the upper-scale apparent adhesion
energies, the current model is extended by considering these dimensions as random vari-
ables. For a sake of study purposes, these parameters are modeled as Gaussian random
variables with the standard deviations equal to 2.5% of their mean values.

Moreover, an observation from Sec. 3.5 is that the non-Gaussianity of surface heights
probability distribution plays an important role in the adhesive contact model. In the
following, we bring out the comparison between the experimental results and the numer-
ical results evaluated for three cases: (i) Gaussian contacting surfaces, (ii) non-Gaussian
contacting surfaces, and (iii) extending the case (ii) to account for the randomness of
geometry. The comparison is conducted using the evaluation of upper-scale apparent
adhesion energies illustrated in Fig. 5.8, and using the crack lengths from the numerical
model and from the experiments reported in Tabs. 5.1. Based on that comparison, we
discuss four issues: the effect of non-Gaussian probability distribution of the contact-
ing surface heights on the upper-scale apparent adhesion energies, the evolution of the
upper-scale apparent adhesion energies and of their uncertainty with the humidity level
and the surface roughness, the effects of the uncertainties associated with the geomet-
rical dimensions compared to the ones of random surfaces on the structural behaviors,
and the validation of the developed method. Although the experiments are not imple-
mented for pairs I and II, during the discussion, we refer to these results, see Figs. 5.9
and Tab. 5.2, as a further source of information.
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(a) Pair a: experimental data and numeri-
cal results for Gaussian and non-Gaussian
surfaces
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(b) Pair a: experimental data and numer-
ical results for non-Gaussian surfaces with
random geometries
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(c) Pair b: experimental data and numeri-
cal results for Gaussian and non-Gaussian
surfaces
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(d) Pair b: experimental data and numer-
ical results for non-Gaussian surfaces with
random geometries
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(e) Pair c: experimental data and numeri-
cal results for Gaussian and non-Gaussian
surfaces
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(f) Pair c: experimental data and numeri-
cal results for non-Gaussian surfaces with
random geometries

Figure 5.8: Comparison in terms of the upper-scale apparent adhesion energies between
experimental (Exp) data and numerical (Num) results for pair a (first row), pair b
(second row) and pair c (third row). The numerical results include three cases: (i)
Gaussian contacting surfaces, (ii) non-Gaussian contacting surfaces (left column), and
(iii) extension of case (ii) to account for the uncertainty in the geometrical dimensions
(right column).
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(a) Pair I: Gaussian surfaces
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(b) Pair II: Gaussian surfaces
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(c) Pair I: non-Gaussian surfaces
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(d) Pair II: non-Gaussian surfaces
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(e) Pair I: non-Gaussian surfaces with ran-
dom geometries
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Figure 5.9: The upper-scale apparent adhesion energies for the cases of pair I (left
column) and pair II (right column). The numerical results include three cases: Gaus-
sian contacting surfaces (first row), non-Gaussian contacting surfaces (second row), and
extension of cases in second row to account for the uncertainty in the geometrical di-
mensions (third row).
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Table 5.1: The comparison of the crack lengths ls in [µm] obtained from experiments (exps) [151] and from numerical
models for pairs a, b, and c, at different humidity levels. Three numerical models are reported: models G and NG for
which respectively Gaussian surfaces and non-Gaussian surfaces are considered, and model GEO which extends model
NG with the random geometrical dimensions. The results are reported under the form: mean ± standard deviation.
The experimental data are obtained from the errorbar illustration of the upper-scale apparent adhesion energies reported
in [151]. The bias errors reported are the differences of the means of crack lengths between the experimental results and
numerical predictions evaluated from models NG (which is similar as for GEO).

Pair a

RH 0.3 0.45 0.6 0.7 0.75 0.8 0.9
ls (exps) 718±28 604±24 582±24 503±20 465±15 362±18
ls (G) 940±19 787±13 661±9 480±4 373±3
ls (NG) 853±15 716±9 569±6 494±4 448±3 420±3 353±3
ls (GEO) 853±24 715±20 567±14 494±12 448±11 420±10 353±8
Bias error 0.4% 6% 15% 11% 10% 3%

Pair b

RH 0.3 0.44 0.55 0.67 0.8 0.88 0.92
ls (exps) 952 ±60 857±31 705±24 564±22 519±17 420±10
ls (G) 1911±183 1472±101 870±44 484±77 434±50
ls (NG) 1220±54 1031±38 878±26 710±16 538±8 434±4 391±3
ls (GEO) 1220±62 1031±45 878±34 710±23 537±14 434±10 390±9
Bias error 8% 3% 0.7% 5% 16% 7%

Pair c

RH 0.3 0.6 0.65 0.72 0.8 0.85 0.9
ls (exps) 770 ±62 767±60 593±44 438±21 383±12 289±12
ls (G) 2186±271 1563±204 994±3 472±3
ls (NG) 1960±302 1200±131 1014±99 752±61 436±20 301±9 192±3
ls (GEO) 1965±308 1201±131 1016±105 752±68 436±24 303±11 192±5
Bias error 56% 32% 27% 0.5% 21% 34%



1
1
0

U
n

c
e
rta

in
ty

q
u

a
n
tifi

c
a
tio

n
o
f

m
ic

ro
stru

c
tu

re
s

su
b

je
c
te

d
to

a
d

h
e
siv

e
c
o
n
ta

c
t

Table 5.2: The comparison of the crack lengths ls in [µm] obtained from numerical models for pairs I and II at different
humidity levels. Three numerical models are reported: models G and NG for which respectively Gaussian surfaces and
non-Gaussian surfaces are considered, and model GEO which extends model NG with the random geometrical dimensions.
The results are reported under the form: mean ± standard deviation.

Pair I

RH 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ls (G) 3104±444 2989±371 2746±378 2484±311 1840±253 901±72 234±7
ls (NG) 3150±452 3021±395 2801±340 2474±318 1801±246 989±92 267±7
ls (GEO) 3136±468 3101±448 2801±382 2484±322 1822±247 986±92 267±9

Pair II

RH 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ls (G) 2162±264 1718±153 1324±95 835±50 412±18 217±11 135±1
ls (NG) 2472±294 2130±224 1764±174 1381±91 964±55 464±16 151±2
ls (GEO) 2484±297 2138±239 1764±185 1390±103 965±60 464±20 151±3.5
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Effect of non-Gaussian probability distribution of contacting surface heights.
As it is observed from the first column of Fig. 5.8, the numerical results are significantly
improved when accounting for the non-Gaussian effect. For the considered cases of
pairs a, b, and c, the upper-scale apparent adhesion energies are increased and their
uncertainties are decreased when accounting for non-Gaussian properties. Interestingly
for the case of pair II, the trend is opposite the upper-scale apparent adhesion energies
are reduced and their uncertainties are larger, see Fig. 5.9(b, d) and Tab. 5.2. For pair
I, there is no significant difference between the Gaussian and non-Gaussian cases, see
Fig. 5.9(a, c) and Tab. 5.2. This is explained by considering the values of the skewness
and the kurtosis of the involved surfaces reported in Tabs. 2.2 and 2.3. The values of
the skewness are negative for the surfaces involved in pairs a, b and c, while they are
positive for the ones involved in pairs II. For pair I, the involved surface does not exhibit
a significant non-Gaussian character. The asperities heights are more uniform when the
skewness of the surface heights decreases, and in particular when it becomes negative,
see analysis in Sec. 2.4. The observations at the structural behavior are thus consistent
with the ones in the meso-scale apparent contact forces discussed in Sec. 3.5.
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Figure 5.10: The distribution of the upper-scale apparent adhesion energies Γ and the
meso-scale apparent adhesion energies ē. The case of pair b at RH = 0.65 with non-
Gaussian surfaces is illustrated.

It is remarked that the distribution of the upper-scale apparent adhesion energies Γ
is not identical to the one of the meso-scale apparent adhesion energies ē, see Fig. 5.10.
Indeed, the uncertainty range is reduced at the upper-scale as the apparent contact area
increases.

The evolution of the upper-scale apparent adhesion energies and of their
uncertainty. From both the experimental results and the numerical results, it is ob-
served that the upper-scale apparent adhesion energies increase with the humidity and
decrease with the roughness, see Figs. 5.8 and 5.9. It is deduced that the contribution
of the capillary interaction is dominant on the vdW one in this problem, and that the
upper-scale apparent adhesion energies significantly depend on the topologies of the
contacting surfaces as expected. In addition, because the interacting areas are smaller
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for the lower adhesion energies, the lower the apparent adhesion energy the larger its un-
certainty. Since at high humidity levels the menisci are larger and might be connected –
the saturation effect –, the interaction area increases and the uncertainty of upper-scale
apparent adhesion energies is reduced. Note that the apparent adhesion energy resulting
from the capillary interaction reaches its maximum value, (2γLG), when the contacting
gap is fully saturated. The reduction of uncertainties at high humidity levels is observed
from both numerical results and experimental results for pairs b, c, I and II, see Figs. 5.8
and 5.9. For pair a, that trend is not significant. It is explained by the facts that: (i)
the upper-scale apparent adhesion energies for the case of pair a are the largest ones
compared to the other pairs in the same environmental condition, Γ/(2γLG) ≥ 10% for
RH ≥ 60%; and (ii) there are other uncertainty sources whose effects are independent
from the adhesion energies, e.g. the uncertainty of the geometrical dimensions discussed
in following.

Effect of the geometrical dimensions uncertainties As it is observed from Figs.
5.8 and 5.9, for the low apparent adhesion energies, e.g. Γ/(2γLG) < 10%, the uncertain-
ties resulting from the scatter in the geometrical dimensions are less important than the
ones resulting from the rough surfaces, however they become dominant for the higher
values of apparent energies, e.g. the case of pair a for RH ≥ 60%, since the effective
contact areas increase.

Validation of the stochastic model-based multiscale method As it was dis-
cussed in Sec. 2.4.2, we do not have a direct access to the AFM measurements of the
surfaces involved in the considered stiction tests. It turns out that there exist errors
when estimating the PSD functions indirectly using the analytical formulation described
in Eq. (2.36), see Tab. 2.3. As a result, the errors in the numerical predictions are un-
avoidable. From Chapter 2, particularly from the comparison reported in Tab. 2.3
between the experimental surfaces and the generated surfaces in terms of the average
radius of the summits and of their density, the error is negligible for B2 and Sub1
(involved in pair b), moderate for B1 (involved in pair a), and significant for Sub2 (in-
volved in pair c). Interestingly, the deviations between the experimental data and the
numerical results have the same trend. The deviations are small for pairs a and b, i.e.
the average values of the bias errors is 7% in terms of crack lengths, while they are
significant for pair c, i.e. the average value of the considered bias errors is 26%, see
Fig. 5.8 and Tab. 5.1. Let us consider the pair c. In comparison with the two other
pairs, the reported experimental upper-scale apparent adhesion energies of the pair c
are the lowest ones with values in the range Γ ∈ [0.035, 2.7] mJ/m2 for RH ∈ [0.6, 0.9].
Based on these values, the ratio between the interacting area and the apparent one is
close to the ratio Γ/(2γLG) ∈ [0.03%, 1.9%]. With that very small part of the topology
involved in the contact interaction, the sensitivity of the predicted upper-scale apparent
adhesion energies with respect to the errors in the input data, including the probability
distribution and the PSD function of surface heights, is significant. Therefore, the errors
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produced by the indirect estimation of the PSD function discussed previously results in
an important deviation of the numerical predictions which is observed in Tab. 5.1 for
pair c.

A remark is raised from that comparison: when dealing with the contact problems
in which the ratios of the interacting area to the apparent area are small, e.g < 2%
for the considered cases, a high accuracy is required when estimating the probability
density function and the PSD function of random contacting surfaces. As discussed in
Sec. 2.3.2, this could require an important effort on the whole process to reduce the
involved errors including data errors resulting from the measurement process, and the
modeling errors when using the spectral representation method.

5.5 Conclusion

In this chapter, a probabilistic multiscale FE model was developed to evaluate the prob-
abilistic behaviors of micro devices subjected to adhesion contact. The adhesion contact
at the lower-scale was represented in the upper-scale FE model using probabilistic meso-
scale apparent adhesive contact forces. To solve the probabilisitc multiscale FE model,
two approaches were proposed: the direct MCS approach in which the required contact
forces are explicitly evaluated, and the stochastic model-based approach in which the
required contact forces are generated using the stochastic model developed in the previ-
ous Chapter 4. Applying the two methods for the micro cantilever beam stiction tests,
it was observed that the numerical predictions of the second approach approximate with
accuracy the ones of the direct MCS approach. Therefore, the stochastic model-based
approach is numerically verified. Furthermore, the stochastic model-based approach is
much more efficient compared to the direct MCS one. Indeed, the computational time
was reduced by 97% when using the stochastic model-based approach.

The developed stochastic model-based multiscale method was then validated with
the experimental data of cantilever beam stiction tests reported in the literature [151].
Although we did not have a direct access to the AFM measurements of the surfaces to
implement accurately the characterization step as discussed in Sec. 2.4.2, the evaluation
of the adhesion energies with their uncertainties in terms of roughness and humidity
level were well predicted. Using the numerical model, the following observations are
pointed out and verified by the experimental results.

(i) As discussed in Chapter 2 and Chapter 3, since the contacting area is small in
comparison with the apparent one, and since the contact involves only the highest
asperities, the surface heights probability distribution plays a significant role in the
adhesive contact. To improve the accuracy in modeling this distribution, especially
further from the mean value, the non-Gaussian characteristics are required to
be accounted for. By accounting for the non-Gaussianity of surface heights, the
numerical predictions are significantly improved with respect to the experimental
results.
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(ii) Because the interaction areas are smaller for the lower apparent adhesion energies,
the smaller these energies the larger their uncertainties. The effect of random
surfaces on the probabilistic adhesion behaviors is thus important for the low
apparent adhesion energies, e.g <10% of the theoretical one for the considered
cases. However, they becomes negligible in comparison with the one due to the
geometry dimensions uncertainty for the higher energies.

(iii) The numerical investigation shows that the smaller the adhesion energies the
higher the accuracy required when characterizing the random surfaces by their
probability density function and PSD function.

(iv) When the statistical properties of contacting surfaces are well approximated by
the numerical surfaces, the differences between numerical predictions and the ex-
perimental data are small, i.e. ∼ 7% in terms of the mean of crack lengths.



Chapter 6

General conclusions and
perspectives

The objective of this work was to predict in a probabilistic way the behavior of micro
devices subjected to adhesive contact between rough surfaces. Toward this end, we have
developed a stochastic model-based multiscale method.

A surface generator was firstly developed. From AFM measurements, the probability
density function and the PSD function of surface heights were evaluated. The probability
distribution was characterized using the ME method for which the non-Gaussianity
is accounted for. A non-Gaussian surface generator was then implemented using the
obtained probability density function and PSD function as input data.

Secondly, a semi-analytical contact model was developed to evaluate the apparent
contact forces between two random surfaces subjected to the adhesive capillary and
vdW interactions. The contact model has the ability to account for the size effect, for
the non-Gaussianity in the surface heights probability distribution, and for saturation
phenomenon, while it remains efficient in terms of computational cost. Furthermore,
the model overcomes the disadvantages of assuming asperities as local summits, used
in the GW model and the BGT model, allowing the asperities radius to be evaluated
independently with the sampling interval.

A stochastic model was then developed to efficiently represent the randomness of
the apparent adhesive contact forces. The apparent adhesive contact forces were pa-
rameterized and represented by parameters vectors. The randomness of these parame-
ters vectors is modeled using a truncated gPCE. The gPCE model was constructed by
numerically projecting the Rosenblatt transformation on a system of orthogonal poly-
nomials using a quadrature rule which requires a negligible computational cost. With
the constructed stochastic model, samples of the apparent adhesive contact forces were
generated efficiently.

Finally, a probabilistic multiscale FE model was developed to evaluate the proba-
bilistic behaviors of micro structures subjected to adhesion. In that model, the apparent
contact forces were integrated as the random contact laws at integral points. To evaluate
the probabilistic behavior of micro structures, the direct MCS requires a large number
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of explicitly evaluated apparent contact forces, and consequently becomes inefficient in
terms of computational costs. By using the constructed stochastic model to generate
the required forces and then performing MCS using these forces, the computation cost
is significantly reduced, i.e 97% in total for the studied cases. The numerical predictions
obtained by the two methods, direct MCS approach and stochastic model-based ap-
proach, were shown to have negligible differences. Therefore the stochastic model-based
approach was verified.

After being verified, the stochastic model-based multiscale method was applied to
model stiction tests from literature. It was also applied to the experimental surfaces
fabricated at IMT-Bucharest lab. The comparison between numerical predictions and
experimental results shows that: the numerical results predict well the evolution of the
adhesion energies and of their uncertainty in terms of roughness and humidity levels.
Due to the lack of a direct access to the AFM measurements of contacting surfaces
involved in the stiction tests, the PSD functions were estimated indirectly using some
limited statistical properties. For the cases that these statistical properties are well
approximated by the generated surfaces, the differences between numerical predictions
and experimental data when predicting the stiction tests are small, i.e. ∼ 7% in terms
of the mean of crack lengths.

Using the model, the following physical aspects are observed. (i) Due to the small
ratio between the interaction area and the apparent one, the surface heights probability
distribution plays a significant role in the adhesive contact. To improve accuracy in
modeling this probability distribution, especially when getting further from the mean
value, the non-Gaussian characteristics are required to be accounted for. (ii) The smaller
the adhesion energy, the larger its uncertainty. (iii) For the studied cases, the uncer-
tainty in adhesion energy resulting from the randomness of contacting surfaces becomes
negligible compared to the other sources, e.g. uncertain geometrical dimensions, when
it is above 10% of the theoretical value – obtained for perfectly flat contacting surfaces.

In this work, the stochastic model-based multiscale framework is applied for the case
of single cantilever beam structures. In the future, it can be applied to predict the
stiction risk of multiple micro-beam structures, which are very popular in the context
of MEMS, such as accelerometer or comb-driver. In addition, thanks to the flexibility
of FE model at the structural scale, the developed model can be used to evaluate the
performance of more complicated structures, e.g. the adhesion contact of micro-gears.
Furthermore, the developed model can be applied in an optimization process of MEMS
design. For instance, we can perform a shape optimization to identify the design with
the smallest percentage of stiction failure under other design constraints.

In this work, the irreversible phenomena, e.g. plasticity, fatigue, and wear, were
neglected. In practice, these phenomena become important for devices operating over a
high number of contact cycles, e.g. contact-type radio frequency MEMS or micro-gears.
In these cases, the contacting surface topology as well as the material properties can
change during operation. This means that the adhesion behaviors change over time and
can eventually lead to the stiction failure, even though the initial design is stiction free.
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In the future, these phenomena should be investigated and might be involved in the
developed model. The outcome of such a combination would be the ability to predict
in a probabilistic way the life time, e.g. the maximum number of operating cycles, of
MEMS devices.

In addition, to broaden the applicability, other uncertainty sources, e.g. the clamp
stiffness uncertainty and the randomness of grain properties in the polycrystalline ma-
terial such as polysilicon, can be integrated into the developed model.





Appendix A

Appendices to Chapter 2

A.1 Probability measure space and random variable

(Ω,F,P) is defined as a probability measure space where Ω is the space of outcomes, F
is the σ−algebra of events – a collection of all the subsets of Ω , and P : F → [0, 1] is
the probability measure satisfying: [17,27]

(i) 0 ≤ P(F) ≤ 1 for F ∈ F,

(ii) P(∅) = 0, P(Ω) = 1, and

(iii) if F1,F2, . . . is a disjoint sequence of F-sets and if
⋃∞
k=1Fk ∈ F then

P
( ∞⋃
k=1

Fk
)

=
∞∑
k=1

P(Fk). (A.1)

Let (V ,BV ) be a measurable space where V is a finite or infinite dimensional space and
BV is a σ−algebra over V . A random variable X defined in (Ω,F,P) with values in V
is the result of a measurable mapping from (Ω,F) into (V ,BV ) satisfying

∀B ∈ BV : X−1(B) ∈ F, (A.2)

where X−1(B) = {θ ∈ Ω| X(θ) ∈ B}. The probability of a random variable X is defined
as

PX(B) = P(X−1(B)). (A.3)

A.2 Dealing with the different sizes of generated

and measured surfaces

In practice, the sizes of the generated surfaces and of the measurements are not the
same. It is often that the size of the generated surfaces is larger than the measurement
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Figure A.1: An example of the evaluation of PSD function at the additional wave
numbers required when generating surfaces whose size is larger than the measurement
one. The theoretical PSD function is given by Eq. (2.36).

ones, i.e. X ′ > X . As a result, there exist additional sampling wave numbers at which
the PSD function is required to be evaluated.

For the wave numbers outside the measurable range defined by Nyquist-Shannon, i.e.
either ζl1 or ζl2 belongs to {[−π/X ,−π/X ′]∪ [π/X ′, π/X ]}, the simple way is to set the
PSD function to zero at these wave numbers. However, the obtained generated surfaces
are periodic – a property that should be avoided when the size effects are required to be
accounted for. Instead, the PSD function is evaluated at these wave numbers using the
interpolation method from the measured values. As it was observed in [101], for many
different experimental surfaces, the PSD functions are approximately constant at low
wave numbers, see Fig. A.1. Therefore, the use of interpolation method for the wave
numbers outside the measurable range – which are the low ones – is acceptable.

For the additional wave numbers inside the measurable range, the PSD function can
be evaluated either using an interpolation method or using additional FFT calculations.
To keep it simple, the interpolation technique is applied in this work, see Fig. A.1.
For completeness, we report the latter technique in the following for the applications
discussed in Sec. 2.4.1.

In Sec. 2.4.1, to obtain the PSD function, the input topology data are the surfaces
z(x

(i)
1 , x

(i)
2 ) with the sampling distance ∆x = 5 nm and the size X 0 = 1.28 µm. The

sampling in the space domain of these surfaces is {(x(i)
1 , x

(j)
2 ), 1 ≤ i, j ≤ ns} with

{(x(i)
1 , x

(j)
2 ) = (−X 0/2 + (i− 1)∆x,−X 0/2 + (j− 1)∆x), 1 ≤ i, j ≤ ns}, and ns = 256.

The sampling of their PSD function is {(ζl1 , ζl2) = (−ζL+(l1−1)∆ζ0,−ζL+(l2−1)∆ζ0),
1 ≤ l1, l2 ≤ 256}, with ∆ζ0 = 2ζL/256 and ζL = π/5 nm−1. Let us now assume we want
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to generate a 5.12×5.12 µm2 surface with a sampling distance of 5 nm−1. The sampling
of the wave number domain requires a higher resolution as {(ζl′1 , ζl′2) = (−ζL + (l′1 −
1)∆ζ,−ζL + (l′2 − 1)∆ζ), 1 ≤ l′1, l

′
2 ≤ 1024}, with ∆ζ = 2ζL/1024 (=∆ζ0/4). For the

the additional points that are located inside the measurable range stated in Nyquist-
Shannon theorem, {(ζl1+k1 , ζl2+k2) = (−ζL+(l1 +k1−1)∆ζ0,−ζL+(l2 +k2−1)∆ζ0) with
k1, k2 ∈ {0,−1/4,−1/2,−3/4}, the Fourier transform ẑ(ζl1+p, ζl2+q) can be estimated by
the following equation

ẑ(ζl1+k1 , ζl2+k2) =[
(∆x)2 exp

(√
−1(ns/2 + 1)

2π

ns
(l1 + k1 − 1) +

√
−1(ns/2 + 1)

2π

ns
(l2 + k2 − 1)

)]
×[

ns∑
i=1

ns∑
j=1

z(x
(i)
1 , x

(j)
2 ) exp

(√
−1π(i− ns/2− 1− i 2

ns
k1) +

√
−1π(j − ns/2− 1− j 2

ns
k2)

)
× exp

(
−
√
−1i

2π

ns
(l1 − 1)−

√
−1j

2π

ns
(l2 − 1)

)]
,

(A.4)

on which we can apply the FFT algorithm.
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Appendices to Chapter 3

B.1 Analytical asperity contact models

(a) Reference configuration (b) Deformed configuration

Figure B.1: The initial configuration (a) and the deformed configuration (b) of the
problem of adhesive contact between a sphere and a flat surface. Depending on the
considered physical problem, the adhesive interaction height h can be either the height
of condensing water hwater or the range of the vdW adhesive pressure hvdW, the adhesive
interaction radius c can be either the water condensing radius cwater or the vdW adhesive
radius cvdW.

B.1.1 Hertz model

Considering the frictionless elastic non-adhesive contact problem between a sphere and
a half plane, the Hertz stress distribution resulting from an applied force F is obtained
by

σz(rc) =
3F

2πa2

(
1− r2

c

a2

)1/2

, (B.1)

where rc ≤ a is the projected distance from the contact area center to the considered
point and a is the physical contact radius, see Fig. B.1. Based on this pressure distri-
bution, Hertz has established his well-known relationships between the contact radius
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a, the interference δ, and the contact load F , which are given by

a3 =
RF

K
, (B.2)

δ =
a2

R
, (B.3)

where R is the radius of the sphere, K = 4
3

[
(1− ν2

1)/E1 + (1− ν2
2)/E2

]−1
is the reduced

elastic modulus with ν1, ν2 the Poison ratios of the sphere and the half plane respectively,
and with E1, E2 their two Young’s modulus.

B.1.2 JKR model

Johnson, Kendall, and Roberts [57] have introduced their frictionless adhesive contact
model, which deals with vdW adhesive forces, by assuming that the adhesive force acts
only inside the physical contact area, i.e. for rc ≤ a see Fig. B.1. This assumption
is valid in case of soft materials and short-range adhesive forces. The JKR model is
described by the two equations [57]

a3 =
R

K
(F + 3ωvdWπR +

√
6ωvdWπRF + (3ωvdWπR)2), (B.4)

δ =
a2

R
−
√

8ωvdWπa

3K
, (B.5)

where ωvdW is the adhesion energy (work of adhesion per unit area) of the vdW interac-
tion. When the surface energy per unit contact area ωvdW is equal to zero, this solution
reduces to the Hertz solution.

B.1.3 DMT model

The DMT model [33] assumes that the adhesive forces act only outside of the physical
contact area, i.e. for rc > a, and that they do not have a significant effect on the
deformation of the contacting bodies. This assumption is valid in the case of hard
materials and long-range adhesive forces. Using this assumption, the repulsive forces
and the adhesive forces can be evaluated separately. The repulsive forces are calculated
from Hertz model, and the adhesive forces are obtained by integrating the adhesive
pressure on the deformed bodies computed from Hertz solution. The original DMT
model for vdW adhesive forces is given in terms of the adhesion energy ωvdW of the
vdW forces. Maugis et al. [91] have proved that this model can also be applied in the
capillary adhesive cases by using the adhesion energy obtained from the capillary forces
instead of ωvdW. The DMT model is given by

a3 =
R

K
(F + 2ωπR), (B.6)

δ =
a2

R
, (B.7)
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where the second equation results from Hertz model, see Eq. (B.2), and ω either holds
for ωvdW or for ωwater.

B.1.4 Maugis model and Kim extension

The Maugis model [90] was originally applied to the cases of vdW adhesive forces. In this
model, the vdW adhesive pressure field is assumed to follow the Dugdale assumption,
in which the vdW adhesive pressure σvdW is constant between the contact radius a
and the vdW adhesive radius cvdW. This adhesive radius cvdW is defined as the radius
at which the separation distance between the two surfaces is hvdW and for which the
vdW forces vanish, see Fig. B.1. The adhesive pressure σvdW is chosen as the highest
adhesive pressure of the more realistic Lennard-Jones potential and the height hvdW is
calculated from the energy conservation condition ωvdW = −σvdWhvdW. Owing to the
similarity between the Dugdale assumption and the Laplace pressure field inside the
condensing water, Maugis model is also applicable in the capillary adhesive cases [91].
In the following, the main results of Maugis model are presented, depending on the
considered application. Maugis model is described by the set of equations

A3 − λA2
(√

(c/a)2 − 1 + (c/a)2 tan−1
√

(c/a)2 − 1
)

= F̄ , (B.8)

A2 − 4

3
Aλ
√

(c/a)2 − 1 = ∆, (B.9)

λA

2
[
√

(c/a)2 − 1 + ((c/a)2 − 2) tan−1
√

(c/a)2 − 1]+

4λ2A

3
[(
√

(c/a)2 − 1 tan−1
√

(c/a)2 − 1)− (c/a) + 1] = 1, (B.10)

where λ is the transition parameter defined by

λ =
∣∣∣ 2σ

(πωK2/R)1/3

∣∣∣. (B.11)

where σ, ω either hold for σvdW, ωvdW or for ∆P, ωwater, and A, ∆, F̄ are the dimen-
sionless values of the contact area, interference, and external force, respectively. These
dimensionless values are defined by

A =
a

(πωR2/K)1/3
, (B.12)

F̄ =
F

πωR
, (B.13)

∆ =
δ

(π2ω2R/K2)1/3
, (B.14)

where the interference δ is defined by

δ =
a2

R
+

σ

3K

√
c2 − a2. (B.15)
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Finally Kim et al. [63] have extended Maugis model to the non-contacting case in
which the contact radius a = 0 and the radius c > 0. Details on the implementation of
the Maugis model and Kim extension can be found in [147]. The system of equations
in this case is given by [63]

1 =
π

4
C2λ+

2

3
(π − 2)Cλ2 + ζ, (B.16)

F̄n = −π
2
C2λ, (B.17)

δ = −4

3
Cλ− 2

π

ζ

λ
, (B.18)

where C = c/(πωR2/K)1/3 is the dimensionless value of the radius c. This system
simplifies into a second order equation in C

π

4
λC2 − 4

3
λ2C − π

2
∆λ− 1 = 0. (B.19)

By solving the above equations, the dimensionless adhesion contact radius C is obtained
and the contact force is obtained using Eq. (B.19).

B.2 Identification and spherical fitting of the con-

tacting asperities

Figure B.2: Illustration of an identified contacting asperity with its fitting sphere.

B.2.1 Theory

Let us consider the topology z(x) with x ∈ D ⊂ R2 of the contacting surface. The
footprint of an identified contacting asperity i is the set Oi ⊂ D of connected topology
such that z(x) ≥ d̄;∀x ∈ Oi, where d̄ is the contact distance from the mean surface
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of z(x) to the encountered surface which is considered as a plane, see illustration in
Fig. B.2. The topology of the contacting asperity {z(x), with x ∈ Oi} is fitted with a
sphere using the following methodology. The topology of the sphere is given by

zsphere = (
√
R2 − (x1 − o1)2 − (x2 − o2)2 + o3

)
, (B.20)

where R is the radius, and o1, o2, o3 are the coordinates of the sphere center. To fit the
identified topology, one can solve the optimization problem

(o1, o2, o3, R) ∈ arg min
(o1,o2,o3,R)

EFi =
1

A{Oi}

∫
Oi

[z − zsphere]
2dx, (B.21)

where the function EFi is the mean integral square error between the fitting sphere
profile and the real asperity profile of the ith asperity, and A{Oi} is the area of Oi. To
reduce the parameters to be identified, we add an additional constraint which imposes
the matching of the footprint areas such that

A{Oi} = π
(
R2 − (d̄− o3)2

)
. (B.22)

This additional constraint has a physical base as the repulsive force is linearly propor-
tional to the contacting area in the case of rough surfaces [42, 6]. The z0 coordinate of
the sphere center can be directly obtained by

o3 = d̄−
√
R2 − A{Oi}

π
. (B.23)

The unknowns {o1, o2, R} can be determined by solving Eq. (B.21) using a Newton
Raphson algorithm. The two parameters, required to evaluate the asperity contact
force using Hertz model, include the radius R and the height za given by

za = o3 +R. (B.24)

To quantify the error resulting from this asperity representation, we consider the
normalized global fitting error relEF

relEF =
1

rms

√∑nasp

i=1 EF
2
i A{Oi}∑nasp

i=1 A{Oi}
(B.25)

where rms is the root mean square of surface roughness, and nasp is the total number of
identified asperities above the contact distance d̄. If this error is smaller or comparable
with the lattice spacing (the crystal unit-cell size), the approximation is fully justified
as the geometrical approximation is of the same order of the material structure. For the
considered silicon material, it crystallizes in a diamond cubic crystal structure with the
lattice spacing of 0.543 nm [97].
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B.2.2 Illustration for the contact pair I of Sec. 3.5

In this section, the developed method is applied for the case of pair I, see Tab. 3.4,
with three AFM measurements S1A, S1B, S1C. An example of fitted asperity is illus-
trated in Fig. 3.5. The normalized fitting errors given by Eq. (B.25) are illustrated in
Fig. B.3(a). The apparent adhesive contact forces evaluated using the semi-analytical
contact model developed in Sec. 3.4 are also illustrated in Fig. B.3(b,c). As it is observed
from Fig. B.3(a) that in the adhesive ranges in which the contact forces are negative,
i.e. d̄ > 10 nm see Fig. B.3(b,c), the fitting errors are smaller or comparable with the
lattice spacing.

10 15 20 25
0

0.1

0.2

0.3

d̄ [nm]

n
o
rm

a
li
ze
d
fi
tt
in
g
er
ro
r
[-
]

 

 

S1A
S1B
S1C
Si lattice spacing

(a) Normalized fitting error

10 15 20 25
−0.04

−0.02

0

0.02

0.04

d̄ [nm]

f̄
[M

P
a
]

 

 

S1A
S1B
S1C

(b)

10 15 20 25
−4

−2

0

2

4

d̄ [nm]

f̄
[M

P
a]

 

 

S1A
S1B
S1C

(c)

Figure B.3: Fitting error. (a) The normalized fitting error relEF given by Eq. (B.25)
for the case of pair I with three samples S1A, S1B, S1C. (b, c) The apparent adhesive
contact forces evaluated at RH =60% (b), and RH =90% (c), for these samples using
semi-analytical method developed in Sec. 3.4.
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B.3 Verification of the negligibility of plastic defor-

mation

B.3.1 Theory

B.3.1.1 Limit of elasticity deformation using GW model

Asperity contact When considering the contact problem between a sphere of radius
R and a flat surface, see Fig. B.1, the maximum stress is given by Hertz model, Eqs. (B.1,
B.2, B.3), as

σz,max = σz(rc = 0) =
2

π
E ′
√
δ

R
, (B.26)

where E ′ =
[
(1 − ν2

1)/E1 + (1 − ν2
2)/E2

]−1
. From the work of Tabor [125], the onset of

plastic or irreversible deformation occurs when σz,max > 0.6σH where σH is the material
hardness. It turns out that the critical interference for plastic deformation is

δP =
(π

2

)2

R
(0.6σH

E ′

)2

∼ R
(σH
E ′

)2

. (B.27)

When δ > δP , the plastic deformations occur.

Rough surfaces contact To assess the importance of plastic deformation in the rough
surfaces contact problems, GW model examines the ratio Ap/A, where A is the total
physical contact area of all contacting asperities, and Ap is the physical contact area
of the asperities whose interference is larger than the critical one given by Eq. (B.27).
Using GW model, the ratio Ap/A depends mainly only on the plasticity index which is
given by

ΨP =

√
σsum

δP
=
E ′

σH

√
σsum

R̄sum

, (B.28)

where R̄sum = [1/R̄
(1)
sum + 1/R̄

(2)
sum]−1, with R̄

(1)
sum, R̄

(2)
sum the summits mean radii of the two

contacting rough surfaces, and σsum = [(σ
(1)
sum)2 +(σ

(2)
sum)2]1/2 with σ

(1)
sum, σ

(2)
sum the standard

deviations of the summit heights of these two surfaces. When ΨP < 0.6, the plasticity
deformation is negligible, i.e. Ap/A < 0.02, while for ΨP > 1, the plasticity deformation
becomes dominant, i.e. Ap/A > 0.5.

In this work, GW model is not applied due to the disadvantages described in Chap-
ter 3. Instead, we have developed the semi-analytical contact model, see Chapter 3.
The plasticity criterion developed using this model is described in the following.



130 Appendices to Chapter 3

Table B.1: The values of plasticity index given by GW model, see Eq. (B.28).

pair I II a b c
R̄sum [nm] 90 93 370 656 93
σsum [nm] 3.6 1.7 1.5 3.0 3.7
ΨP [-] 1.4 0.9 0.4 0.5 1.3

B.3.1.2 Limit of elasticity deformation using the semi-analytical contact
model

Similarly to the approach applied in GW model, we consider the ratio Ap/A, where the
areas are evaluated numerically as

A(d̄) =

nasp∑
i=1

A(i)

AP (d̄) =

nasp∑
i=1

1>0(σ(i)
z,max − 0.6σH)A(i)

(B.29)

where nasp is the number of asperities identified, see Appendix B.2, A(i) is the physical

contact area of i-th asperity evaluated using Hertz model, σ
(i)
z,max is the maximum normal

stress of i-th asperity given by Eq. (B.26), and 1>0(σ
(i)
z,max−0.6σH) = 1 if σ

(i)
z,max > 0.6σH

and zero otherwise. When Ap/A < 0.02 the plasticity is negligible.

B.3.2 Application to the considered surfaces

The equivalent surfaces of pairs I, II, a, b, and c, see Tab. 3.4 are considered here. The
maximum stress for each identified asperity for these cases are illustrated in Fig B.4.
Note that for each pair the contact distances at which the adhesion behaviors are im-
portant are beyond the chosen contact distance to study the contribution of plastic
deformation, see Figs. 3.7, 3.8, and 3.10. Because the larger the contact distance the
smaller the asperity interference, and the smaller the maximum stress, see Eq. (B.26),
the maximum stress illustrated are considered as the worst cases. The hardness of the
considered material (poly)silicon is σH = 12.8 GPa. As it is observed from Fig B.4,
in all the cases, the maximum stresses are smaller than 0.6σH = 7.7 GPa. In other
words, the areas Ap are zero. Therefore, the negligibility of the irreversible deformation
is confirmed. When using the GW model, the plasticity index is reported in Tab. B.1.
Following GW model, the plasticity deformation in the cases of pairs I, II, and c is not
negligible. However, it is not the case when using the semi-analytical contact model.
It is explained by the disadvantages of the GW model, e.g. the radii of contacting as-
perities are underestimated when being approximated by the local summit radii, and
consequently, the maximum stress given by Eq. (B.26) is overestimated.
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(d) Pair I, S1A vs flat surface
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Figure B.4: The maximum elastic stress evaluated by Eq. (B.26) for the identified
contacting asperities in the cases: (a) pair a with contact distance d̄=2.2 nm; (b) pair
b with contact distance d̄=5.7 nm; (c) pair c with contact distance d̄=9 nm; (d) pair I
with contact distance d̄=10.2 nm; and (e) pair II with contact distance d̄=5.7 nm.
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Appendices to Chapter 4

C.1 Legendre polynomials

Let P (n) be the n-order Legendre polynomials in one dimension. These polynomials are
given by the Bonnet recursion formula as

P (0)(x) = 1, P (1)(x) = x, with x ∈ [−1, 1], (C.1)

(n+ 1)P (n+1)(x) = (2n+ 1)xP (n)(x)− nP (n−1)(x), with x ∈ [−1, 1]. (C.2)

These functions obey the orthogonality property∫ 1

−1

P (n)(x)P (m)(x)dx =
2

2n+ 1
δnm (C.3)

In our case, the definition set is ξ ∈ [0, 1] instead of [−1, 1], and the polynomials must
be normalized. The polynomials Ψ(n) are thus given from P (n) by

Ψ(n)(ξ) = P (n)(2ξ − 1)
√

2n+ 1. (C.4)

These polynomials, illustrated in Fig. 4.3, satisfy the normalized orthogonality condition,
i.e. ∫ 1

0

Ψ(n)(ξ)Ψ(m)(ξ)dξ = δnm. (C.5)

In the multidimensional case, i.e. ξ ∈ [0, 1]Ng , the Legendre polynomials are defined by

Ψ(n1,n2,...,nNg )(ξ) = Ψ(n1)(ξ1)×Ψ(n2)(ξ2)× · · · ×Ψ(nNg )(ξNg). (C.6)

The Legendre polynomials Ψα used in the truncatedNd-order gPCE described in Eq. (4.16)
are given by

Ψα ∈
{

Ψ(n1,n2,...,nNg ) :

Ng∑
1

ni ≤ Nd

}
. (C.7)

The number of polynomials Ψα is
(
Nd+Ng
Ng

)
= (Nd +Ng)!/Nd!/Ng!.
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C.2 Multivariate kernel density estimation

C.2.1 Evaluation of the probability density function

From the m explicitly evaluated vectors {q(1), ...,q(m)}, m full dimension vector samples
{η(1), ...,η(m)} and their corresponding reduced dimension vector samples {η̃(1), ..., η̃(m)}
are evaluated using Eqs. (4.12, 4.13). Using m samples {η̃(1), ..., η̃(m)}, the probability

density function pH̃ of the random vector H̃ can be approximated by p̂H̃ evaluated using
the MKDE method [112] as

pH̃(η̃) ≈ p̂H̃(η̃) =
1

m

m∑
k=1

K[B]

(
η̃ − η̃(k)

)
, (C.8)

where K is the kernel function and [B] is the Ng ×Ng bandwidth matrix. A convenient
choice for the kernel function is the multivariate normal distribution function N (0, [B])
with [B] its covariance matrix,

K[B]

(
η̃ − η̃(k)

)
=

1

(2π)Ng/2
√
|[B]|

exp(−1

2

(
η̃ − η̃(k)

)T
[B]−1

(
η̃ − η̃(k)

)
), (C.9)

where |[B]| is the determinant of the bandwidth matrix [B]. To define the bandwidth
matrix, one can use the thumb-up rule proposed by Scott [112] for which the bandwidth
matrix [B] is a diagonal matrix given by

[B] = m

−2

Ng + 4 [CH̃] = m

−2

Ng + 4 INg , (C.10)

where [CH̃] = INg , and Ng is the dimension of the vector η̃. With this choice of the
kernel function, Eq. (C.8) is rewritten as

pH̃(η̃) ≈ p̂H̃(η̃) =
1

m

m∑
k=1

1

(2π)Ng/2m−Ng/(Ng+4)
exp
(
− 1

2
× ‖η̃ − η̃(k)‖2

m−2/(Ng+4)

)
. (C.11)

It can be proved that p̂H̃(η̃)
m→+∞−−−−→ pH̃ [112].

The conditional probability density functions are defined by

pH̃(ηk|ηk−1, . . . , η1) =
pH̃(η1, η2, . . . , ηk)∫

R
pH̃(η1, η2, . . . , ηk)dηk

, with 1 ≤ k ≤ Ng. (C.12)

Using MKDE method, these conditional probability density functions are approximated
as

p̂H̃(ηk|ηk−1, . . . , η1) =
p̂H̃(η1, η2, . . . , ηk)∫

R
p̂H̃(η1, η2, . . . , ηk)dηk

, with 1 ≤ k ≤ Ng. (C.13)
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C.2.2 Evaluation of the inverse CDFs

The CDFs are evaluated as

ĈH̃(ηk|ηk−1, . . . , η1) =

∫ ηk

−∞
p̂H̃(ηk = x|ηk−1, . . . , η1)dx, with 1 ≤ k ≤ Ng, (C.14)

where p̂H̃(ηk|ηk−1, . . . , η1) is obtained using Eq. (C.13). To evaluate the inverse CDFs,
the linear interpolation technique is applied. Using Eq. (C.14), the CDFs are evaluated
at a finite number of discrete points as

yi ≡ ĈH̃(η
(i)
k |ηk−1, . . . , η1), (C.15)

where η
(i)
k = η

(0)
k + i∆η with {i = 0, . . . , κ} and ∆η is a positive interval. Owing to the

properties of the CDF, we have 0 < y0 < · · · < yκ < 1. The inverse CDFs are evaluated
as

Ĉ−1

H̃
(ξk|ηk−1, . . . , η1) = η

(i)
k + (ξk − yi)

η
(i+1)
k − η(i)

k

yi+1 − yi
, with i : yi ≤ ξk ≤ yi+). (C.16)

The illustration of the Eq. (C.16) is shown in Fig. C.1.
The integration involved in Eqs. (C.13, C.14) are performed using the rectangle rule

as ∫
R

p̂H̃(η1, η2, . . . , ηk)dηk '
κ∑
i=1

p̂H̃(η1, η2, . . . , η
(i)
k )∆η

∫ η
(i)
k

−∞
p̂H̃(ηk = x|ηk−1, . . . , η1)dx '

i∑
j=1

p̂H̃(η
(j)
k |ηk−1, . . . , η1)∆η,

(C.17)

where p̂H̃(η1, η2, . . . , η
(i)
k ) is computed from Eq. (C.13).

Note that the inverse CDFs are only required to be evaluated at the Gauss quadrature
integral points when evaluating the coefficients of the gPCE, see Eq. (4.29).
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Figure C.1: The inverse process applied on CDFs using Eq. (C.16). The case of CH̃(η1)
for pair b at RH = 65% is illustrated.
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Appendices to Chapter 5

D.1 Euler-Bernoulli beam theory and its 1D FE

model

D.1.1 Theory

The Euler-Bernoulli beam theory implies that the cross section remains planar and
normal to the neutral fiber after deformation, see Fig. D.1. In other words, the transverse
shear and transverse normal effects are neglected. The theory results in the kinematic
equations [107]

u1(x1, x3) =− x3
∂u3

∂x1

,

u3(x1, x3) =u3(x1, 0),

(D.1)

where u1, u3 are the displacements of the beam neutral fiber along two directions x1 and
x3, the x1-, x2- and x3-coordinates are taken along the length of the beam, its width,
and its thickness respectively, see Fig. D.1. Note that the displacement of the beam
along the direction x2 is assumed to be zero.

The strain and stress derived from the displacement field given by Eq. (D.1) is stated
as

ε11 =
∂u1

∂x1

= −x3
∂2u3

∂x2
1

, σ11 = Eε11. (D.2)

The balance of the momentum derived from the displacement field Eq. (D.1) is stated
as

M(x1) =

∫
A

σ11x3dA = −EI ∂
2u3

∂x2
1

; Q(x1) =
∂M

∂x1

;
∂Q

∂x1

= −f ; (D.3)

where I =
∫
A
x2

3dA is the moment area of the beam, A is the beam cross section, and f is
the normal external forces. For the case of a rectangular beam cross section considered

in this work, I =
1

12
wt3. The balance of momentum results in the following governing
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Figure D.1: Undeformed beam configuration and deformed beam configuration following
the Euler-Bernoulli beam theory.

equation

EI
∂4u3

∂x4
1

= f. (D.4)

D.1.2 Development of the FE formulation

In this section we summarize the development of the FE formulation, for the particular
case of Euler-Bernoulli beam theory. Let us consider a 1D beam element bounded by
[x

(0)
1 , x

(end)
1 ] where x

(0)
1 , x

(end)
1 are the coordinates of the beginning and ending nodes of

the element. The governing equation given by Eq. (D.4) suggests that the lowest order
approximation of the displacement field u3 is the Hermite cubic interpolation such that

u3(x1) ≈ uh3(x1) =
4∑
i=1

ΨFE,i(x1)ue,i, (D.5)

where ue,i are the nodal displacements and rotations given as

ue,1 = u3(x
(0)
1 ), ue,2 =

∂u3

∂x1

(x
(0)
1 ), ue,3 = u3(x

(end)
1 ), ue,4 =

∂u3

∂x1

(x
(end)
1 ), (D.6)
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and ΨFE,i are the Hermitian cubic shape functions given by

ΨFE,1 = (1− 3ξ2 + 2ξ3),

ΨFE,2 = leξ(1− ξ)2,

ΨFE,3 = ξ2(3− 2ξ),

ΨFE,4 = leξ
2(1− ξ),

(D.7)

where le = x
(end)
1 − x

(0)
1 is the element length, and ξ = (x1 − x

(0)
1 )/le. Applying the

variational technique on the governing Eq. (D.4) and using the FE approximation of
the displacement field given by Eq. (D.5), the FE formulation in terms of the nodal
displacements and rotations is obtained following [107] as

[Ke]{ue} = {f e}, (D.8)

where {ue} = {ue,1, ue,2, ue,3, ue,4} is the nodal displacements and rotations vector,
{f e} = {f e,1, f e,2, f e,3, f e,4} is the equivalent nodal forces vector evaluated by

f e,i =

∫ x
(end)
1

x
(0)
1

f(x1)ΨFE,idx1, (D.9)

and [Ke] is the stiffness matrix given by

[Ke] =
2EI

l3e


6 3le −6 3le

3le 2l2e −3t l2e
−6 −3t 6 −3le
3le l2e −3le 2l2e

 . (D.10)

D.2 Deterministic analysis of adhered cantilever

beam

In this section, we report the relation between the crack length of an adhered cantilever
beam, see Fig. 1.3(a), and the apparent adhesion energy, deduced in [87]. The deter-
ministic problem is considered, i.e. the contact law is deterministic with a constant
apparent adhesion energy ē, see Eq. (3.16). In [87], Mastragelo and Hsu assumed that
the adhesive forces apply only in the range ls ≤ x1 ≤ l. Since there is no external force
in the range 0 ≤ x1 ≤ ls, the displacement of the beam neutral fiber is governed by

EI
∂4u3

∂x4
1

= 0, for 0 ≤ x1 ≤ ls, (D.11)

For S-shape beam, the boundary conditions are given by

∂u3

∂x1

∣∣∣
0

=
∂u3

∂x1

∣∣∣
x1≥ls

= 0, u3(0) = 0, u3(x1 ≥ ls) = h, (D.12)
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where h is the gap between the beam and the substrate and ls is the crack length. In
this case, the Eq. (D.11) has the solution

u3 = h
(x1

ls

)2
(3− 2

x1

ls

)
, for x1 ≤ ls. (D.13)

The elastic energy stored in the beam is

UE =
1

2

∫ ls

0

∫ w/2

−w/2

∫ t/2

−t/2
σ11ε11dx3dx2dx1

=
EI

2

∫ ls

0

(∂2u3

∂x2
1

)2
dx1 =

6EIh2

l3s
.

(D.14)

Since the adhesive forces apply only in the range ls ≤ x1 ≤ l, the total adhesion energy
is evaluated as

US = −ēw(l − ls). (D.15)

The total energy is given by

UT = UE + US =
6EIh2

l3s
− ēw(l − ls). (D.16)

At the equilibrium configuration, dUT/dls = 0, one gets

ē = 18
EIh2

wl4s
=

3

2

Et3h2

l4s
. (D.17)

For an arc-shape configuration, with a similar process, the relation between the apparent
adhesion energy and the crack length is obtained as [87]

ē =
3

8

Et3h2

l4s
. (D.18)

Equations (D.17) and (D.18) are only applicable for deterministic problems. How-
ever, they are still useful in the non-deterministic cases to deduce the upper-scale ap-
parent adhesive energies Γ, see Eqs. (5.13), (5.14).

D.2.1 Comparision betwen analytical and numerical solutions

Let us consider the deterministic problem for which the adhesive behavior between the
beam bottom surface and the substrate is uniform. The adhesive behavior is modeled
using one realization, illustrated in Fig. D.2(a), of the random apparent contact forces.
The FE method developed in Chapter 5 is applied to evaluate the crack length and the
apparent adhesion energy Γ given by Eq (5.13). As the problem is deterministic, the
apparent adhesion energy Γ is the adhesion energy ē of the apparent adhesive contact
force, see Fig. 4.1. The convergence analysis is achieved by comparing the FE prediction
with the adhesion energy ē, as illustrated in Fig. D.2(b). With the element length
le = 7.5 µm and the meso-scale length lmeso = 1.5 µm, the numerical result predicts well
the analytical one with a difference of 2.5%.
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Figure D.2: Comparison between FE model results and analytical one. (a) The deter-
ministic contact law extracted from the evaluated apparent contact forces of pair b at
RH = 0.65, see Fig. 3.10(d). (b) The convergence analysis in terms of le and lmeso of
the apparent adhesion energy for the cantilever beam.
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