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Abstract—In ground-based astronomy, aberrations due to structural vibrations, such as piston, limit the achievable resolution and cannot be corrected using adaptive optics for large telescopes. We present a model-free strategy to estimate and compensate piston aberrations due to vibrations of optical components using accelerometer disturbance feedforward, eventually allowing the use of fainter guide stars both for the fringe detector and in the adaptive optics loop (AO-loop). Because the correction performance is very sensitive to signal delays, we present a strategy to add a delay compensation to the developed disturbance estimator, which can in principle be applied to many other applications outside of astronomy that lack observer performance due to a measurement delay or need a prediction to compensate for input delays. The ability to estimate vibration disturbances in the critical frequency range of 8 Hz to 60 Hz is demonstrated with on sky data from the Large Binocular Telescope Interferometer (LBTI), an interferometer at the Large Binocular Telescope (LBT). The experimental results are promising, indicating the ability to suppress differential piston induced by telescope vibrations by a factor of about 3 (RMS), which is significantly better than any currently commissioned system.
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I. INTRODUCTION

LARGE ground-based Telescopes have undergone tremendous growth in size in the past decades. Today, the largest single monolithic mirrors for telescopes have diameters of approximately 8 m, which constitutes a manufacturing limit. Thus, some past and most future telescope projects going beyond the 8 m-class rather utilize an array of single mirrors to increase the effective resolution [1], [2], [3]. One of these is the Large Binocular Telescope (LBT) located on Mt. Graham near Tucson, Arizona (USA), which is equipped with two large 8.4 m primary mirrors, as shown in Figure 1. The light collected by both primary mirrors is reflected via the adaptive secondary mirrors and tertiary mirrors into the middle of the telescope, where different astronomic instruments reside. An astronomic instrument contains optics, optical sensors and scientific cameras used to analyze the incoming telescope light and acquire the astronomic image of the sky. The tertiary mirrors can be turned to move the focus to any of the instruments in the middle of the telescope. For the LBT, two of these center-positioned instruments are interferometers - the Large Binocular Telescope Interferometer (LBTI) built by the University of Tucson and described in [4], and the

Fig. 1. Inner part of the Large Binocular Telescope with its symmetrical layout. The optical setup can be changed and is set according to the observing instrument.

LBT INterferometric Camera for Near-InfraRed and Visible Adaptive IInterferometry for Astronomy (LINC-NIRVANA), which is a stellar interferometer built by a German consortium led by the Max-Planck-Institute for Astronomy in Heidelberg, Germany and described in [5]. For interferometry, the spatial resolution is determined by the largest baseline, which means the maximal distance of any two points on the primary mirrors. For the LBT, this baseline is 22.8 m for LINC-NIRVANA and 15 m for LBTI. So on one hand, it is not necessary to increase the size of the single optical components in order to increase the optical performance, on the other hand, due to several sources of disturbance excitations, need arises for an opto-mechanical device to correct the difference in the optical path (optical pathway difference - OPD) between both sides to keep both light paths co-phased, which is necessary for interferometric imaging [6]. While the most important disturbance source is wind excitation [7], significant other contributors can be cooling systems and/or electrical drives [8], for example. For LINC-NIRVANA, this device is a position-controlled piezo drive with a travel range of 75 µm. The internal controller was developed at an earlier stage of the project [9]. On the contrary, LBTI uses a kind of tweeter-woofer approach, with one slower piezo drive having a larger travel range to compensate for slow but large differences and one smaller, faster one with a small travel range for disturbances of higher frequencies [4]. We will focus on LBTI, for which measurement results will be presented. However, a good delay compensation is even more important for LINC-NIRVANA, due to its larger input delay to the compensation device, the cause of which will be explained in more detail at the end of Section IV.
In this paper, we are concerned with using acceleration measurements at each mirror to estimate the mirror’s displacement along the optical axis and thus calculate the OPD between both sides of the telescope in order to use these values as inputs to the correction devices. So far, each mirror is equipped with five accelerometers. In the current configuration of the optical vibration measurement system (OVMS), as described in [10], three accelerometers measure accelerations normal to the mirror surface (called the z-axis), which can be used to calculate the vertical displacement of the mirror and two rotational degrees of freedom, which in optics are referred to as piston, tip and tilt mode, respectively. Those are the three degrees of freedom for out-of-plan motion of the mirror, where each mirror’s contribution to the OPD is directly proportional to its displacement, or piston. This is the specific LBT setup, but the described algorithm can be generally applied to estimate and compensate disturbances leading to piston (OPD), tip and tilt aberration along the optical path using acceleration measurements at Large Telescopes, as illustrated by [11] for the E-ELT. In theory, OPD variations resulting from mirror oscillations could also be corrected by pure feedback using image processing algorithms along with the respective fringe tracking detector. This detector is located in the interferometric instrument and uses near-infrared interference fringes to measure the OPD between the two beams. For a scheme of the optical layout of the LBT and the instrument LBTI, refer to Figure 2. However, a fast fringe tracking detector readout would be required, which means short integration times and flux limitations for faint stars. Thus, as described in [12] in more detail, the fast correction for the higher OPD-frequencies is done by a separate system using accelerometers to measure the OPD-disturbances and a piezo driven opto-mechanical correction device (the piston mirror for LINC-NIRVANA and the Fast and Slow Pathlength Correctors (FPC and SPC) for LBTI) to correct for them, while the detector can be used in a relatively slow fashion. This idea of a disturbance feedforward is summarized in Figure 4. The disturbance $d(t)$ causes an OPD $o_T$ between the left and right telescope side, which is observed by measuring the accelerations $y = [y_1, y_2, \ldots, y_n]^T$ with accelerometers installed at each one of the telescope mirrors (currently five sensors per mirror). The estimated OPD $\hat{o}_T$ is then calculated from the estimated sensor motions $x(t) = [x_1, x_2, \ldots, x_n]^T$ according to the telescope geometry and the sensor positions and fed to the respective correction device for compensation. Additionally, feedback can be applied using image detection algorithms with a much smaller sampling rate. Using this so-called Fringe and Flexure Tracking System to estimate the remaining OPD after disturbance feedforward, slow frequency oscillations, e.g. due to telescope tracking motion, can also be reduced very efficiently.

The telescope’s mirrors show very different vibration characteristics, as can be seen in Figure 3. Whereas M1 is very heavy (about 8 t) and thus does not tend to vibrate more than a few 100 nm, the very lightweight support structure of M2 and M3 leads to very low eigenfrequencies between 11 Hz and 14 Hz for M2 and starting at 18 Hz for M3. Thus, these mirrors tend to vibrate strongly with significant amplitudes of several µm, even under “normal” weather conditions. The goal is to keep the OPD smaller than 0.1 µm, with λ being the observing wavelength. This is around 100 nm for the LINC-NIRVANA instrument, working in the near-infrared (λ ∈ [1, 2.5]µm), whereas LBTI observes at wavelengths above λ = 2.5 µm, relaxing the requirement on OPD compensation slightly.

Additionally, due to network communication delays and
actuator input delays, a delay compensation is necessary to reduce the OPD to a tolerable level. For adaptive optics systems, delay compensation has been studied extensively, for example as early as 1993 in [13]. Most of these methods employ some kind of model based prediction based on an atmospheric model, e.g. in [14]. However, for structural vibrations, this approach would completely fail, since these vibrations cannot be predicted by this model. The presented delay compensation can be used for any observers used in feedback or feedforward structures, and one would have to study the coupling between several correction loops such as AO and fringe tracking. However, at the LBT, the delay compensating observer is only used for the feedforward OPD compensation, and there is thus no coupling with the AO control loop.

Thus, two main goals to accomplish the task of disturbance compensation for the LBT can be identified. First, a precise estimation of the mirror positions is needed, and second, a delay compensating algorithm needs to introduce the necessary phase to anticipate the time delay. The first problem, the estimation of the mirror positions, is discussed in section II, while the second, the delay compensation algorithm, is presented in section III. Section IV will present measurement results from the LBT taken by the LBTI-team.

II. ESTIMATION ALGORITHM

A. Problem description

In order to derive the input for the piston mirror, each mirror’s displacement has to be derived from the accelerometer signals. For simplicity, we will look at a single sensor displacement now without loss of generality, since the derived algorithms can be applied to all sensors and the differential displacement can be calculated using sensor placement and telescope algorithms can be applied to all sensors and the differential displacement now without loss of generality, since the derived eters signals. For simplicity, we will look at a single sensor mirror’s displacement has to be derived from the accelerometers.

\begin{equation}
\eta(t) = \frac{d^2 x(t)}{dt^2}.
\end{equation}

and for two, the initial velocity cannot be measured and is thus unknown. Due to these factors, \( s(t) \) derived from a simple double integration will always be dominated by slow frequency components as \( t \to \infty \). Therefore, the position has to be estimated using a dynamic system to approximate a double integrator in the desired frequency range and suppress the slow frequency components of the signal. Thus, the estimated position \( x(t) \) and acceleration measurement \( y(t) \) are dynamically related by the general expression

\begin{equation}
X(s) = E(s)Y(s),
\end{equation}

where \( E(s) \) represents the Laplace transform of the dynamic system and shall be called \textit{Estimator}. In earlier publications, we have proposed a model based estimation technique, which has been described in [15] and [16]. Another approach is not model based, but aims at approximating the double integrator for a broader spectrum. It is derived and compared in [15]. Because our delay compensation will be based on this estimator, we will briefly summarize the main idea again in the following subsection. Other approaches for such disturbance estimators can be found in [17], [18] or [19], for example. For the very special task of estimating telescope mirror vibrations, a very basic model-free broadband filtering approach is also described by [20] for the Very Large Telescope Interferometer (VLTI).

B. Algorithm

In contrast to the model based disturbance observer, the broadband filtering aims at approximating the double integrating behaviour for a specific frequency range, which ideally contains all the dominant eigenfrequencies. For the investigated telescope, this range spans from about 8 Hz to 60 Hz. However, very low frequencies should be attenuated, to filter out the accelerometer drifts and offsets. An analog filter design for this task is presented by [21], implementing two low pass filters and three highpass filters using passive electrical components and operational amplifiers. Two lowpass filters are needed for approximating the double integration above the cutoff frequencies. Three highpasses are needed to sufficiently suppress small frequency components, otherwise resulting in large offsets in the estimated position. The cutoff for these highpasses has to be chosen according to the frequencies of sensor drifts and low frequency disturbances due to the
slow tracking motion of the telescope. In order to sufficiently suppress small frequency components while keeping the phase shift above 8 Hz at a minimum, we choose a high cutoff frequency of 0.5 Hz. Thus, the highpass filter \( G_H(s) \) in state space notation is given by the following equation:

\[
\begin{align*}
\dot{\xi}_H &= -\omega_H \dot{\epsilon}_H + u_H, \\
y_H &= -\omega_H \dot{\epsilon}_H + u_H,
\end{align*}
\]

with \( \omega_H = \pi \). The low pass \( G_L(s) \) is chosen with a cutoff frequency of 1.5 Hz and given by

\[
\begin{align*}
\dot{\xi}_L &= -\omega_L \dot{\epsilon}_L + u_L, \\
y_L &= \dot{\epsilon}_L,
\end{align*}
\]

with \( \omega_L = 3\pi \). It approximates the double integration behaviour well above 8 Hz. The additional lead-lag compensator \( G_{ll,1} \) given by

\[
\begin{align*}
\dot{\xi}_{ll,k} &= -p_k \dot{\epsilon}_{ll,k} + u_{ll,k}, \\
y_{ll,k} &= (z_k - p_k) \dot{\epsilon}_{ll,k} + u_{ll,k},
\end{align*}
\]

with \( p_1 = 0.6\pi \) and \( z_1 = 10\pi \) is introduced to reduce the phase error in the low frequency regime around 8 Hz and bring it closer to the ideal \(-180^\circ\). Due to discretization, the phase drops for higher frequencies, which can be compensated by a second lead-lag element \( G_{ll,2} \) with \( p_2 = 103\pi \) and \( z_2 = 98\pi \). The effect of \( G_{ll,2} \) on the overall transfer function degrades at higher sample rates and it can be omitted. The overall filter transfer function \( G_F(s) \) is given by:

\[
\begin{align*}
G_F(s) &= G_H(s) G_L(s) G_H(s) G_L(s) G_H(s) G_{ll,1}(s) G_{ll,2}(s) \\
&= G_{ll}(s) G_L(s) G_{ll,1}(s) G_{ll,2}(s).
\end{align*}
\]

According to (3) with \( E(s) = G_F(s) \) it holds:

\[
X(s) = G_F(s) Y(s),
\]

which corresponds to the following state space representation:

\[
\begin{align*}
\dot{\xi}(t) &= A \dot{\xi}(t) + B y(t), \\
x(t) &= C \dot{\xi}(t).
\end{align*}
\]

with

\[
A = \begin{pmatrix}
-p_2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -p_2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -p_2 & -z_1 & -p_1 & -\omega_H & 0 \\
0 & 0 & 0 & -p_2 & -z_1 & -p_1 & -\omega_H \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
B = \begin{pmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}^T,
\]

\[
C = \begin{pmatrix}
0 & 0 & 0 & 0 & 1 & -\omega_H & -\omega_L
\end{pmatrix}.
\]

The bode diagram for \( G_F(s) \) is shown in Figure 5. While the double integrating behaviour is matched nicely in the regime of 8 Hz to 60 Hz, there is a transition region between 0.8 Hz and 3 Hz, within which signals are not sufficiently attenuated. Thus, this algorithm is ineffective if there is large system or measurement noise in this regime, as it might be the case for other accelerometers, depending on measurement principle and properties of the electronics. The estimator can be adjusted for different frequency ranges of desired double integration behaviour by changing \( \omega_H \) and \( \omega_L \) along with the lead lag poles \( p_k \) and zeros \( z_k \) appropriately.

For any estimator \( G_F(s) \), the theoretical minimal residual in case of ideal measurements can be calculated by evaluating the difference of the filter to the ideal, but not implementable double integrator. According to [15], for a normalized signal of amplitude 1 and frequency \( \omega_c \) the amplitude of this difference error \( e(t) = \alpha e \sin(\omega_c t - \beta e) \) is given by:

\[
\alpha e = \sqrt{1 - 2M \cos(\Delta \varphi) + M^2},
\]

where \( \Delta \varphi \) is the difference between the phase of \( G_F(j \omega_c) \) and the ideal \(-180^\circ\) and \( M \) is the Amplitude quotient of \( G_F(j \omega_c) \) and the ideal \(-1\). For the given estimator \( G_F(s) \) in equation (10), this error is shown in Figure 6. As can be seen, the estimation error is mostly well below 5 %. However, as illustrated in Figure 7, the error grows fast for larger phase errors, which is the case for large delays. Even for a perfect amplitude estimation, the error can only remain below 5 % for a phase error \(< 2.86^\circ\) and below 10 % for a phase error...
if the time delay is left uncompensated. For a 24 Hz sine disturbance, this best case residual error will remain at about 40% of the original value, for example. This illustrates the importance of a delay compensation algorithm.

There exist several traditional delay compensation algorithms, with the most famous being the smith predictor [23]. This is not applicable to our case, as it not only requires a plant model, but is furthermore a tool for overcoming dead time in closed loop control. In discrete control systems, the delay can be expressed in a linear fashion, simplifying the observer design. More general concepts developed by [22], [24] for many different kinds of sensor and/or actuator delays exist, but also rely on an actual model of the plant. Thus, for the broadband estimator designed in section II, these methods are not directly applicable, because our observer was not derived based on a plant model. Existing model-free delay compensation most often employs filtering with additional phase lead in order to compensate for the delay for specific frequencies. However, these methods require much tuning effort, which can be avoided with the algorithm presented in the following.

To compensate for the delay, the estimator from equation (12) has to be extended in order to increase the phase in the desired frequency regime. The method we choose to derive such an extended estimator is backstepping applied to a transport PDE representing the measurement delay and cascaded with a virtual system, which is extracted from the original disturbance estimator (12). This method is adapted from [22], but instead of an actual plant model, we extract a virtual model from our estimator. For this, let us rewrite the estimator given in (12) in a luenberger observer scheme [25]:

$$\dot{\xi}(t) = (A + BC_z)\xi(t) + B(y(t) - C_2\xi(t)),$$

$$\dot{z}(t) = C_z\xi(t),$$

$$x(t) = C\xi(t),$$

with $z = C_z\xi$ being a fictitious output and

$$C_z = [-1, 0, 0, 0, 0, 0, 0].$$

This choice of $C_z$ guarantees the stability of the observed autonomous system

$$\dot{\xi}_i(t) = (A + BC_z)\xi(t)$$

$$z(t) = C_2\xi(t),$$

due to the structure of $A$ (lower triangular), since

$$A + BC_z =$$

$$\begin{pmatrix}
-p_2 - 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-z_2 - p_2 - 1 & -p_1 & 0 & 0 & 0 & 0 & 0 \\
-z_2 - p_2 - 1 & 1 & -p_1 & -\omega_H & 0 & 0 & 0 \\
-z_2 - p_2 - 1 & 0 & 1 & -\omega_H & -\omega_L & 0 & 0 \\
0 & 0 & 0 & 1 & -\omega_H & 0 & 0 \\
0 & 0 & 0 & 1 & -\omega_H & -\omega_L & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -\omega_H \\
\end{pmatrix}.$$
asymptotically stable observer error dynamics using now the distributed prediction $x_p(t)$:

$$\dot{ \tilde{x}}(t) = (A + BC_x)\tilde{x}(t) + e^{(A + BC_x)T_d} B (y_d(t) - \tilde{z}_d(t)), \quad \tilde{z}_d(t) = u(0, t).$$

In order to get a predicted estimate of $x(t)$, which shall be called $x_p(t)$, the estimated state $\tilde{x}(t)$ can be used with:

$$x_p(t) = C\tilde{x}(t).$$

A comparison of the delay compensating and the original observer is shown in Figure 8b. The additional Transport PDE can be seen on the right modeling the measurement delay. Because the PDE state has to be estimated as well, the extension is shown in the second box with the prediction $e^{(A + BC_x)T_d}$ for the observer of the ordinary differential equation (ODE), and the distributed prediction $e^{(A + BC_x)v}$ for the PDE part of the observer.

B. Dynamic properties

To investigate the dynamic properties of the delay compensation, we can look at the transfer function of the delay compensating observer given by (19). This yields:

$$\hat{\mathbf{H}}(s) = (sI - A - BC_z)^{-1} e^{(A + BC_z)T_d} B \left( Y_d(s) - \hat{Z}_d(s) \right).$$

Substituting (21) into (23) and using (26) with $v = T_d$ yields:

$$C_z \hat{\mathbf{H}}(s) = C_z (sI - A - BC_z)^{-1} e^{sT_d} \hat{Z}_d(s) + C_z (sI - A - BC_z)^{-1} B e^{sT_d} \hat{Y}_d(s).$$

Separating $\hat{Z}_d(s)$ from $Y_d(s)$, one can find:

$$\hat{Z}_d(s) = \frac{C_z (sI - A - BC_z)^{-1} B}{1 + C_z (sI - A - BC_z)^{-1} B} Y_d(s).$$

Thus, the transfer function $G_{\hat{Z},d}(s)$ from $Y_d(s)$ to $\hat{Z}_d(s)$ is equal to the transfer function $G_{\hat{Z}}(s)$ from $Y(s)$ to $Z(s)$ of the observer for the undelayed case, which can easily be calculated from (15). Now, for comparison, we will calculate the transfer function from the measurement $Y_d(s)$ to the predicted estimate $X_p(s)$. Substituting (29) into (21) now yields:

$$\hat{\mathbf{H}}(s) = \frac{C_z (sI - A - BC_z)^{-1} e^{sT_d} B \hat{Y}_d(s)}{1 + C_z (sI - A - BC_z)^{-1} B}.$$

and thus with (25)

$$X_p(s) = C \hat{\mathbf{H}}(s) = \frac{C_z (sI - A - BC_z)^{-1} e^{sT_d} B \hat{Y}_d(s)}{1 + C_z (sI - A - BC_z)^{-1} B}.$$

The transfer function from the undelayed measurement $Y(s)$ to the estimated output $X(s)$, $G_{\hat{X},d}(s)$, can be calculated from system (15):

$$X(s) = \frac{C_z (sI - A - BC_z)^{-1} B \hat{Y}_d(s)}{1 + C_z (sI - A - BC_z)^{-1} B}.$$
The phase lead of the compensating estimator can be seen clearly for higher frequencies.

Classical methods for delay compensation rely on a good plant model in order to extrapolate the state successfully into the future, or require a lot of tuning effort, like non model based strategies which employ additional phase lead elements to compensate the delay. The proposed delay compensation algorithm however does not rely on a model, nor does it need any additional tuning parameters. On the downside, the algorithm’s compensating ability drops significantly for $T_d > 15$ ms, for which model-based strategies can be much more successful, if a very realistic model is employed and all the inputs and disturbances are accurately known in advance. In general, the prediction performance is always tied to the fidelity of the model. Since the described algorithm is based on a virtual model with no physical reference, the prediction performance cannot surpass such of model based algorithms.

C. Implementation

While the design and analysis of the filter and the delay compensation was performed in the previous sections in the frequency domain, the implementation is based on an exact discretized state space version of (19). As can be seen in equation (31), even though the observer contains an infinite dimensional PDE, the transfer function from $Y(s)$ to $X_p(s)$ has a finite number of poles and zeros. Hence, an exact discretization based on sample and hold measurements is possible. The sampling frequency is 1 kHz in the simulation and for the implementation at the LBT. The small phase lag relevant for higher frequencies due to the sampling is compensated for already in the original observer with an appropriate lead-lag element, $G_{ll,2}(s)$ as introduced in equation (10). Thus the performance will not be affected in the relevant frequency regime of 5 Hz to 60 Hz by using a discretized version of (19). The following results are based on simulations of the discretized algorithm using actual measurements as the input.

At the LBT, the algorithm is currently being implemented on a PowerPC with a 1 GHz processor and 1 GB of memory, which seems more than enough power to handle this algorithm with 1 kHz sampling.

IV. Measurement results from LBT

Two interferometers are foreseen to be installed at the LBT in its final state. One of them is the LBT Interferometer (LBTI), which in contrast to LINC-NIRVANA is already installed at the LBT and is currently undergoing commissioning until it reaches its full operational capabilities. For this, among many other things, it is very important to compensate the OPD induced by telescope mirror vibrations in order to see and stabilize the desired fringe pattern on the detector. Thanks to the LBTI group it was possible to acquire open loop fringes of a very bright star together with the respective accelerometer data and apply our estimation scheme, in order to see whether or not a sufficient disturbance rejection can be reached, even though this analysis of course assumes an ideal, or at least very fast correction device. For LINC-NIRVANA, the correction device is the piston mirror, which has a two degree of freedom control architecture featuring a bandwidth of about 100 Hz. Due to the control design, the desired input is first smoothed using an FIR-filter introducing an additional delay of $\approx 5$ ms. Assuming linear system behaviour for the telescope and the piston mirror, this delay can simply be added to the communication delay of the measurement values. Due to LBTI’s tweeter-woofer approach to the correction, control is much simpler for it’s correction devices and there is no additional input delay.

Refer again to Figure 2 from the beginning for the optical setup at the LBT and LBTI. The LBTI fringe tracking module for this experiment was the PHASECam, the instrument’s two correction devices to correct for slow, but large (SPC), and fast, but small (FPC) amplitude oscillations in the OPD were unused, i.e. turned off and fixed for this experiment - LBTI was run in so called open-loop mode. This way, fringes tracked
by LBTI’s PHASECam can be used to determine the total OPD between the left and right side of the telescope. An example time series taken on February 4, 2015 and starting at 08:34:47 UTC, is shown in Figure 10. In parallel, we recorded synchronized accelerometer data from all accelerometers. As can be seen, there are very slow oscillations <2 Hz, which are mostly due to atmospheric effects and the slow telescope tracking motion, while oscillations >10 Hz are due to telescope vibrations. What looks like measurement noise is actually a 50 Hz oscillation with an amplitude of <1 µm and is due to internal vibrations of the instrument, which cannot be measured by the OVMS and therefore cannot be corrected. Additional accelerometers within the instrument along with the algorithm presented in [26], which is very well suited for single frequency disturbances, could in principle eliminate these disturbances very well, but because the actuator might excite the optical bench and its smaller optical parts, the controller design needs to be carried out carefully, to account for the physical feedback between the actuator and the vibrating optical components.

As can be seen in the timeseries in Figure 11, within the design frequency range of 8 Hz to 60 Hz, the OPD RMS of 603 nm could be reduced by 61 % to 234 nm without any compensation of the measurement delay. Using the proposed prediction algorithm to compensate the measurement delay of $T_d = 3$ ms, this can be further improved down to 192 nm (a rejection of around 68 % of the disturbance), thus demonstrating the effectiveness of the proposed algorithm. All of these numbers are calculated under the assumption of an ideal correction with very fast correction devices, which is a reasonable assumption for both LBTI and LINC-NIRVANA.

By shifting the data in time for an offline analysis, we can compare the estimation results of the originally proposed estimator (12) and the estimator extended for delay compensation via backstepping (19) presented in section III. We will evaluate now the delay compensation for a delay of 8 ms. This scenario is very important for LINC-NIRVANA, because its correction device is internally controlled by a two degree-of-freedom structure, and the feedforward is based on an inversion of dynamics of the compensation device. Thus, in order to generate a feasible feedforward control signal, high frequencies in the desired input need to be suppressed, for which a finite-impulse-response (FIR) filter is used. FIR-filter have a linear phase, i.e. the phase response can be modeled as a pure delay. However, the drawback of this is an additional input delay of 5 ms. Thus, LINC-NIRVANA depends on a reliable prediction to compensate a total delay of 8 ms. In general, as illustrated by Figure 12, the amplitude spectrum of the estimated and the measured OPD (by LBTI) match in a wide frequency range. M3 resonances (13.5 Hz to 19 Hz) are not matched as perfectly as M2 resonances (10 Hz to 13 Hz) due to a sensor fault at M3 on the right side of the telescope, which could not be fixed in time for the measurements. However, without the delay compensation, the disturbance is not rejected as desired and significant peaks in the residual amplitudes can be seen in the right of Figure 12, as predicted in the beginning of Section III. Utilizing the proposed delay compensating observer (19), all major resonances could be
Fig. 11. On the left: time series of LBTI measured OPD (light) and OPD after correction using the OPD estimated with the original observer (12) (dark). On the right: time series of LBTI measured OPD (light) and OPD after correction using the OPD estimated with the delay compensating observer (19) (dark) to compensate for 3 ms of measurement delay. The straight lines illustrate the RMS-value of the residual signal (dark). The time series have been filtered using a type I Chebyshev filter of order 5 with a passband of 8 Hz to 60 Hz.

Fig. 12. On the left: amplitude spectrum of LBTI OPD measurement (dark) vs. OPD estimated from synchronized OVMS measurements (light). On the right: amplitude spectrum of the residual signal with (dark) and without (light) delay compensation for a delay of 8 ms.

V. CONCLUSION

In this paper a method to compensate small measurement delays for model free filters has been presented and experimentally validated. While the application of the presented method is not limited to astronomy, the estimation of the OPD at the LBT is particularly challenging, because phase and amplitude have to be estimated very precisely, while the spectrum is very broad at the same time. However, the feasibility of the proposed estimator and the proposed delay compensation could be proven. It has been shown that delay compensation is necessary even for small delays for such a phase-sensitive application and that nearly the same performance in estimation can be achieved using the delayed measurements as compared to using undelayed measurements. Disturbances in the frequency regime of 8 Hz to 60 Hz could be attenuated by a factor > 3 to less than 32% of the original level. Most of the remaining OPD is due to internal instrument vibrations. Some vibrations of the tertiary mirrors could not be compensated due to an unresolved sensor issue. With all sensors working, a better performance is expected, but there will remain presumably about 20% residual OPD originating from atmospheric aberrations and vibrations of the instrument optics. This part will never be compensated for in a disturbance feedforward utilizing only the main telescope mirrors. Thus, similar to the way this was done in [8] for the VLTI, a combination of feedforward and feedback techniques as well as mechanical design optimization will have to be used to further decrease the RMS of the remaining OPD to reach the goal of 0.1λ RMS for smaller wavelength observed by LINC-NIRVANA.

An additional advantage of the described accelerometer based system also lies in the fact that this system can be easily upgraded to measure more optics, for example.

Last, but not least, this method can help enhance any filtering performed on delayed measurements, where the delay is a limiting factor in the control loop’s performance. This problem is becoming more severe with the rapid increase in the number of sensor in many application, which is often dealt with using bus systems such as ethernet, CAN-bus or others, resulting in significant delays of the sensor values.
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