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Abstract

The GeSn semiconducting alloy possesses many attractive properties, such
as a direct bandgap and increased carrier mobilities. It is, among other po-
tential applications, expected to be used in next generation complementary
Metal-Oxide-Semiconductor (MOS) devices with boosted performances. Be-
cause of the lattice mismatch with Ge or Si, it can be used as a stressor or
or strained material. It is therefore also a good candidate as compressive
stressor for the source and the drain in p-type Ge-channel MOS field-effect
transistors or as channel material itself. Although the growth of GeSn ma-
terials with high crystalline quality has been achieved in the recent years, a
complete and accurate characterization of defects as well as an assessment
of their influence in such materials has not been performed yet.

This thesis is dedicated to the study of the impact of electronic trap
states in GeSn semiconducting heterostructures. The electrical transport
properties of both pn junction diodes and MOS structures were investigated
using a variety of experimental techniques. Detailed theoretical analysis with
a numerical simulation tool designed on purpose was also performed, both to
enable the interpretation of experimental measurements and to evaluate the
use of routine characterization techniques such as the conductance method
when applied specifically to low bandgap materials like GeSn.

The electrical characteristics of p-GeSn/n-Ge diodes grown by chemical
vapor deposition with 5.8% Sn were analyzed and the presence of traps was
assessed. The combined approach, harnessing simultaneously experimental
measurements and numerical simulations, allowed to determine the critical
properties of the traps that were revealed at the GeSn/Ge interface. In a sec-
ond step, the transient currents resulting from the lack of passivation of mesa
diodes were explored and modeled appropriately by different approaches.

Concerning the assessment of the impact of traps in GeSn MOS struc-
tures, we studied and discussed their effect on the typical features found
in capacitance-voltage characteristics. The applicability of the conductance
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method was also shown to be strongly dependent on the inversion response
of minority carriers and we demonstrated the extraction of the interface
trap density using this technique for various trap energy levels and concen-
trations. The relationship between the applied bias and the Fermi level at
the interface, as well as the link with the interface trap time constants and
capture cross sections were detailed and consequently explained. The de-
pendence of the onset of the inversion response was then further examined,
where it was concluded that the bandgap energy value dramatically alters
the strength of the inversion response. The influence of the minority car-
rier mobility and effective mass was ultimately elucidated, which enabled
to support the physical interpretation of the measurements performed on
fabricated MOS structures.

ii



Résumé

L’alliage semi-conducteur GeSn possède de nombreuses propriétés très at-
trayantes, telles qu’une bande d’énergie directe et des mobilités de porteurs
de charge accrues. Son utilisation, entre autres applications potentielles,
dans les dispositifs CMOS (Complementary Metal-Oxide-Semiconductor) de
prochaine génération est attendue avec des performances améliorées. En
raison du désaccord de maille avec le germanium et le silicium, il peut être
utilisé en tant que matériau générant de la contrainte ou subissant de la con-
trainte mécanique. Il est dès lors un bon candidat à l’intégration dans des
transistors MOS à effet de champ à canal de Ge, induisant des contraintes
en compression sur la source et le drain, ou dans des dispositifs où il forme
le matériau de canal lui-même. Bien que la croissance de GeSn de haute
qualité cristalline ait été réalisée dans les années récentes, une caractérisa-
tion complète et précise des défauts, ainsi qu’une évaluation de leur influence
dans ce matériau, n’ont pas encore été obtenues à ce jour.

Cette thèse est dédiée à l’étude de l’impact des états électroniques de
piège au sein d’hétérostructures semi-conductrices à base de GeSn. Les pro-
priétés électriques de diodes à jonction pn ainsi que de structures MOS ont
été examinées à l’aide de techniques expérimentales. Une analyse théorique
détaillée a été réalisée grâce à un outil de simulation numérique spécialement
mis au point pour à la fois permettre l’interprétation des mesures expéri-
mentales et évaluer l’utilisation de techniques de caractérisation de routine,
telles que la méthode de la conductance, lorsqu’elles sont appliquées spéci-
fiquement à des matériaux à faible bande interdite comme le GeSn.

Les caractéristiques électriques de diodes p-GeSn/n-Ge fabriquées par
déposition sous vapeur chimique avec 5.8% d’étain ont été analysées et la
présence de pièges a été testée. L’approche combinée, exploitant simultané-
ment les mesures expérimentales et les simulations numériques, a permis de
déterminer les propriétés critiques de pièges qui ont été révélés à l’interface
GeSn/Ge. Dans une deuxième étape, les courants transitoires résultant du
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défaut de passivation de diodes mesa ont été explorés et modélisés de manière
appropriée par différentes approches.

En ce qui concerne l’évaluation de l’impact des pièges dans les structures
MOS à base de GeSn, nous avons étudié et discuté les effets de ceux-ci sur
les traits typiques des caractéristiques capacité-tension. Nous avons égale-
ment mis en évidence que la pertinence de la méthode de la conductance
est fortement dépendante de la réponse en inversion des porteurs minori-
taires et nous avons démontré l’extraction de la densité d’états de piège
d’interface en utilisant cette technique pour divers niveaux d’énergie et de
concentration de pièges. La relation entre la tension appliquée et le niveau
de Fermi à l’interface, ainsi que le lien entre les constantes de temps des
pièges d’interface et les sections de capture, ont été détaillés et expliqués en
conséquence. La dépendance du seuil de la réponse en inversion a alors été
examinée plus en profondeur et nous avons conclu que la largeur de la bande
interdite altère de manière dramatique l’amplitude de la réponse en inver-
sion. Finalement, l’influence de la mobilité des porteurs minoritaires et de la
masse effective a été élucidée, ce qui a permis de corroborer l’interprétation
physique des mesures réalisées sur les structures MOS fabriquées.
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Chapter 1

Introduction

Ge1−xSnx has been known to show semiconducting properties since 1960 [1].
It initially did not attract strong interest, though, because of the substantial
difficulties involved in the growth of materials with a significant Sn content
(> 1%) and sufficient crystalline quality [2, 3]. The quest for new semicon-
ductor materials with improved properties and the recent progress in the
growth of Ge1−xSnx [4] has renewed interest for this alloy developed since
around 2007.

Alloying Sn with Ge results in a new material with characteristics that
are widely different from those of either Ge or Sn. The band structure of
Ge is considerably altered by the introduction of the much larger Sn atoms,
and the bandgap energy is reduced. A direct bandgap material is even
obtained for a Sn content over approximately 9% [4]. The larger lattice
constant of GeSn as compared with other group-IV semiconductors such as
Si or Ge allows to induce compressive or tensile strains, and subsequently
improve the charge carrier mobilities in those materials via effective mass
engineering. These two main properties have led GeSn1 materials to be
considered as an interesting candidate material for next generation high
performance transistors and for long wavelength optoelectronic applications
that can be directly integrated with the existing Si platform.

Silicon has been in the heart of semiconductor technology for the last 50
years. This historical prominence is directly linked to the low cost of pro-
ducing Si, as compared to other materials such as Ge, to its strong mechan-
ical properties due to the crystallization in the diamond form, and its very
stable associated oxide SiO2. This historically enabled the design and man-

1GeSn and Ge1−xSnx will be used with an equivalent signification throughout this
work, unless otherwise mentioned.
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ufacturing of metal-oxide-semiconductor field-effect transistors (MOSFETs)
with increasingly high performances. Since the discovery of the transistor
by Bardeen, Brattain and Shockley in 1947, the physical dimensions of Si
MOSFETs have steadily shrunk down to allow an increased integration of el-
ementary devices into electronics chips, a process defined as downscaling [5].
The famous, self-fulfilling prophecy known as Moore’s law, even stated in
1965 that the integration of devices would double every two years [6]. This
trend was more or less abided by until recently, with characteristic features of
MOSFETs scaling from 10 µm in 1971 down to 14 nm in 2014 [7], a dramatic
reduction of almost 3 orders of magnitude.

Recently, though, reducing the physical size of transistors did not bring
significant performance improvements anymore [8]. When the transistor
channel length approached 100 nm, 10 years ago, further reducing the di-
mensions also started to introduce serious additional challenges for their
fabrication [9], raising the cost of further technological development. In addi-
tion, at this extreme size reduction stage, the on-state current of MOSFETs
decreases whereas the off-state current increases, which brings in another
drawback because of the overall decrease in the current driving capability
and the relative increase of power consumption of complementary metal-
oxide-semiconductor (CMOS) transistors, which are themselves based on
MOSFETs.

As a further indication of the looming dead end of this approach, the
International Technology Roadmap for Semiconductors (ITRS), which has
been setting the direction for semiconductor technology developments since
1993, has announced that its final roadmap would be issued in 2016. New
initiatives exploring wider fields for performance development are now ex-
plored by ITRS 2.0 [10, 11] as well as the subsequent International Roadmap
for Devices and Systems (IRDS) [12] in collaboration with the Institute of
Electrical and Electronics Engineers (IEEE).

The further development of the performance of MOSFETs does not rely
solely upon shrinking the size of the devices, anymore. These new endeavours
are generally collectively referred to as the postscaling technology [13]. This
includes the introduction of new materials for high mobility channels or high-
dielectric insulators, new transistor structures such as FinFETs [14], new
technologies to increase the integration of devices, such as 3D integration [15]
and even the incorporation of new functions into CMOS devices, such as
using the response of electrons spin to a magnetic field or to light [16, 17].

In order to improve the charge carrier mobility of MOSFETs channels,
strain engineering was already put into use around 2003 with Si and the
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90 nm technology node [18, 19]. The introduction of mechanical strain alters
the crystal symmetry of the semiconductor and the resulting band structure,
which may lead to an increase of the carrier mobilities. Such a modification
of the transport properties can also be the result of reduced electron or hole
effective masses, or of a reduction in carrier scattering, which is a main cause
of boosted carrier mobilities.

Among the materials envisioned in the context of this postscaling tech-
nology for even higher mobility channel transistors, the semiconducting alloy
GeSn is a very promising candidate. Its direct bandgap also paves the way
for group-IV integrated long-wavelength optoelectronic applications.

Problem statement and objectives of this work

Empowered by the renewed interest for GeSn, several research laborato-
ries have recently achieved the successful fabrication of epitaxial layers with
high crystalline quality [4, 20, 21]. Although the structural properties of
such materials have simultaneously been investigated in many studies, few
extensive analyses of the transport properties of GeSn materials have been
performed. This new material possesses characteristics that are not usually
found in other group-IV materials, namely its much lower bandgap and the
crystalline defects resulting from the introduction in a Ge matrix of large
Sn atoms, which easily segregate or precipitate. These crystalline defects
generally act as electronic traps and directly alter the desired improved per-
formances of devices made out of these materials. The relevance of routine
electrical characterization techniques to determine the traps density, such
as the conductance method, are also questioned. Several issues are indeed
encountered as a consequence of the lower bandgap, which leads to an in-
creased inversion response in MOS structures and can impair the accurate
evaluation of the traps concentration.

This work is therefore dedicated to the assessment of the impact of elec-
tron traps on the transport properties of GeSn materials.

Within the framework drawn by the statement of this general objective,
the following questions will be addressed in this thesis:

• What is the overall impact of the presence of traps states on the elec-
trical characteristics fundamental devices such as GeSn-based diodes ?

• Can some of the traps properties be evaluated from the electrical char-
acterization of such diodes ?

3
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• What is the impact of the lack of passivation in the case of mesa diodes
with exposed surfaces ?

• Can the conductance method still provide an accurate estimation of
the density of interface traps Dit in GeSn materials, in spite of the low
bandgap energy and the enhanced inversion response in MOS capacitor
structures, which are test vehicles for advanced modern devices ?

• What is the effect of the bandgap energy, carrier mobilities and effec-
tive masses on the onset of the inversion response ?

In order to provide answers to these important questions, the complete
electrical characteristics of Boron-doped p-GeSn/n-Ge pn junction diodes
will be analyzed using current-voltage and capacitance-voltage measure-
ments, also as a function of temperature. Theoretical analysis based on
the full harnessing of a home-built numerical simulation tool will give access
to many microscopic quantities such as the current densities, the electric
field and the local carrier concentrations. The use of this tool to repro-
duce the experimental data will allow to obtain quantitative information on
the traps properties found in the diodes. Next, current-voltage and current
transients measurements will serve in the investigation of the behaviour of
unpassivated mesa diodes. The construction of an equivalent electric circuit
model will provide further insight into the time constants involved in those
transients.

The simulation of the complete admittance response of GeSn MOS struc-
tures will subsequently set the foundation for the analysis of the effects of in-
terface traps on typical features usually found in C-V characteristics. Based
on that admittance response, the consequences of the low bandgap energy
of GeSn materials on the application of the conductance technique will be
assessed and various interface traps energies, distributions and densities will
be explored. Finally, the numerical simulation of the admittance response as
a function of bandgap energy, majority and minority carrier mobilities and
effective masses will result in the determination of their specific influence on
the strength of the inversion response.

Among the methods of characterization of interface traps, many are
based on admittance. Those are indeed very efficient, as the sensitivity of
the conductance method, e.g., can detect defects with as low as a 109 cm−2

density [22]. Methods for detecting the atomic elements responsible for the
interface traps such as Angle Resolved X-ray Photoelectron Spectroscopy
(ARXPS) or Electron Spin Resonance (ESR) can at best detect densities at
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least one order of magnitude larger than that level and are therefore unsuit-
able for our goal. Deep Level Transient Spectroscopy (DLTS) [23, 24, 25, 26]
is another well established technique that has a very high sensitivity. The
accurate interpretation of its results requires a strong expertise of the tech-
nique, though, and it was not our goal to replicate the excellent work already
performed using the DLTS method by other research groups [27, 28]. The
results from complementary studies performed with DLTS will instead be
used as reference and will be compared to our work [28, 29].

Content structure

This work is organized in the way described here below.

Chapter 2 discusses the characteristics of Ge1−xSnx alloys. The chal-
lenges pertaining to the growth of Ge1−xSnx layers by Molecular Beam Epi-
taxy (MBE) and Chemical Vapor Deposition (CVD) are reviewed. The ef-
fect of Sn alloying on the Ge band structure and the resulting properties are
then considered. Direct applications of Ge1−xSnx materials to high-mobility
transistors and photoelectronic applications are also presented.

Methods of experimental characterization are discussed in Chapter 3.
The techniques pertaining to the characterizations of pn junctions are in-
troduced, followed by the general principles of impedance spectroscopy and
characterization methods applicable to MOS structures.

The principles of the numerical simulation tool used in this work are
developed in Chapter 4. The equations and hypotheses constitutive of the
model are detailed and the numerical procedure for the computation of the
solution is presented, both under steady-state and small-signal regimes.

In Chapter 5, the results related to the electrical characterization of pn
GeSn/Ge diodes are presented. Their current-voltage (I-V) and capacitance-
voltage (C-V) characteristics are analyzed in view of assessing the impact
of electron traps at the GeSn/Ge interface. The presence of such traps is
highlighted by the measurements and numerical simulations allow to obtain
quantitative information on the energy of those traps. The effect of the
lack of passivation of mesa diodes on their I-V characteristics and current
transients is also thoroughly explored.

Chapter 6 details the results obtained from the theoretical investiga-
tion of the effect of electron traps on GeSn materials in MOS structures.
Their effect on C-V characteristics and on the application of the conduc-
tance method are extensively examined. The impact of the GeSn materials

5



Introduction

properties such as lower bandgap on the inversion response of minority car-
riers is reported. Experimental characteristics of GeSn MOS devices are also
described and linked to the previous numerical observations.

Finally, general conclusions of this work are presented in Chapter 7
along with perspectives and suggestions for future work.
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Chapter 2

GeSn, a group-IV
semiconducting alloy

2.1 Motivations

GeSn is a semiconducting alloy with many very interesting electronic and
optoelectronic characteristics that make it attractive as a new material for
improved performance devices and new optoelectronic applications. GeSn
alloys exhibit several beneficial perspectives that allow:

• Strain engineering as a stressor for Ge;

• Energy bandgap engineering by controlling the Sn content;

• Direct bandgap material for group-IV integrated photonic applica-
tions;

• Reduced crystal growth temperature due to the low temperature re-
quired for Ge and Sn to mix together homogeneously (eutectic point).

In this Chapter, the open challenges regarding the growth of Ge1−xSnx al-
loys are presented. The energy band structure and electronic properties of
Ge1−xSnx are then reviewed, especially the direct bandgap crossover and
carrier mobility properties. Finally, applications of Ge1−xSnx compounds
for next generation high mobility MOSFETs and long wavelength optoelec-
tronic devices are discussed.
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2. GeSn, a group-IV semiconducting alloy

2.2 Growth methods

2.2.1 Ge1−xSnx crystalline structure and growth challenges

Ge1−xSnx is a very challenging semiconductor material to produce. Pure
Sn generally displays a metallic behaviour, when it is in the β-Sn form.
But it becomes a semiconductor, α-Sn, for temperatures below 13.2°C [1].
Its crystalline structure then goes from a body-centered tetragonal form
(Fig. 2.1 (a)) to a face-centered diamond-like cubic crystal structure (Fig. 2.1
(b)), identical to that of crystalline silicon and germanium.

(a) (b)

Figure 2.1: Crystal structure of (a) β-Sn: body-centered tetragonal and (b)
α-Sn: diamond-like face-centered cubic.

The Ge-Sn binary system is an eutectic alloy, which means that both
atom species form a non-ordered homogeneous solid mix and combine into a
joint superlattice. The thermal equilibrium solid solubility of Sn in the Ge
matrix at 500°C is as low as 1 atomic % [2, 3]. The eutectic temperature
is 231.1°C (see the phase-diagram in Fig. 2.2), which implies that it is very
difficult to increase the Sn content in Ge1−xSnx layers. Sn precipitation
indeed easily occurs during the growth process, even at low temperature1.
This is in strong contrast with Si1−xGex alloys, where the Si-Ge binary
system has a complete solid solubility, allowing to use any ratio of Si and
Ge [30].

In the fabrication of Ge1−xSnx thin films, precipitation of Sn is regularly
observed, which consists in Sn atoms withdrawing from the GeSn matrix to

1Low temperature, in this context, is to be compared with the growth temperature for
thick Si films of 1000°C.
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2. GeSn, a group-IV semiconducting alloy

Figure 2.2: Enlarged view of the Ge-Sn phase diagram for 0 to 1.4 at.% Sn,
after [31].

form all-Sn clusters. This can occur both during the growth or subsequent
thermal processes [32, 33]. Out of thermal equilibrium methods such as
low temperature processes or strain engineering of the thin films are there-
fore necessary to produce high quality Ge1−xSnx layers. Sn segregation, a
non-homogeneous distribution of the Sn atoms in the Ge matrix, was also
reported during the oxidation of Ge1−xSnx layers. Oxidation of Ge1−xSnx
indeed boosts the Sn diffusion, resulting in an increase of the Sn content
near the surface [34].

The desired strain effects from GeSn materials require the growth of
epitaxial layers. There are many epitaxy techniques, such as Liquid Phase
Epitaxy, Solid Phase Epitaxy, Vapor Phase Epitaxy or Molecular Beam
Epitaxy. However, two particular techniques are mostly used to produce
epitaxial Ge1−xSnx alloys: Molecular Beam Epitaxy (MBE) and Chemical
Vapor Deposition (CVD). Both of these methods are briefly presented be-
low along with their current achievements and issues in the fabrication of
Ge1−xSnx layers.
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2. GeSn, a group-IV semiconducting alloy

Figure 2.3: Schematic illustration of an ultra-high-vacuum chamber for
MBE. More details can be found in Ref. [36].

2.2.2 Molecular Beam Epitaxy

Molecular Beam Epitaxy [35, 36], schematically depicted in Fig. 2.3, has
been extensively used to produce the first Ge1−xSnx layers [37, 38, 39]. The
technique is based on heating the ultra-pure form of the solid elemental
sources until they undergo sublimation and then condense on the substrate
to form the epitaxial layer. The “beam” term in MBE refers to the fact
that the evaporated atoms do not interact with each other because of the
ultra high vacuum (UHV) environment of the chamber, which results in
long mean free paths for the atoms. Reflection high energy electron diffrac-
tion (RHEED) [40, 41], based on the observation of the diffraction pattern
from the reflection of electrons beamed on the sample surface, is routinely
used for in-situ monitoring of the growth and surface morphology of the
layers. Auger electron spectroscopy (AES) [42] or X-ray photoelectron spec-
troscopy (XPS) [43, 44] can also be used to analyze the composition of the
surface during the growth. All these in-situ characterization resources allow
to monitor the crystal quality during the deposition process while enabling
comprehensive analysis of the growth mechanisms.

The first GeSn layers were grown by MBE on quasi lattice matched III-
V materials, with up to 27% Sn content [37], although lots of extended
defects were present in the layers [39]. Later, growth of GeSn on group
IV semiconductors was also achieved [45], a step closer to the anticipated
integration of GeSn materials with Si technology.

MBE growth of GeSn layers suffers from usually high point defect densi-
ties, though, because of the low adatom mobility on the growth surface [46],
and of Sn segregation. The required UHV and low growth rates also make it
unlikely to be suitable for an economical mass industrial production. MBE
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remains the method, however, that is able to achieve the highest Sn concen-
trations, up to 25% (on Si) and 20% (on Ge) [47].

2.2.3 Chemical Vapor Deposition

Chemical vapor deposition [48, 49] is an extensively used technique to deposit
thin films of semiconductors by submitting a heated substrate to a flow of
vapor-phase precursors. These precursors are made of the elements to be
deposited and chemically react or decompose on the substrate surface to
form the intended deposit.

A CVD system is typically composed of a reaction chamber with in-let
and out-let gas lines valves, equipped with mass flow controllers to regu-
late the amount of gas delivered to the chamber. Heating elements are also
necessary, in order to heat the whole chamber or only the substrate, depend-
ing on the exact CVD method in use. The basic steps of the CVD growth
process are as follows:

• Controlled amounts of vapor-phase precursors are injected inside the
reaction chamber, along with carrier gases such as H2, N2 or Ar;

• The gas precursors diffuse to the substrate;

• The gas precursors are adsorbed on the surface and react chemically;

• The extra atoms lying on the surface, or adatoms, migrate until they
become part of the lattice;

• The volatile by-products desorb and diffuse towards the exhaust gas
lines.

CVD allows for deposition far from equilibrium growth conditions, which
is useful for the growth of Ge1−xSnx in order to avoid Sn segregation and
precipitation. Moreover, the CVD technique is able to grow films uniformly
on large wafers and also to process multiple substrates simultaneously, which
makes it closer to the requirements of mass production required by large scale
manufacturers.

However, growing Ge1−xSnx layers using CVD is not without compli-
cations, which probably explains why MBE grown Ge1−xSnx was initially
more popular. Contrary to the growth of Si and Ge, where the correspond-
ing hydrides, SinH2n+2 and GenH2n+2, are used as precursor gases without
notable difficulty, Sn hydrides are unstable at room temperature because of
the weaker Sn-H chemical bonds. SnH4 is a highly unstable compound and
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Figure 2.4: Schematic representation of the ASM Epsilon® 2000, a typical
industrial tool used for the growth of Ge1−xSnx layers by CVD
(source: ASM).

is also extremely toxic, for instance. The group of Kouvetakis et al. sug-
gested the use of the heavier deuterium to replace hydrogen [50, 51]. Using
SnD4 as gas precursor, they were indeed able to produce Ge1−xSnx layers
with up to 15% Sn. However, SnD4 is still highly unstable and utterly toxic,
even though it is less so than SnH4.

Another gas precursor for the Sn component, SnCl4, has later been used
by Vincent et al. [20]. It is completely stable and commercially available,
actually delivered as a liquid at room temperature. The addition of a H2

bubbler is therefore necessary to provide the precursor under vapour phase
to the CVD reactor. Epitaxial growth of Ge1−xSnx layers at 320°C with up
to 8% Sn has been achieved under these conditions.

The Ge1−xSnx samples discussed in Chapters 5 and 6 have been fabri-
cated using this CVD method in IMEC [52, 20]. An ASM EPI cluster tool,
the Polygon® 8200 has been used for the growths. This EPI reactor is sim-
ilar to the ASM Epsilon® 2000, schematically depicted in Fig. 2.4, which is
an horizontal cold-wall, load-locked single-wafer reactor. This chamber de-
sign implied that only the substrate is heated, which is performed through
radiation by set of infrared lamps. The advantage of this setup is to reduce
the deposition on the chamber walls. The substrates are usually rotated
during the growth to ensure an homogeneous thickness.
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2.3 Ge1−xSnx energy band structure and electronic
properties

2.3.1 Direct bandgap

Ge is an indirect bandgap material because the minimum energy of its con-
duction band and the maximum energy of its valence band are not located
at the same point in momentum space. The maximum energy of its va-
lence band is indeed located at the Γ-point in the Brillouin zone, whereas
the minimum energy of its conduction band is at the L-point. The indirect
bandgap energy of Ge is 0.66 eV at room temperature (RT), lower than the
Si indirect bandgap which is about 1.12 eV at the same temperature range.

Alloying Ge with Sn significantly alters the band structure of Ge and
confers novel properties to the resulting material. The bandgap energy of
GeSn indeed decreases below that of pure Ge as the Sn content is increased.
The conduction band edge at the Γ-point also drops faster than at the L-
point, as depicted in Fig. 2.5. At RT, the conduction band edge of Ge at the
Γ-point is 0.14 eV above that at the L-point. With the addition of Sn in the
Ge1−xSnx alloy, the energy difference between the two decreases, until the
Γ-point becomes lower than the L-point. At this stage, it is the minimum
among all other valleys in the band structure, as well. This makes the GeSn
alloy with such a Sn content a direct bandgap semiconductor. The indirect
to direct bandgap crossover is expected to occur for a Sn content of about
9%[4].

The direct bandgap in Ge1−xSnx alloys is expected to result in a signif-
icant enhancement of photoemission as well as photon absorption, paving
the way for a new class of infrared devices. As these are based on group
IV materials, they can therefore be directly integrated into Si technology,
contrary to other III-V direct bandgap materials whose integration is not as
straightforward.

Not only the Sn content but also the strain in Ge1−xSnx epitaxial layers
has an impact on the energy band structure and therefore on the bandgap.
These dependences of the energy bandgap and energy band structure on the
strain in addition to the Sn content have been observed by spectroscopic
ellipsometry [54, 55], optical transmittance spectroscopy [56], Fourier trans-
form infrared spectroscopy [57] and photoluminescence [58, 59, 60]. The
reported consequence of compressive strain is that the Sn content necessary
to reach the direct-indirected crossover is increased, and conversely decreased
under tensile strain [61].
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Figure 2.5: Schematic energy band structure change from an indirect to a
direct bandgap for Sn content over 9% [53].

2.3.1.1 Vegard’s law

Vegard’s law [62] states that the relaxed lattice constant a0 of a crystal alloy
A1−xBx can be empirically estimated by a weighted linear interpolation
between the lattices of its constituents A and B:

a
A1−xBx
0 = aA0 (1− x) + aB0 x (2.1)

where aA1−xBx
0 , aA0 and aB0 are the relaxed lattice constants of the A1−xBx

alloy, of A and of B, respectively. The bandgap energy of a semiconduc-
tor compound is generally closely related to the lattice constant and can
therefore be estimated using a similar relationship [63].

Figure 2.6 shows the dependence of the direct and indirect bandgaps in
Ge1−xSnx as a function of Sn content x, calculated from a linear interpo-
lation of the Ge and α-Sn bandgaps. According to this linear model, an
indirect to direct crossover would therefore occur for Sn contents around
x = 21%, well beyond the experimentally estimated value of x ≈ 8 − 9%
reported earlier.

This discrepancy is probably mostly related to the large 16% lattice
mismatch between Ge and α-Sn [30], which induces a significant local strain
around the Sn atoms, and results in a deviation from the simple linear
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relationship. The introduction of a so-called bowing parameter bGeSn into
Eq. (2.1) allows to account for this difference,

a
Ge1−xSnx
0 = aGe

0 (1− x) + aSn0 x+ bGe1−xSnxx(1− x). (2.2)

Various values of the bowing parameters have been reported from the-
oretical calculations, bGeSn = 0.063 Å [64], 0.65 Å [53], 0.0468 Å [65] and
experimental observations bGeSn = 0.166 Å [64], −0.066 Å [65], 0.221 Å [66]
and 0.0435 Å [67]. The discrepancies in those values are mostly related to
experimental uncertainties in the exact GeSn composition and strain level.

Figure 2.6: Dependence of the direct (Γ) and indirect (L) bandgaps in
Ge1−xSnx on the Sn content, calculated from a linear interpola-
tion between the bandgaps of Ge and α-Sn[68].

2.3.2 Carrier mobility boost in Ge

As discussed in the Introduction, several materials are being explored for
their high mobility properties, as this directly improves the power-performance
ratio of the corresponding MOSFETs, as well as their switching speed ca-
pability. Table 2.1 summarizes the electron and hole mobilities, effective
masses and bandgaps of some of them. Binary III-V compounds such as
GaAs, InP, InAs and InSb have very high electron mobilities. The bulk
electron mobilities in GaAs and InSb are approximately 6 and 50 times
larger than in Si, respectively. The hole mobility of InSb, however, is for
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Parameter Si Ge GaAs InP InAs InSb

Electron mobility
[cm2/Vs] 1450 3800 9000 5400 33000 70000

Transverse electron
effective mass [m∗T /m0]

0.19 0.082

0.066 0.073 0.023 0.014
Longitudinal electron
effective mass [m∗L/m0]

0.916 1.59

Hole mobility [cm2/Vs] 505 1800 400 190 450 850

Heavy hole effective mass
[m∗HH/m0]

0.55 0.28 0.45 0.45 0.57 0.44

Light hole effective mass
[m∗LH/m0]

0.15 0.044 0.082 0.12 0.35 0.016

Bandgap [eV] 1.12 0.66 1.42 1.34 0.35 0.18

Table 2.1: Electronic properties of high mobility material candidates: elec-
tron and hole mobilities and effective masses. [75, 76, 77]

instance less than double that of Si, although it is the III-V compound with
the highest hole mobility.

Hole mobility in Ge is higher than any III-V materials and almost four
times higher than Si. Its electron mobility is also 2.5 times higher than that
of Si. Ge MOS transistors with high channel mobilities have already been
reported, with peak electron mobilities of 1020 cm2/Vs [69] and peak hole
mobilities of 725 cm2/Vs [70, 71]. Their performance, though higher than
plain Si devices, does not outperform current “state of the art” strained Si
devices. The development of strained Ge channels therefore seems to be
the way to go to obtain mobilities that can outperform Si and SiGe based
devices, as indicated by theoretical calculations of carrier mobilities under
compressive uniaxial or biaxial strain [72, 73, 74].

Ge1−xSnx and its lattice constant larger than Ge, depending on the Sn
content, allows to induce such a strain level in a Ge channel and further
improve the carrier mobility. Doubling of the mobility in Ge channel can be
reached for both holes and electrons by applying strain, with an increase in
hole mobility up to one order of magnitude expected under the application
of 1% tensile strain [78].
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Figure 2.7: Schematic representation of a lattice mismatch leading to biaxial
compressive strain. From [79].

In addition, Ge1−xSnx layers themselves might see their electron mobil-
ity improve with the increase in Sn content as well. The effective mass of
electrons at the Γ-point is indeed smaller than at the L-point. When the Sn
content depresses the edge of the Γ-point lower than the L-point, electrons
with this smaller effective mass become available, and the electronic mobility
improves accordingly.

2.4 Ge1−xSnx applications

Many applications are envisioned for Ge1−xSnx materials, which can be sub-
divided into stressors or strained materials for high mobility CMOS devices
and long wavelengths photoelectronic applications, both of which are de-
scribed in this section.

2.4.1 High mobility CMOS devices

2.4.1.1 Ge1−xSnx stressor for Ge channels MOSFETs

The first use of Ge1−xSnx as a stressor is to produce uniaxial compressive
strain in a Ge pMOS device (see Fig. 2.7). As has already been done with
Si devices, replacing the source and drain (S/D) of MOSFETs by a material
with a larger lattice constant results in an uniaxially compressively strained
channel (Fig. 2.8 (a)). Ge1−xSnx is therefore a material of choice for such
an application [80].
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Figure 2.8: High mobility CMOS devices configurations: (a) strained Ge
with GeSn S/D stressors, (b) strained Ge on top of SiGe SRB
with GeSn S/D stressors and (c) compressively strained GeSn
channel on top of Ge.

Another device configuration is to use a SiGe Strain Relaxed Buffer
(SRB) on top of which the Ge channel is fabricated, so as to already induce
biaxial compressive strain in the Ge layer (Fig. 2.8 (b)). This configuration is
already able to produce large channel stress, and Ge S/D also act as stressors
because of the lattice mismatch with the SRB. Using Ge1−xSnx S/D instead
of just Ge would therefore further improve the strain and subsequently the
channel mobility of such a device. This arrangement is more advantageous
than uniaxial compressive strain with Ge1−xSnx S/D only because the SiGe
SRB and its already smaller lattice constant improve the strain transfer from
the Ge1−xSnx S/D to the Ge channel. Moreover, as the level of strain ap-
plied to the channel is dependent on the lattice mismatch between the S/D
and the SRB, the Sn content can be reduced while maintaining a sufficient
level of stress in the channel. The lower Sn concentration required decreases
the difficulties related to the growth of Ge1−xSnx materials with a high Sn
content.
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2.4.1.2 Compressively-strained Ge1−xSnx and tensile-strained Ge
channels

Another category of devices where Ge1−xSnx materials might prove valu-
able is compressively strained Ge1−xSnx and tensile strained Ge channels
(Fig. 2.8 (c)). In both these devices, the mobility of both holes and elec-
trons are enhanced [78, 81]. Strained Ge1−xSnx channels pMOSFETs have
already been reported, with Sn concentrations of 3% to 5% and improved
performances [82, 83]. The use of Ge1−xSnx to obtain relaxed virtual sub-
strates with a large lattice constant is favored over III-V materials because
of the absence of auto doping issues [21, 84, 85].

Ge1−xSnx layers were grown by MBE that are able to induce biaxial ten-
sile strain up to 0.71% in Ge layers [86]. Using UHV-CVD, tensile strained
Ge was fabricated using Ge1−xSnx grown with Ge2H6 and SnD4 as gas pre-
cursors. Tensile strain of 0.43% with a Sn content in the SRB of just 3.5%
is reported [85].

On the electron mobility side, n-channel MOS devices were also recently
fabricated using compressive strained Ge0.976Sn0.024 [87] and Ge0.95Sn0.05 [88]
as channel material on relaxed Ge, grown by MBE or CVD, respectively.

2.4.2 Optoelectronic applications

As a straightforward consequence of its tunable direct bandgap, many op-
toelectronic applications based on Ge1−xSnx materials are reported, such
as photodiodes, lasers, LEDs and photovoltaic cells. Direct integration on
the Si technology platform and with other group IV semiconductors is a
tremendous advantage of these applications.

Light emitting or detecting devices

The tunable bandgap decreasing with higher Sn content extends the IR
wavelength range available with Ge photoelectronic devices. The indirect
to direct crossover for Sn content over approximately 9% greatly improves
the photoresponse and absorption. Ge1−xSnx can also be used to produce
sufficient tensile strain on a Ge layer, giving rise to a direct bandgap in the
Ge layer as well.

Ge1−xSnx photodetectors have a better photoresponse at longer wave-
lengths, increasing with the Sn content, as reported in [89, 90, 91] (see
Fig. 2.9 for a schematic view of such a photodetector). A photodetec-
tor based on a Ge1−xSnx/Ge quantum well has been fabricated [92] and
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Figure 2.9: Schematic view of a GeSn photodiode stack under light applica-
tion. From [89].

Figure 2.10: (a) Improved solar spectrum absorption with (b) a new photo-
voltaic design using high-efficiency hybrid multijunction solar
cell with the addition of a GeSiSn layer and (c) current state-
of-the-art Ge/InGaAs/InGaP device. From [100].

a Ge1−xSnx heterojunction LED on a Si substrate has also been demon-
strated [93]. Theoretical calculations for lasers based on Ge1−xSnx and
Si1−x−yGeySnx have been performed [94, 95, 96, 97, 98] and a practical
observation of lasing in Ge1−xSnx on a Ge virtual substrate has been re-
ported [99].

Energy harvesting devices

Beyond Ge1−xSnx, ternary alloys such as Si1−x−yGeySnx are also proposed
for solar cell applications, as a buffer layer for multi-junction solar cells
composed of III-V compounds [100]. A Si1−x−yGeySnx layer, lattice matched
to a Ge substrate and with a bandgap energy around 1 eV, is a suitable buffer
layer for an In1−xGaxAs layer [101] used in such devices, as shown in Fig.
2.10.
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Chapter 3

Electrical characterization
methods

With the exploration of new materials like Gex−1Snx arises the need for a
complete and accurate characterization of their electrical transport prop-
erties. Many experimental tools can be used in this regard and the main
experimental techniques used in this work are described in this Chapter.
Characterization methods involving frequency-dependent and temperature-
dependent measurements are discussed here.

In Section 3.2, the characterization techniques used to assess the proper-
ties of both Schottky metal-semiconductor contact diodes and p-n semicon-
ductor diodes using current-voltage and capacitance-voltage measurements
are introduced. Section 3.3 presents the general principles of impedance and
admittance measurements. Modeling with an equivalent electrical circuit
and the connection with physical processes is exposed. Characterization
techniques pertaining to MOS structures are detailed in Section 3.4. The
ideal admittance behaviour of these structures is first recalled, followed by a
presentation of the conductance method, used to extract the trap density at
the interface between the semiconductor and the oxide. Various effects that
can potentially hinder those measurements are listed and discussed. Finally,
Section 3.5 discusses the experimental setup used in this work.
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3.1 Introduction

The electrical transport properties of semiconducting materials are at first
dependent on the chemical composition of the crystal material they are made
of. This determines properties such as the bandgap of the material, the effec-
tive masses of the carriers or the dielectric constant. In the case of compound
semiconductor materials, such as Gex−1Snx, a whole range of different prop-
erties can be obtained depending on the proportion of each constituent, e.g.
reaching a direct bandgap for some value of Sn concentration. These prop-
erties are also affected by lattice defects or chemical impurities that can be
present and lead to the appearance of additional energy states within the
bandgap.

The properties of semiconductor materials can be hugely influenced by
even very small concentrations of those defects or impurities. Semiconduc-
tor characterization techniques strive to detect those concentrations and
assess their impact on the electrical characteristics of devices. All electronic
properties of semiconducting materials could theoretically be obtained by
an exhaustive determination of the chemical and structural characteristics
of the materials. Unfortunately, this cannot be done in practice [102]. One
therefore has to resort to a limited set of characteristics, obtained through
various characterization techniques, to try and sketch a picture of the struc-
tural and electronic properties of the material under investigation. Although
inherently incomplete, this picture allows to better understand the link be-
tween microscopic physical parameters and macroscopic electrical properties.
This comprehension of the underlying phenomenons related to distinctive re-
sulting properties is of paramount interest for the design, development and
improvement of semiconducting devices.

To investigate the experimental transport properties of semiconductors,
an external stimulus is generally provided to the semiconducting structure
and the subsequent response is analyzed. The stimulus can be, e.g., a known
electrical bias, current or even optical excitation, and the response will be
the resulting current or voltage. As a consequence of the external excita-
tion, a huge number of fundamental microscopic processes will take place
and lead to the global electrical response. Those processes include, but
are not limited to, the transport of charge carriers through the bulk of the
semiconductor, the crossing of interfaces, the trapping of charges, the gener-
ations and recombinations processes and the injection mechanisms at metal
contacts.
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3.2 Schottky diodes and pn junctions

3.2.1 I-V characterization

Current-Voltage (I-V) measurements performed on either pn or Schottky
diodes allow to obtain information on the transport mechanisms such as the
reverse saturation current I0 and the ideality factor n, which is related to the
amount of recombinations occurring in the semiconductor. With Schottky
diodes, it also allows to extract the barrier height φb. Even though the
internal mechanisms are different for Schottky diodes and pn junctions, the
relationship between the current I and applied bias V in both cases takes
the same form

I = I0

(
e
qV
kT − 1

)
, (3.1)

where I0 is the reverse saturation current, q is the electron charge, k is the
Boltzmann constant and T is the temperature. In the case of a pn junction,
I0 is given by the Shockley’s equation [103]

I0 =
qDp

Lp

n2
i

ND
+
qDn

Ln

n2
i

NA
, (3.2)

where Dp,n are the holes and electrons diffusion coefficients, respectively,
Lp,n are the diffusion lengths for holes and electrons, ni is the intrinsic
carrier concentration and NA and ND are the acceptors (on the p-side) and
donors (n-side) concentrations, respectively.

For a Schottky diode, the reverse saturation current is dependent on
thermionic emission over the barrier φb as [104]

I0 = A∗AT 2e−
qφb
kT (3.3)

where A∗ is the effective Richardson constant, A is the surface area of the
contact and φb is the barrier height. The effective Richardson constant
for thermionic emission, neglecting the effect of optical phonon scatter-
ing [105, 106] and quantum mechanical reflection of electrons by the Schottky
barrier [107, 108, 109], is dependent on the electron effective mass m∗e as

A∗ =
4πqm∗ek

2

h3
(3.4)

where h is Planck’s constant. This relation is only valid when emission of
electrons over the barrier is the dominant process. For real devices, though,
the relationship between current and applied bias does not follow exactly
Eq. (3.1). Recombination of carriers, variation of the barrier height with
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applied bias and the presence of interface states can affect this relationship.
The ideality factor n, a parameter accounting for the departure from ideality,
is inserted in Eq. (3.1), leading to

I = I0

(
e
qV
nkT − 1

)
. (3.5)

An equivalent ideality factor is inserted in the current equation for pn
junctions to account for non-idealities, which are attributed to recombina-
tions [110]. The ideality factor is comprised between n = 1 (ideal case)
where the only current source is the diffusion current and n = 2, where the
recombination current dominates the total current I.

For relatively large applied biases, V > 3kT/q, Eq. (3.5) can be approx-
imated for both Schottky diodes and pn junctions by

I = I0 e
qV
nkT , (3.6)

In this situation, a logarithmic plot of ln(I) = ln(I0) + qV
nkT as a function

of V therefore leads to a straight line when forward bias is applied. This
allows to determine the ideality factor and the reverse saturation current,
from which the barrier height φb of a Schottky diode can be deduced if
the effective Richardson constant is known. If it is not, I-V measurements
performed at various temperatures allow to separate the effective Richardson
constant from the barrier height value. Indeed, from Eq. (3.3), an Arrhenius
plot of ln(I0/T

2) as a function of q/(kT ) will give a straight line, the slope
of which is equal to φb and the x-intercept equals to ln(A∗).

Series resistance effect

Schottky diodes and pn junctions can also be further driven away from the
ideal behaviour by the presence of a non-negligible series resistance Rs. This
series resistance originates from the bulk resistivity of the semiconductor
and can be especially prominent if the substrate is particularly thick or
lowly doped. Contact resistance, sometimes due to non-perfect ohmicity of
the deposited metal, and even the external circuit’s wires can impact the
final value of Rs. In the presence of non-negligible Rs, there is a potential
drop over the bulk of the device and/or the contacts. The applied bias
V is therefore not entirely applied to depletion region of the junction, and
Eq. (3.6) is rewritten as

I = I0 e
q(V−IRs)

nkT . (3.7)
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The immediate consequence on the forward current is that the exponen-
tial growth of I with applied bias becomes linear for some forward value
of V . The slope in forward regime of a logarithmic plot of I(V ) does not
directly yield the ideality factor and reverse saturation current I0 values,
anymore. Particular caution to the onset of current limitation due to the
series resistance must therefore be paid. If so, the range of potentials on
which to calculate the slope of ln(I) vs V will be restricted to ensure that
relation (3.6) is still valid.

3.2.2 C-V characterization

Capacitance-voltage (C-V) measurement of a Schottky diode or pn junction
under reverse bias is a common technique used to determine the doping
concentration of the semiconductors and the barrier height of a Schottky
diode [111, 102, 112]. Starting with the example of an ideal n-type Schottky
diode without interface states, the application of a steady reverse bias V < 0
leads to the formation of a depletion region whose width Wd is

Wd =

√
2εrε0(Vd − V )

qND
(3.8)

where εr is the semiconductor dielectric constant, ε0 is the vacuum per-
mittivity, Vd is the built-in potential corresponding to the barrier seen by
conduction electrons in the semiconductor, and ND is the doping concen-
tration in the semiconductor. The superimposed ac bias used to measure
the capacitance will modulate the total applied bias V from V − Vac,max to
V + Vac,max, which will in turn modulate the width of the depletion region
around the value Wd, from Wd + ∆Wd to Wd − ∆Wd (see Fig. 3.1). The
charge modulation resulting from the space charge increasing and decreas-
ing at the edge of the depletion region will result in a capacitance that can
be measured. The small-signal definition of the capacitance in ac regime is
indeed the ratio of the differential charge to differential applied voltage

C =
dQ

dV
. (3.9)
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Figure 3.1: Depletion region and charge modulation of a Schottky diode in
depletion (C = dQ/dV ).

Integration of the doping concentration ND, which is assumed to be
uniform, over the depletion width Wd yields the total space charge Q =
NDWdA, where A is the surface area of the junction. Differentiation of
Eq. (3.8) with respect to V leads to

C =
dQ

dV
= A

√
qεrε0ND

2(Vd − V )
(3.10)

which is equivalent to the capacitance of a parallel plate capacitor of thick-
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ness Wd and area A, with C = εrε0A
Wd

. The plot of 1/C2 as a function of
V therefore yields a straight line, whose slope allows to obtain the doping
concentration ND. When the bias value V gets close to the built-in po-
tential value Vd, the capacitance tends to increase towards infinity, as seen
from Eq. (3.10), and the value of 1/C2 subsequently tends to zero. The
x-intercept of such a 1/C2 plot therefore also corresponds to the built-in
potential Vd as seen from the semiconductor.

If the doping concentrationND is not uniform, this technique, then called
C-V profiling [113], allows to probe the doping density as a function of
depletion depth xd into the semiconductor using the relations

ND(xd) = − 2

qεrε0A2 ∂(1/C2)
∂V

(3.11)

xd(C) =
εrε0A

C
(3.12)

The C-V technique is also routinely applied to pn junctions. In this case,
however, the depletion capacitance depends on the carrier concentration on
both side of the junction. The relation for the capacitance as a function of
applied bias is

C = A

√
qεrε0NAND

2(Vd − V )(NA +ND)
. (3.13)

If either of the two sides of the junction is doped with a few orders of
magnitude higher concentration, that is, e.g., if NA � ND, the previous
relationship obtained from (3.10) between 1/C2 and ND is recovered. Con-
versely, the p-doping concentration is obtained if ND � NA.

3.3 Principles of impedance spectroscopy

3.3.1 Impedance and complex formalism

The impedance of a semiconductor device is a measurement of the way it
impedes the electrical current that might flow through it when a voltage is
applied [114]. Let a sinusoidally oscillating potential of frequency f = ω/2π,

v(t) = V cos (ωt) = <
[
V̄ ejωt

]
= V <

[
ejωt

]
(3.14)

be applied across a semiconductor device. The resulting steady-state cur-
rent is assumed to have the same frequency as the applied potential. This
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hypothesis is only valid if the system is linear time-invariant (LTI), which
implies a condition on the amplitude V that has to be relatively small (a
few mV). However, the current may show a phase shift θ with respect to the
potential and is therefore expressed as

i(t) = <
[
Īejωt

]
= I cos(ωt+ θ) = I<

[
ejθejωt

]
. (3.15)

In these equations, V̄ = V ej0 and Ī = Iejθ are complex numbers called
phasors, V =

∣∣V̄ ∣∣ and I =
∣∣Ī∣∣ are real numbers expressing the amplitude of

the potential and current, respectively, j2 = −1 and t is time. The phase of
V̄ is arbitrarily chosen as equal to zero, therefore acting as reference.

The impedance Z̄ is expressed as a complex number, too, and is defined
as the ratio of the applied potential V̄ to the measured current Ī,

Z̄(ω) =
V̄

Ī
=
V

I
e−jθ = Ze−jθ, (3.16)

where Z =
∣∣Z̄∣∣ is the amplitude of the impedance Z̄(ω) = V̄ /Ī, whose

value depends on ω. The impedance therefore gives an account of both the
relative amplitudes of the applied potential and resulting current, but also
of the phase shift between the two, for a given frequency.

For actual measurements, it is necessary to measure the impedance dur-
ing the application of various dc potentials. The potential V (t) then takes
the form

V (t) = V0 + V cos(ωt) = V0 + <
[
V̄ ejωt

]
(3.17)

where V0 is a constant potential. That superimposed constant potential re-
sults in the combination of a constant, in phase component and an oscillating
component to the measured current

I(t) = I0 + I cos(ωt+ θ) = I0 + <
[
Īejθejωt

]
. (3.18)

3.3.2 Impedance, admittance and the complex plane

As a complex valued extension of the concept of resistance, the impedance
can be expressed as the sum of a real and an imaginary part Z̄ = <[Z̄] +
=[Z̄] = R + jX, where R [Ω] is simply called resistance and X [Ω] is the
reactance.

The admittance Ȳ is another quantity used to assess how easily a current
can flow through a circuit. It is directly related to the impedance Z̄ through
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Figure 3.2: Phasors V̄ , Ī and admittance Ȳ in the complex plane.

Ȳ = Z̄−1. The admittance Ȳ can also be expressed as the sum of its real and
imaginary parts Ȳ = G + jB, where G [S] is the conductance and B [S] is
the susceptance. Transformation of parts of the impedance into admittance
and vice-versa is performed through the following relationships:

G =
R

R2 +X2
(3.19)

B =
−X

R2 +X2
(3.20)

and conversely, the admittance can be transformed into impedance through

R =
G

G2 +B2
(3.21)

X =
−B

G2 +B2
(3.22)

The magnitude and direction of a planar vector such as the admittance
Ȳ can be expressed in a right-hand orthogonal system of axes by the vector
sum of the components along the x and y axis, which relate to the real
and imaginary parts of this vector. Using Euler’s identity ejπ = −1, then
j = ejπ/2 corresponds to an anticlockwise rotation by π/2, i.e. from the x-
axis to the y-axis. The real part of Y is therefore represented in the direction
of the real axis x and the imaginary part is plotted along the y axis. The
sum vector can be plotted in the plane using either rectangular or polar
coordinates, as shown in Fig. 3.2. Rectangular coordinates are expressed
from the polar coordinates through
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{
x = <[Ȳ ] =

∣∣Ȳ ∣∣ cos θ

y = =[Ȳ ] =
∣∣Ȳ ∣∣ sin θ (3.23)

while polar coordinates are obtained from the real and imaginary parts using
the relationships: {∣∣Ȳ ∣∣ =

√(
<[Ȳ ]

)2
+
(
=[Ȳ ]

)2
θ = arctan

(
=[Ȳ ]/<[Ȳ ]

)
.

(3.24)

The admittance and impedance are time-invariant if the system it is
applied to is also time-invariant. These quantities are generally frequency-
dependent, though, and therefore denoted as Y (ω) and Z(ω). Usually, de-
pendence on the applied dc bias V0 and the temperature T is also observed.
From the behaviour of Y (ω) or Z(ω) as a function of ω, electrical and ma-
terial properties of semiconductor structures can be established, as will be
discussed in the next Subsection.

The Kramers-Kronig relations apply to the connection between the real
and imaginary parts of either the impedance or admittance [115, 116]. These
relations therefore introduce some constraints between the real and imagi-
nary parts. For instance, if <[Ȳ ] is found to be a function of frequency, then
=[Ȳ ] cannot be zero over all frequencies, but has to vary with frequency, too.
These constraints are very useful to assess the consistency of experimental
impedance or admittance data.

3.3.3 Equivalent electrical circuit modeling

These real and imaginary parts of either the impedance or admittance can
be conveniently considered as the elements of an equivalent electrical circuit,
whose values depend on ω. A resistor can account for the real part of the
impedance/admittance and a capacitor can support the role of the imagi-
nary part. Impedances in series are simply added together to obtain the total
equivalent impedance. The most straightforward way to model an arbitrary
impedance is therefore to combine them in an RC series circuit, as shown
in Fig. 3.3 (a). Parallel combinations are the easiest way to combine admit-
tances, though, because the equivalent impedance of two parallel elements
Z1 = 1/Y1 and Z2 = 1/Y2 is Z// = (1/Z1 + 1/Z2)−1 = (Y1 + Y2)−1 ⇒ Y// =

Z−1
// = Y1 + Y2. Admittances with arbitrary real and imaginary parts are

therefore most readily represented by a parallel RC combination, as shown
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Figure 3.3: RC series - RC parallel schematics.

in Fig. 3.3 (b). Modeling the complete electrical response of a semiconduc-
tor device with an equivalent electrical circuit therefore consists in arranging
various R and C elements in series or parallel combinations in order to ac-
count for the internal physical structure of the semiconductor device. This
equivalent electrical model can subsequently be reduced to one of the ba-
sic circuits from Fig. 3.3 and its total impedance or admittance compared
to the experimental data. Accurate modeling of the electrical properties of
a semiconducting device requires that the total impedance or admittance
of the model correspond to the experimental measurement, by fitting the
values of the R, C elements from the model to the experimental data.

The difficulty, tough, resides in the fact that electrical circuits are not
unique. Circuits containing more than three elements can indeed yield the
same electrical response even though the elements are arranged in different
ways. There is therefore no straightforward procedure to build an equivalent
electrical circuit. One has to use intuition and physical justification of the
elements brought into the modeled circuit and try to add as few elements as
possible in order to keep the model simple.

The lumped-elements used in the models represent constant properties
of the material leading to the complete, frequency dependent, impedance
value. In some semiconductor devices, certain properties are distributed
over a continuous range of energies or positions. The total impedance can-
not consequently be correctly approximated by an equivalent electrical cir-
cuit unless one uses an infinite (or extremely large) distribution of lumped
elements. Modeling based on microscopic parameters is usually a better
approach for such cases.
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3.3.4 Representation of admittance data

Admittance spectroscopy data can be represented in various ways, depend-
ing on the application. The first one consists in plotting both the so-called
frequency-dependent capacitance, defined as C(ω) = B(ω)/ω, and the con-
ductance G(ω) over pulsation ω, G(ω)/ω, as a function of frequency f
in a semilogarithmic scale. Such a representation of admittance data for
an RC series electrical circuit containing frequency independent resistance
Rs = 100 kΩ and capacitance Cs = 1 nF is shown in Fig. 3.4.

The peak in G(ω)/ω as a function of frequency is related to the time
constant τ of the RC circuit. This time constant is equal to τ = RsCs and
the corresponding value of the frequency is

fpeak =
1

2πτ
. (3.25)

The capacitance curve shows a step corresponding to the peak ofG(ω)/ω.
For frequency going down to zero, C(ω) reaches a plateau, whose value is
that of the frequency-independent capacitance Cs. The value of the peak of
G(ω)/ω is equal to Cs/2. These properties can be directly observed from the
analytical expressions obtained by separating the real and imaginary parts
of the admittance into

C(ω) =
Cs

1 + ω2τ2
(3.26)

G(ω)/ω =
Csωτ

1 + ω2τ2
. (3.27)

Another way of representing the admittance data, widely used in electro-
chemistry [117], is the Nyquist plot [118, 119]. It consists in plotting the
real and imaginary parts of the impedance Z in the complex plane. The
angular frequency ω is the curvilinear coordinate, and each point of the graph
corresponds to the impedance value at a given frequency. For a parallel RC
circuit with resistance Rp = 100 kΩ and capacitance Cp = 1 nF, a semi-circle
is obtained, as shown in Fig. 3.5. The radius of the semi-circle is related to
the resistance value Rp. Frequency tends to infinity at the lowest resistance
point and to zero at the highest resistance point, which is also equal to the
value of Rp. In the Nyquist representation of an electrical circuit containing
several elements, each RC couple is directly identified by an additional semi-
circle in the complex plane. A drawback of this representation method is
that the exact frequency of a given point is not directly available.
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Figure 3.4: Admittance response of a RC series electrical circuit. Both C(ω)
and G(ω)/ω are plotted as a function of frequency.
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Figure 3.5: Nyquist plot of the impedance response of a RC parallel electrical
circuit.
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The basic RC series circuit model element is of particular importance be-
cause it is used to account for the presence of a defect level in semiconductor
structures [120, 121, 122]. In the admittance data of a Schottky diode con-
taining a defect level, for instance, a peak in the G(ω)/ω curve and a step in
C(ω) can be observed, whose position and height depend on the measure-
ment temperature and dc bias applied to the diode. Modeling of the traps
by an RC series circuit allows to simulate the trap time constant τ = RC,
which is related to physical parameters such as the emission coefficients.

The impedance behaviour of a plain Schottky diode can also be modeled
by an equivalent electrical circuit, using a parallel RdCd circuit. The Rd
element is the differential resistance of the diode and the capacitance element
Cd accounts for the depletion capacitance [123, 120, 121].

Electrical circuit modeling then consists in fitting the values of the R
and C elements to the experimental admittance data. The obtained values,
that may vary with the applied dc bias and the temperature, provide a very
useful insight into the physical processes that occur in the semiconducting
structures.

3.4 MOS structures

Among the admittance methods for the characterization of interface traps,
some based on C-V characteristics [124, 125] and others based on the con-
ductance are found. C-V methods have the disadvantage that they require
internal parameters such as the bias-dependent semiconductor capacitance
to be known, or to be able to simulate ideal C-V characteristics as in the
Terman method [126]. The conductance method, on the other hand, is very
straightforward, with a direct link between the measurement and the in-
terface trap density. The corresponding Fermi level position is also directly
connected to the applied gate bias. The only parameter required is the oxide
capacitance, which can be readily extracted from C-V measurements.

3.4.1 Ideal admittance behaviour of a MOS capacitor

In a MOS capacitor structure, four different regimes depending on the ap-
plied dc bias can be identified as well as their corresponding admittance
behaviours. For a MOS structure with an n-type semiconductor, these are
the

• accumulation regime: the applied bias is higher than the flatband
potential, for which the bands are flat, i.e. constant over the whole
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semiconductor material. This implies that the bands are bended in a
way that leads to an accumulation of majority carriers at the MOS
interface, as shown in Fig. 3.6 (a);

• depletion regime: the applied bias is such that the Fermi level is
located below the flatband potential, near the intrinsic Fermi level,
which means that the majority carriers are depleted and a space charge
due to the ionized donors is formed;

• weak inversion: the Fermi level is now below the intrinsic Fermi level
and above the threshold position, leading to the generation of a small
density of minority carriers;

• inversion: the applied bias is lower than the threshold voltage and the
density of minority carriers becomes larger than the doping density.

For p-type structures, relative bias values and Fermi level energies are
reversed. Now, when the applied bias is below the flatband potential, accu-
mulation occurs. Then when the applied bias is increased, the structure will
go into the depletion regime, then the weak inversion and finally the strong
inversion regime.

The ideal MOS capacitance can be derived from the description of the
previous regimes. As it is assumed to be free of defects, the theoretical MOS
capacitance is purely based on the free charges in the semiconductor and the
metal separated by the dielectric oxide. The ideal MOS capacitance is rep-
resented by an oxide capacitance (Cox) and a bias dependent semiconductor
capacitance (Cs) in series [127], as depicted in Fig. 3.7. These capacitances
account for the bias-dependent charge modulation over the oxide and the
semiconductor, which is the small-signal capacitance C = dQ/dV .

Useful features can be extracted from the ideal MOS capacitance. The
total capacitance is equal to the series combination of the oxide capacitance
Cox and semiconductor capacitance Cs

C =
CoxCs
Cox + Cs

. (3.28)

The semiconductor capacitance reaches its minimum value in accumula-
tion, because in this regime, free charges accumulate towards the interface
with the oxide, over only a very thin layer. As the oxide capacitance Cox
is considered to be constant, the total capacitance C therefore reaches its
maximum value, and Eq. (3.28) tends to the oxide capacitance C ≈ Cox if
Cs ≫ Cox. As the oxide capacitance is equal to
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Figure 3.6: Schematic representation of the regimes of a MOS capacitor:
accumulation (a), depletion (b), weak inversion (c) and strong
inversion (c). Based on [111].
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Cox = εox/tox

where εox is the dielectric constant of the oxide and tox is the thickness of
the oxide. This can be used to extract the oxide thickness or EOT of MOS
capacitors if εox is known, or conversely to assess the value of εox if the oxide
thickness can be measured in another way.

The depletion capacitance Cs is related to the doping concentration
through

Cs ≈
εs

Wdepletion
≈ εs

√
qND

and the flatband potential Vfb, which is dependent on the fixed charge and
the difference of the work functions between the semiconductor and the
metal contact, can also be extracted from C-V measurements [127, 111].

Cox Cs

oxide

(dielectric)

semiconductor

Figure 3.7: Ideal capacitance of a MOS structure, modeled as a series com-
bination of an oxide capacitance Cox and bias-dependent semi-
conductor capacitance Cs.

3.4.2 The conductance method

The conductance method is a characterization technique used to determine
the density, capture probability and time constant dispersion of interface
traps in MOS capacitor structures [128, 129, 130, 126]. It is based on the
strong sensitivity of the admittance response to the presence of interface
traps as compared to the admittance behaviour of an ideal MOS struc-
ture [131, 132, 133].
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Interface traps are defects that are located at the interface between the
semiconductor and the oxide and have energies comprised within the semi-
conductor bandgap. They can therefore exchange charges with either the
conduction or valence band of this semiconductor by capturing or emitting
electrons and holes. When the gate bias is changed, the Fermi level EF at
the interface of the semiconductor changes accordingly and traps located at
energies close to EF are either filled or emptied, depending on the relative
move between EF and the trap energy. As a small ac bias is applied to the
gate, the Fermi level moves up and down, repeatingly modifying the trap
occupancy. An energy loss will therefore occur because of the delay between
the Fermi level change and the capture/emission of electrons by the trap.
This energy loss is present at all frequencies, except the lowest frequencies
where traps respond immediately (i.e. much faster than the ac frequency)
to the change of EF and the highest frequencies, where traps are not able
to respond at all. This energy loss translates into a conductance (i.e. real
part) component of the measured admittance .

Let us consider as an example an n-type semiconductor schematically
represented in Fig. (3.8). During the first positive half-wave of the ac signal,
the Fermi level at the interface moves closer to the conduction band and the
average energy of the electrons in the conduction band will increase imme-
diately (i.e., much faster than the ac frequency). The traps, though, do not
react immediately, because the exchange of charge between the trap and the
valence or conduction band takes some time, that depends on the capture
cross section of the trap and the energy difference with the bands [134] (see
subsection 3.4.2.2 for a discussion on the traps time constant dependence).
Empty interface traps at energies below the new Fermi level will therefore
momentarily appear. When electrons from the conduction band are even-
tually captured by those traps, the captured electrons will have a higher
average energy than the trap level. Those electrons will ultimately return
to the energy level of the trap they are filling and the excess energy will
dissipate in the semiconductor, through phonons heating up the lattice.

On the other negative half-wave of the ac signal, the Fermi level at the
interface moves away from the conduction band and the electrons filling the
traps that are above the new Fermi level will have an average energy higher
than that of the other electrons in the semiconductor. When emission later
occurs to restore those electrons to the conduction band, their excess energy
also needs to dissipate into the lattice, inducing another energy loss.

There is therefore an energy loss on both half-cycles of the ac signal,
which has to be supplied by the signal source, and translates into an equiv-
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Figure 3.8: Energy loss during capture and emission of traps under ac bias.

alent conductance GP that is parallel to the MOS capacitance and depends
on the measurement frequency.

As interface traps retain electrons for some time after their capture, this
also leads to the appearance of a small-signal capacitance Cit = dQ/dV
because of the variation of stored charges as a function of applied bias.
The value of this capacitance signal is directly related to the interface trap
density and is at the origin of the well-known “C-V bumps” observed in C-V
measurements in the presence of interface traps.

For a given frequency of the ac signal, then, the energy loss will be de-
pendent on both the density of interface traps and their capture probability,
which is the speed at which they react. The full derivation of the expression
of parallel conductance GP is available in Ref. [127].

3.4.2.1 Interface trap density Dit

The important physical process to notice is that at very low frequency, the
occupancy of the traps will change in phase with the ac signal because their
time constant is much shorter than the period of the ac signal. No energy
loss will occur and hence, the conductance GP will be close to zero. As
the frequency increases, traps will begin to lag behind the signal and energy
loss will occur, leading to a measurable conductance GP . This conductance
will keep increasing until the ac signal will be so fast that traps will not
have time to respond to the Fermi level change anymore. The conductance
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Figure 3.9: Conductance method: (GP /ω)max as a function of frequency.

signal will therefore decrease until the traps do not respond at all anymore,
and there is no measurable GP , left. The frequency for which traps induce
the maximum energy loss and conductance GP is directly related to the
interface trap density Dit. This Dit value is subsequently extracted from
the relation [127]

Dit =

(
GP
ω

)
max

[fD(σs)q]
−1 , (3.29)

where (GP /ω)max is the peak value of GP /ω as a function of measurement
frequency, for a given voltage. fD(σs) is a universal function of the surface
potential fluctuation σs [127]. These potential fluctuations arise from the
random spatial distribution of the discrete interface charges which induce a
spatial distribution of band bendings at the oxide-semiconductor interface.
The quantity σs therefore represents the standard deviation of these poten-
tial variations and the resulting asymmetry in the curve of GP as a function
of frequency. Values of fD(σs) = 0.4 are theoretically predicted, although
other slightly different, empirical values can be used to account for other ef-
fects such as the dispersion of time constants of the traps [135, 136, 137, 138].

In practical measurements, the parallel conductance GP is obtained from
the total measured admittance (Gm and Cm) by subtracting the oxide ca-
pacitance from the equivalent circuit model using relation [127]

40



3. Electrical characterization methods

GP
ω

=
ωC2

oxGm

G2
m + ω2 (Cox − Cm)2 . (3.30)

The extracted Dit value will correspond to the density of traps at an energy
position in the semiconductor bandgap given by the Fermi level set by the
applied steady state bias. This can be determined from the flatband po-
tential, previously extracted from a C-V fit. One has to note that a large
density of interface traps will slow down the displacement of the Fermi level
with applied bias and reduce the accuracy of the resulting energy position.
Numerical simulations of C-V characteristics including interface traps can
be used to overcome such issues [139, 140], or relationships between the peak
frequency at which GP /ω is measured and energy position can be used (see
Eq. (3.31) below).

The presence of a large series resistance can also influence the measure-
ments, shifting the measured value of GP by a constant. One can ensure
that the series resistance is not too big by checking whether the conductance
value scales with the area of the device measured, as the series resistance
does not scale with it while interface trap density does.

3.4.2.2 Time constant and observable trap energies

As Eq. (3.31) shows, the interface trap time constant τit is particularly de-
pendent on the energy position within the bandgap and on the tempera-
ture [127]

τit =
(
vth σNeff e

(−q∆E/kT )
)−1

, (3.31)

where vth is the thermal velocity, σ is the capture cross section, Neff is
the effective density of states in the band holding the majority carriers and
∆E is the energy difference between the trap and the majority carrier band
edge. The frequency range accessible to practical measurement equipment is
limited and a trap can therefore be observed only if (GP /ω)max is within that
range. This implies that only traps located in a limited part of the bandgap
can be measured for a given temperature [141, 137, 142]. Figure 3.10 shows
the observable energy ranges for Ge as a function of temperature and a
frequency range of 1 kHz to 1 MHz. As the temperature is decreased, the
interface traps frequency decreases as well, and the observable energy range
moves towards the band edges. For high temperatures, traps located closer
to midgap become accessible. Low bandgap materials such as Ge and GeSn
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Figure 3.10: Observable energy range for Ge as a function of temperature
for a given frequency window (1 kHz - 1 MHz) and an n-type
(e−) or p-type (h+) semiconductor, from [141].

require a smaller temperature range in order to observe interface traps over
the whole bandgap, as compared to larger bandgap materials such as GaAs.

3.4.2.3 Inversion response and impact on the extracted Dit

Many side effects can have an impact on the extracted Dit value and impair
its accuracy. A major one, especially for small bandgap semiconductors,
is the (weak) inversion response. The conductance method indeed assumes
that the MOS structure is in depletion, meaning that the concentrations of
both the majority and the minority carriers are at their minimum. When
trying to probe interface traps beyond the depletion regime, weak inversion
will begin to occur. The Fermi level is then such that the traps can com-
municate with both the conduction and the valence bands. Because of their
small time constant, minority carriers filling the traps near the Fermi level
can respond sufficiently fast and provide carriers to the minority band. The
interaction of the traps with the majority carrier band will eventually result
in an increased generation/recombination rate, mediated through the traps,
and an increase in the observed conductance response. The extracted Dit

value will therefore be overestimated. This effect is generally not observed
in semiconductors such as Si because at practical frequencies, the inver-
sion response is too weak to impact significantly the Dit value. For smaller
bandgap semiconductors such as Ge and GeSn, though, minority carriers
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Figure 3.11: Home-made interface software performing an impedance mea-
surement on the HP 4192A through GPIB.

are still able to interact with the traps in weak inversion in the frequency
range 1 kHz - 1 MHz. This issue will be specifically addressed in Chapter 6,
where the applicability of the conductance method to GeSn materials will
be discussed.

A direct way to avoid this difficulty is to characterize both n-type and
p-type semiconductors in order to probe each half of the bandgap in deple-
tion, separately. This is not always possible, though, especially when the
properties of the interface traps are dependent on the doping type of the
semiconductor. Several other parameters can also have a strong impact on
the results obtained from the conductance. Many of them are discussed
in [127] and [141].

3.5 Experimental setup

An HP 4192A LF Impedance Analyzer, computer-controller through a GPIB
interface, was used for most of the frequency measurements. These are per-
formed with a home-made set of software interfaces tailored to allow various
types of measurements (Fig. 3.11). The HP 4192A is able to sweep the
frequency measurement from 5 Hz to 13 MHz, although that range was gen-
erally not used to its full extent in order to avoid both low and high frequency
noises and coupling with other environmental sources. A practical frequency
range used with typical probes and four terminal pair setup [143] is 100 Hz
- 1 MHz. An ac bias oscillation with a 50 mV amplitude has usually been

43



3. Electrical characterization methods

Figure 3.12: Experimental setup for temperature-dependent measurements.
The vertical position of the sample holder above the Dewar
tank containing the liquid nitrogen controls the temperature.

applied, and it can be varied by 10 mV steps. An Agilent 4156 Semicon-
ductor Parameter Analyzer was also used for some of the characterization.
A Keithley 2400 Source Meter and a Keithley 2000 Multimeter were used
in combination for I-V and time dependent measurements, through another
set of home-made software interfaces.

3.5.1 Temperature-dependent measurements

Measurements as a function of temperature have been performed using a
custom-made liquid nitrogen cryostat (Fig. 3.12). The temperature variation
is based on positioning the sample holder above a Dewar bottle filled with
liquid nitrogen, using an embedded electronic PID controller. The position
of the sample holder in the vertical gradient of temperature between the
temperature of liquid nitrogen (77 K) and room temperature allows to access
a wide range of temperatures, as schematically depicted in Fig. 3.13.

The temperature is monitored through a high precision platinum resis-
tor (Pt100) whose resistance is measured using a 24 Bits Analog/Digital
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Figure 3.13: Schematic view of the custom-made liquid nitrogen cryostat
and temperature dependence as a function of the sample holder
position.

converter. The microcontroller then converts the resistance value into the
actual temperature by looking up the closest resistance-temperature values
in a table. The exact temperature is then obtained by interpolation be-
tween these data points. After stabilization, this setup is able to maintain
the sample at the specified temperature with a precision of 0.1 K.

3.5.2 Sample holder

28 mm

21 mm

30 mm

78 mm

sample

backcontact

wirebonding

ground

Figure 3.14: Schematic of the two parts of the sample holder.
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The sample holder can receive bare, unpackaged pieces of wafers. They are
glued with silver paste to a Copper square on a first PCB (right part of
Fig. 3.14), which acts as backcontact. The top contacts are subsequently
wirebonded from the sample to small tracks on the left of this small PCB.
The small PCB is then placed on the larger sample holder (left of Fig. 3.14)
where stronger wires are soldered between the small tracks on the PCB and
the larger tracks on the sample holder. A maximum of eight top contacts
and one backcontact tracks are available, which are extended with coaxial
cables to allow an easy connection to the desired measurement equipment.
A large ground track is also placed all around the sample holder, with a
small slot in the middle to avoid loop interferences.

The aluminum casing of the sample holder is also fitted with the Pt100
resistor used to monitor the temperature, and four cables to allow the re-
sistance measurement are connected to the holder as well. For temperature
measurements, this sample holder is therefore seated in the cradle of the
cryostat (Fig. 3.12) and tightly closed. All the cables are slipped into the
vertical rod of the cryostat and then connected to the external equipment.
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Chapter 4

Numerical simulations

In order to be able to analyze and simulate arbitrary semiconductor devices,
a mathematical model has to be derived. The equations which form this
model are commonly referred to as the basic semiconductor equations [144].
These equations account for the behaviour of semiconductors in a general
way, without any particular assumptions. They are derived from Maxwell’s
equations and statistical relations from solid-state physics. Additional hy-
potheses are also introduced, though, such as the non-degeneracy of the
semiconductor. These allow to obtain a set of equations that are not unne-
cessarily complex, so as to enable the numerical resolution of the problem
while still covering a large range of cases.

In this Chapter, the basic semiconductor equations are established in
Section 4.1: Poisson’s equation, the continuity equations and transport equa-
tions. Then, the numerical procedure used for the solving of the system of
equations is presented in Section 4.2, which is concluded by a discussion of
the available solving algorithms.

4.1 The basic semiconductor equations

4.1.1 Poisson’s equation

Poisson’s equation expresses the relationship between a distribution of charges
and the resulting electrical potential.

It is essentially a rewriting of Maxwell’s equation

∇ ·D = ρ, (4.1)
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where ρ is the electric charge density and D is the electric displacement
vector. This electric displacement vector D is linked to the electric field E
through

D = εE (4.2)

where ε is the permittivity of the material, provided that this permit-
tivity is time independent. It is also a scalar value if the material under
consideration is homogeneous and isotropic.

Introducing a vector potential A, with ∇ · A = 0 and such that B =
∇×A, where B is the magnetic field, Maxwell’s equation

∇×E = −∂B
∂t

(4.3)

can be rewritten as

∇×
(
E +

∂A

∂t

)
= 0. (4.4)

In vector analysis, if the curl of a vector field (in this case, E + ∂A/∂t)
is equal to zero, it can be expressed as a gradient field, i.e. −∇ψ. Using
Eq. (4.2) to relate E and D, we obtain

D = −ε∂A
∂t
− ε∇ψ. (4.5)

Inserted into the initial equation (4.1), this leads to

∇ ·
(
ε
∂A

∂t

)
+∇ · (ε∇ψ) = −ρ. (4.6)

Remembering that ∇ · A = 0 and that the permittivity ε is assumed
to be homogeneous, the well-known form of the Poisson equation is finally
obtained:

ε∆ψ = −ρ (4.7)

in which ∆ stands for the Laplace operator ∆ψ = ∇·∇ψ. The electric charge
density can be broken down into the sum of the positively charged hole
concentration p, ionized donor concentration N+

D , the negatively charged
electron concentration n, ionized acceptor concentration N−A and the charge
related to the traps n∗t times the elementary charge q:

ρ = q (p+ND − n−NA − n∗t ) (4.8)
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The quantity n∗t represents the negative charge resulting from the trap
concentration Nt and is expressed as

withn∗t =

{
nt ifNt is acceptor-type
−(Nt − nt) ifNt is donor-type.

The breaking down of ρ in Eq. 4.8 doesn’t add any new assumptions
to those made to obtain Poisson’s equation, as it is only a mathematical
substitution. The subsequent modeling of the quantities represented by
p, n,N+

D , N
−
A and n∗t will make use of statistical relations from solid-state

physics, though.

4.1.2 Continuity equations

The divergence operator is applied to Maxwell’s equation for the magnetic
field H:

∇ · (∇×H) = ∇ ·
(
J +

∂D

∂t

)
(4.9)

where J is the current density. Considering that the application of the diver-
gence operator to the curl of a vector field is equal to zero (∇ · (∇×A) = 0),
we obtain

∇ · J +
∂ρ

∂t
= 0. (4.10)

The total current density J can be broken down into the sum of a com-
ponent Jn accounting for the current caused by electrons and a component
Jp accounting for the current caused by holes. By expanding the expression
of ρ into its constituents (see Eq. (4.8)) in Eq. (4.10), it can be rewritten as

∇ · (Jn + Jp) + q
∂ (p+ND − n−NA − n∗t )

∂t
= 0. (4.11)

The physical interpretation of this relation is that sources and sinks of the
total conduction current J are entirely compensated by the time variation
of the charge density. Defining the displacement current JD ≡ ∂D/∂t,
Eq. (4.11) can also be written as

∇ · (Jn + Jp + JD) = 0 (4.12)

showing that the sum of all current components is a non-divergent vector
field. This implies that in 1-dimensional situations, Jn + Jp + JD is inde-
pendent of the spatial coordinate x.
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Figure 4.1: Microscopic transition rates: rct and ect for the conduction band
recombination and emission from the trap level, evt and rvt for
the emission and recombination with the valence band and rbb
for band-to-band radiative recombinations.

Assuming that the ionization of donor and acceptor dopants is time-
independent, Eq. (4.11) can be rewritten as

∇ · Jn − q
∂n

∂t
+∇ · Jp + q

∂p

∂t
− q∂n

∗
t

∂t
= 0. (4.13)

Two recombinations terms Rn and Rp are then introduced and Eq. (4.13)
can be further decomposed into three parts:

∇ · Jn − q
∂n

∂t
= qRn (4.14)

∇ · Jp + q
∂p

∂t
= −qRp (4.15)

−q∂n
∗
t

∂t
= −q (Rn −Rp) . (4.16)

Splitting up Eq. (4.13) does not provide new information. However, these
terms contribute to a meaningful interpretation of the variation of charge
carrier concentration. The quantities Rn and Rp, expressed in [m−3s−1], can
be understood as representing exchanges between the electrons, holes and
traps. Rn accounts for the net recombination or generation of electrons and
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a positive value indicates recombinations (∂n/∂t < 0), whereas a negative
value indicates generation of electrons. Similarly, Rp stands for the net
recombination or generation of holes.

These quantities Rn and Rp then need to be modelled in order to account
for the actual behaviour of semiconducting structures. Electrons and holes
emission and capture rates by traps have to be included, as well as radiative
transitions. Other examples of physical processes that lead to generation or
recombination are Auger effects, impact ionization or optical excitation by
light. Optical excitation is also implemented in the software as an optional
parameter and is discussed below.

Carriers recombination with traps

Trap levels can capture or emit electrons and holes, modifying their charge
state. The recombination and generation mechanisms have been character-
ized by Shockley, Read and Hall, whose initials were given to these types of
traps. The probability for a SRH trap to capture an electron from the con-
duction band is proportional to the carrier density n and to the unoccupied
trap concentration Nt−nt. A capture coefficient for electrons, cn, is defined
and expressed as the product of the capture cross section for electrons σn
and the electron thermal velocity vthn . The recombination rate for electrons,
expressed in [m−3s−1], is therefore

rct = cn n (Nt − nt) = σn v
th
n n (Nt − nt) . (4.17)

The thermal velocity of electrons, defined by Maxwell and Boltzmann’s
kinetic theory of gases, is expressed by

vthn =

√
3kT

me
.

Electrons can also be emitted from the trap state to the conduction band,
at a rate ect that is proportional to the density of occupied traps

ect = en nt

where en is the thermal emission rate. The net recombination rate of elec-
trons from the conduction band to the trap level rn is finally expressed as
the difference of the previous two rates:

rn = rct − ect = cn n(Nt − nt)− ennt (4.18)
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Capture and emission transitions of holes with the valence band can be
described in a similar way. The net recombination rate of holes from the
valence band to the trap state is given by

rp = rvt − evt
where rvt and ect are the recombination and emission rates of electrons from
the valence band, respectively. They are expressed as

rvt = cp p nt (4.19)
evt = ep(Nt − nt). (4.20)

Again, cp is expressed from the hole thermal velocity vthp and the hole
capture cross section σp as

cp = σpv
th
p .

Radiative recombinations

Regarding radiative transitions, the probability of electron-hole recombina-
tion is proportional to np−n2

i , where ni is the intrinsic carrier concentration.
Indeed, the product of the electron and hole concentrations at equilibrium is
a constant np = n2

i . If those quantities depart from equilibrium because of
the application of an external stimulus, recombinations or generations will
increase proportionally to np−n2

i , in order to bring the concentrations back
to equilibrium. If extra carriers have been generated, recombinations will
increase and if carriers have been removed, generations will prevail, until
a steady state equilibrium situation between generation/recombination and
the external excitation is reached. The band-to-band radiative recombina-
tion term is

rbb = Br
(
np− n2

i

)
(4.21)

where Br is the semiconductor radiative recombination constant
[
m3s−1

]
.

The net generation/recombination terms can then be written as

Rn = rn + rbb (4.22)
Rp = rp + rbb. (4.23)

Figure 4.1 schematically depicts these capture and emission processes.
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Optical generation

Optical generation of electrons and holes from traps can also be included
by the addition of two terms to the previous relations for Rn and Rp: the
optical electron generation rate gn[m−3s−1] and the optical hole generation
rate gp. The probability to emit an electron from the trap level because of
optical excitation is proportional to the occupancy of that trap and to the
incident flux of photons Φ[m−2s−1]

gn = σonΦnt (4.24)

where σon is the electron optical capture cross section [m2], representative of
the probability that an incoming photon transfer its energy to an electron
occupying the trap level. The optical hole generation can be defined in the
same way as

gp = σopΦ (Nt − nt) (4.25)

where σop is the hole optical capture cross section.

4.1.3 Transport equations

The derivation of the current relations for the Jn and Jp components from
the Boltzmann Transport Equations (BTE) is very lengthy and complex.
Their comprehensive establishment encompasses a very large field of physics
that goes far beyond the goal of this work. Therefore only the main steps of
the development used to obtain the final results will be described below, in
order to highlight the physical basis and hypotheses that support the final
relations. Complete developments can be found, for instance, in [145, 146].

The current components Jp and Jn can be written, without loss of gen-
erality, as

Jp = qpvp (4.26)

Jn = −qnvn (4.27)

where vp and vn are the average velocities of the holes and electrons, re-
spectively.

To obtain information on those velocities, the carrier concentration is
described by means of a function fp for holes (fn for electrons) in the phase
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space, containing all spatial coordinates x = (x, y, z), momentum coordin-
ates k = (kx, ky, kz) and time t. The carrier concentration is therefore given
by fp (or fn) per unit volume of the phase space, which in this case has seven
dimensions. With the proper normalization, fp (fn) can therefore also be
seen as the probability to find a certain carrier type in a given phase space
coordinate [147].

Boltzmann’s equation [148] written for a given carrier type i (which can
stand for either n or p) states that

∂fi
∂t

=

(
∂fi
∂t

)
force

+

(
∂fi
∂t

)
diff

+

(
∂fi
∂t

)
coll

(4.28)

where the force term is related to the external forces Ft exerted on the
carriers. In our case it solely consists of the electric field E, as the impact of
the magnetic induction B will not considered. The diff term represents the
diffusion of the carriers and coll is the “collision” or scattering term, taking
into account all the internal properties and processes such as impurity atoms
or ions, vacancies or thermal lattice vibrations. To establish the so-called
drift-diffusion equations first developed by Van Roosbroeck [149], we expand
the Boltzmann equation (4.28) into

∂fi
∂t

= −Ft
~
· ∇kfi(x,k)− v · ∇xfi(x,k) +

∂fi
∂t

∣∣∣∣
coll

(4.29)

where ∇kfi(x,k) denotes the gradient of fi(x,k) with respect to the mo-
mentum coordinates k and ∇xfi(x,k) is the gradient of fi(x,k) with respect

to the spatial coordinates x. The collision term
∂fi
∂t

∣∣∣∣
coll

refers to a myriad

of internal processes that cannot be calculated explicitly. It is therefore ex-
pressed as the product of a scattering rate S(k,k′) from state k to k′ and
the distribution function fi

∂fi(k)

∂t

∣∣∣∣
coll

=
∑
k′

[
S(k′,k)fi(k

′) [1− fi(k)]− S(k,k′)fi(k)
[
1− fi(k′)

]]
.

(4.30)
The first term in the sum describes the number of carriers scattered from

a different state k′ into the state k, fi(k′) being the probability that such
a different state is occupied and [1− fi(k)] the probability that the state k
is unoccupied and is therefore available. The second term correspondingly
describes the number of carrier being scattered from a state k into a different
state k′. More details on the scattering probability S(k,k′) can be found
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Figure 4.2: The scattering rate from state k to state k′ is equal to the
product of fi(k), the occupation probability of state k, [1 −
fi(k

′)], the probability that state k′ is unoccupied and the scat-
tering probability from state k to state k′, S(k,k′). Conversely,
the scattering rate from state k′ to state k is S(k′,k)fi(k

′)[1−
fi(k)].

in ref. [150, 151]. In the case of elastic scattering, S(k,k′) = S(k′,k) and
∂fi
∂t

∣∣∣∣
coll

reduces to

∂fi(k)

∂t

∣∣∣∣
coll

=
∑
k′

S(k,k′)
[
fi(k

′)− fi(k)
]

(4.31)

If it is now assumed that the external forces Ft and gradients have been
applied for a very long time, they have driven the distribution function from
its equilibrium value fi,0 to a steady state value fi. If this deviation from
equilibrium is small, the following relation can be assumed to hold:

∂fi
∂t

=
∂fi
∂t

∣∣∣∣
coll

= −fi − fi,0
τi

(4.32)

where τi is the relaxation time of either holes or electrons, characterizing
the rate of return to the equilibrium state from the disturbed state. This
assumption is known as the relaxation time approximation [149], allowing to
obtain a solution to the Boltzmann transport equation, which now rewrites
as

∂fi
∂t

= −Ft
~
· ∇kfi(k)− v · ∇xfi(k)− fi − fi,0

τi
(4.33)

Multiplying Eq. (4.33) by the group velocity v, integrating over the en-
tire moment space k and further assuming that the external forces Ft can
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be expressed as Ft = qE (for holes) or Ft = −qE (for electrons), ordin-
ary differential equations for the drift velocities of holes and electrons are
obtained [152, 150, 153]

∂

∂t
(pvp)−

q

m∗p
pE +

1

m∗p
∇ (pkT ) = −pvp

τp
(4.34)

∂

∂t
(nvn) +

q

m∗n
nE +

1

m∗n
∇ (nkT ) = −nvn

τn
(4.35)

Introducing the effective carrier mobilities µp and µn

µp =
qτp
m∗p

, µn =
qτn
m∗n

(4.36)

where m∗p and m∗n are the hole and electron effective mass, respectively,
and given the form of the current equations (4.26) and (4.27), Eq. (4.34)
and (4.35) rewrite as

τp
∂Jp
∂t

+ Jp = qµpp

(
E− 1

p
∇
(
p
kT

q

))
(4.37)

τn
∂Jn
∂t

+ Jn = qµnp

(
E +

1

n
∇
(
n
kT

q

))
(4.38)

The relaxation times τp and τn are very small, typically of the order of
10−12 s or below, which suggest to regard Eqs. (4.37) and (4.38) as singularly
perturbed, expand their solution into powers of the perturbation parameter
and take the zeroth order term to obtain the current densities

Jp0 = qµpp

(
E− 1

p
∇
(
p
kT

q

))
(4.39)

Jn0 = qµnn

(
E +

1

n
∇
(
n
kT

q

))
(4.40)

which are therefore approximations of order τp (or τn). Under the hypothesis
that the lattice temperature T is constant and using substitutions known as
the Einstein relations to define the holes and electrons diffusion constants,

Dp = µp
kT

q
(4.41)

Dn = µn
kT

q
(4.42)
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the final form of the current relations can be written as the sum of a drift
and a diffusion component

Jp ∼= qpµpE− qDp∇p (4.43)

Jn ∼= qnµnE + qDn∇n. (4.44)

The final relations are valid, provided that a certain number of assump-
tions are made. Among them, the most significant ones which are related
to our uses are:

• all scattering processes are elastic so that, e.g., optical phonon scat-
tering is neglected;

• effects of degeneracy have been neglected, so that only non-degenerate
semiconductors should be considered;

• the carrier temperature is assumed to be constant and equal to that
of the lattice, so that hot-carriers cannot be considered, either;

• parabolic energy bands are assumed, which is another reason why de-
generate semiconductors should not be considered;

• the semiconductor is assumed to be infinitely large, so the drift-diffusion
approximation is expected to fail within a few mean free paths from
the boundaries such as contacts or interfaces [154, 155]. For the nu-
merical solution of the system, boundary conditions will need to be
set anyway, so that the issue will first lie on the accurate modelling of
those boundary values.
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∇ · (εs∇ψ) = q (p+ND − n−NA − n∗t ) (4.45)

∂n

∂t
=

1

q
∇ · Jn − cnn (Nt − nt) + ennt +Br

(
np− n2

i

)
(4.46)

∂p

∂t
= −1

q
∇ · Jp − cppnt + en (Nt − nt) +Br

(
np− n2

i

)
(4.47)

∂nt
∂t

= cnn (Nt − nt)− ennt − cppnt + en (Nt − nt) (4.48)

Jn = qnµnE + qDn∇n (4.49)
Jp = qpµpE− qDp∇p (4.50)

Figure 4.3: The basic semiconductor equations

4.2 Numerical resolution

The semiconductor equations from Fig. (4.3) will form the basis of the nu-
merical model to be solved. Substituting Eq. (4.49) and (4.50) into Eq. (4.46)
and (4.47) along with Poisson’s equation (4.45) leads to four coupled, non-
linear partial differential equations with the four dependent variables ψ, n, p
and nt. In order to obtain a numerical solution, the corresponding problem
will have to be set on a given geometry with boundary conditions. All
dependent variables will be scaled appropriately and the geometry will be
discretized in order to obtain a non-linear algebraic system that has ap-
proximately the same behaviour as the continuous system. The non-linear
system is then solved by linearization and iterative refinement of the solu-
tion, starting from an initial guess value. The iterative procedure is repeated
until the corrections are small enough to expect the numerical solution to
be close to the mathematical solution or when it is clear that convergence
towards the desired solution will not occur.

In the choice of iterative or direct solution methods for the non-linear
system, attention will be directed to the convergence, accuracy, robustness
and efficiency of the method. The convergence will determine whether a
solution is reached, accuracy will define how close to the mathematical solu-
tion the numerical solution will be. Robustness is the ability to converge
to the solution even when the initial guess is far from the solution, or using
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meshes with coarser precisions. Finally, the efficiency is a measure of how
fast the solution will be obtained.

In practical situations, all semiconductor structures are three-dimensional.
However, the devices under consideration are often fundamentally two- or
even one-dimensional objects. This implies that many devices can be mod-
elled along only one dimension: the partial derivatives of the parameters and
dependent variables of the basic semiconductor equations perpendicular to
a line are zero, which simplifies greatly the calculations.

4.2.1 Dependent variables and physical parameters

The directly obvious dependent variables that appear in the basic semicon-
ductor equations are ψ, n, p and nt. Another set of variables that can be
used is (ψ, Fn, Fp, Ft) [156, 157, 158], which is related to the previous set
(ψ, n, p, nt) through the Boltzmann approximation for the carrier concen-
trations in non-degenerate semiconductors and the Fermi-Dirac statistics for
the trap state,

n = Nc e−
Ec−Fn
kT (4.51)

p = Nv e−
Fp−Ev
kT (4.52)

nt =
Nt

1 + gte
Et−Ft
kT

(4.53)

where Nc, Nv are the effective density of states in the conduction and the
valence band, respectively, Nt is the total concentration of the trap state
and Fn, Fp and Ft are the quasi-Fermi energies for electrons, holes and elec-
trons on occupied trap level, respectively. This substitution is nothing more
than a mathematical change of variables, which is advantageous because all
variables in the set (ψ, Fn, Fp, Ft) now have the same order of magnitude.
Another benefit of this set is that all carrier concentrations are now per-
force positive, as opposed to the lowly negative values that may arise from
numerical errors in the (ψ, n, p, nt) variables set [144].

4.2.2 Meshing, scaling and discretization

The equations subsequently have to be scaled, in order to improve the nu-
merical behaviour of the following resolution steps. All parameters and
variables are replaced by their scaled values and the basic equations are also
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Quantity Scaling factor Value

Position x0 10−6 m

Mobility µ0 1 cm2V−1s−1

Electric potential ψ0 kT/q

Concentration N0 1/x3
0

Electric field E0 ψ0/x0

Diffusion constant D0 µ0/x0

Velocity v0 D0/x0

Current density J0 qN0D0/x0

Recombination R0 D0N0/x
2
0

Time τ0 N0/R0

Table 4.1: Scaling scheme for the dependent variables and physical paramet-
ers.

scaled accordingly to the new variable scales. Many scaling schemes can be
envisioned [159, 160, 161, 162]: the scaling that has been used in the current
work is based on these, with some empirical alterations to ensure a proper
numerical conditioning of the solution, namely a fixed value of x0 = 10−6 m.
The complete scaling scheme used is given in Table 4.1.

The geometry of the problem to be solved then needs to be discretized:
the spatial domain is partitioned into a finite number of subdomains in which
the solution will be calculated with a desired accuracy. The differential equa-
tions are subsequently approximated in each of the subdomains by algebraic
equations that depend on values of the dependent variables evaluated only
at discrete points in the domain. This generates a usually large system of
non-linear equations whose unknowns are the value of the dependent vari-
ables at discrete points, that has to be solved using linearization techniques
detailed later in this chapter.

Using this method, an exact solution of the initial analytical formula-
tion of the problem is impossible to obtain: only an exact solution of the
discretized non-linear algebraic equations can be reached. The quality of
the approximation of the solution will therefore depend directly upon the
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spatial resolution of the subdomains defined in the discretization scheme.

The approach used here is called the finite-difference method (FDM) be-
cause it approximates the differential equations by difference equations in-
volving only the nearest points of the discretized domains. Another method,
the finite elements method (FEM), approximates the solution of the system
instead of the equations over a given subdomain. Both methods are very
similar to each other from a mathematical point of view and although finite
elements methods are now widely used in many fields, finite difference meth-
ods remain a strong contender because of their relatively easy and intuitive
formulation [163].

Geometrical discretization of the domain, also called meshing, therefore
involves defining points where the dependent variables will take well-defined
values. Increasing the number of such points obviously increases the accur-
acy of the approximation, although at the cost of a proportionally increasing
computational effort. A trade-off therefore has to be found between the re-
quirements of accuracy, which requires a fine mesh, and numerical efficiency.
The ideal size of the mesh is especially difficult to determine, as the quality
of the solution is not known at this stage yet.

Meshes are generally not uniform, which makes it possible to refine the
mesh around regions of particular interest or where the unknowns show
strong variations.

hi-1 hi hi+1

xi-1 xi xi+1 xi+2

Figure 4.4: Meshing in one dimension

The distance between two successive points xi and xi+1 is defined as
hi, as depicted in Fig. 4.4, where the i subscripts indicate the value of the
quantity at mesh point index i on the grid, that is

hi = xi+1 − xi (4.54)

Poisson’s equation is discretized in a fairly straightforward manner, using
a three point difference scheme that yields an approximation to the order
O(h) in one dimension. In the case of spatial variation of the relative dielec-
tric constant εrs, care must be taken as to which value of ε to use at each
discretization point. The scaled Poisson equation is
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λ2
0

∂

∂x

(
∂ψ

∂x

)
= (n− p+NA −ND − n∗t ) (4.55)

where x is the spatial coordinate and λ0 is the Debye screening length that
appears as a result of the chosen scaling parameters

λ0 =

√
ε0εrskT

q2N0x2
0

(4.56)

Typical values of λ0 found in practical situations are in the range of
10−11. All variables and parameters in Eq. (4.55) are scaled, although the
same notations are used for simplicity. Replacing the first order partial
derivatives with finite differences

∂ψ

∂x

∣∣∣∣
i

=
ψi+1/2 − ψi−1/2

hi + hi−1

2

(4.57)

into Eq. (4.55) gives

λ2
0


∂ψ

∂x

∣∣∣∣
i+1/2

− ∂ψ

∂x

∣∣∣∣
i−1/2

hi + hi−1

2

− ni + pi −NA +ND + n∗t,i = 0. (4.58)

The derivatives at mid-interval values of ψ are then again replaced with
difference approximations, assuming that the variation of ψ are linear (∂ψ/∂x
is constant)

∂ψ

∂x

∣∣∣∣
i+1/2

=
ψi+1 − ψi

hi
(4.59)

which finally leads to

λ2
0


ψi+1 − ψi

hi
− ψi − ψi−1

hi−1

hi + hi−1

2

− ni + pi −NA +ND + n∗t,i = 0 (4.60)

In order to be able to consider a relative dielectric constant whose value is
dependent on the position, a second-order derivative using a three points dis-

cretization has to be used, including εrs in the first derivative in λ2
0

∂

∂x

(
εrs
∂ψ

∂x

)
,

which gives rise to the following coefficients for the terms ψi, ψi−1, ψi+1 :

62



4. Numerical simulations

ai−1 = εi−1
h2
i

h2
i−1 (hi−1 + hi)

2 + εi
3hi−1 − hi

h2
i−1 (hi−1 + hi)

−εi+1
1

(hi−1 + hi)
2 (4.61)

ai = εi−1
hi − hi−1

h2
i−1 (hi−1 + hi)

+ εi
(hi − hi−1)2 − 2hi−1hi

h2
i−1h

2
i

−εi+1
hi − hi−1

h2
i (hi−1 + hi)

(4.62)

ai+1 = εi−1
−1

(hi−1 + hi)
2 + εi

3hi − hi−1

h2
i (hi−1 + hi)

− εi+1
h2
i−1

h2
i (hi−1 + hi)

(4.63)

in Poisson’s equation

λ2
0 (ai−1ψi−1 + aiψi + ai+1ψi+1)− ni + pi −NA +ND + n∗t,i = 0 (4.64)

Discretization of the continuity equations under steady-state conditions
is a bit more involved, as large exponential variations of the carrier con-
centrations are present. These variations can range over several orders of
magnitude and linear interpolation is therefore not adequate. Scharfetter
and Gummel have first suggested to assume instead that the current densit-
ies Jn, Jp and the electric field ∂ψ/∂x are constant over each discretization
interval, which proved to be more reliable [164, 165]. This means that the
electrical potential is linearly interpolated between each mesh point.

In order to avoid any confusion, one should note that all subsequent
equations are written in terms of the scaled variables and parameters, albeit
notations similar to the unscaled ones are used to save from unnecessary
heaviness.

The scaled current equations are therefore

Jn = −µnn
∂ψ

∂x
+Dn

∂n

∂x
(4.65)

Jp = −µpp
∂ψ

∂x
−Dn

∂p

∂x
. (4.66)

As a result of the scaling, it is immediately obvious that

Dn

µn
=
Dp

µp
= 1 (4.67)

63



4. Numerical simulations

so that Eq. (4.65) and (4.66) rewrite as

∂n

∂x
= n

∂ψ

∂x
+
Jn
µn

(4.68)

∂p

∂x
= −p∂ψ

∂x
− Jp
µp
. (4.69)

Under the previously made assumption that Jn and E = −∂ψ/∂x are
constant over the interval x ∈ [xi, xi+1], Eq. (4.68) for the electrons is a first
order differential equation whose solution is

n (x ∈ [xi, xi+1]) = Ce−Ex +
Jn
µnE

(4.70)

where C is a constant whose value will be determined by the boundary
condition. This boundary condition is n(xi) = ni, which leads to

n (x ∈ [xi, xi+1]) = nie
E(xi−x) +

Jn
µnE

(
1− eE(xi−x)

)
(4.71)

Taking the value of Eq. (4.71) for xi+1, n(xi+1) = ni+1, rearranging to
obtain the value of Jn and substituting E by − (ψi+1 − ψi) /hi results in

Jn =
µn
hi

(
−Ehi

e−Ehi − 1
ni+1 −

Ehi
eEhi − 1

ni

)
(4.72)

=
µn
hi

[
ψi+1 − ψi

e(ψi+1−ψi) − 1
ni+1 −

ψi − ψi+1

e(ψi−ψi+1) − 1
ni

]
(4.73)

=
µn
hi

[
B
(
ψi+1 − ψi

)
ni+1 −B (ψi − ψi+1)ni

]
(4.74)

where B(x) is the Bernoulli function, defined as

B(x) =
x

ex − 1
. (4.75)

This function, which is plotted in Figure 4.5, is not defined for x = 0,
although the limit for x → 0 is 1. Particular attention will therefore need
to be paid to avoid truncation errors during the numerical evaluation of this
function.

The discretization of the continuity equation for electrons can now be
performed, under steady-state conditions (i.e. ∂/∂t = 0). The discretized
stationary continuity equation for electrons is

64



4. Numerical simulations
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Figure 4.5: The Bernoulli function B(x).

Jn|i+1/2 − Jn|i−1/2

hi + hi−1

2

−Rn = 0 (4.76)

and as Jn is assumed to be constant over the interval [xi, xi+1], then Jn|i+1/2,
the value at x = (xi+xi+1)/2 is also equal to Jn and the continuity equation
for electrons at point index i reads

2 µn|i+1/2

hi (hi + hi−1)

[
B
(
ψi+1 − ψi

)
ni+1 −B (ψi − ψi+1)ni

]
−

2 µn|i−1/2

hi−1 (hi + hi−1)
[B (ψi − ψi−1)ni −B (ψi−1 − ψi)ni−1] (4.77)

− Rn|i = 0

The discretized continuity equation for holes is obtained through the
same developments and is

2 µp|i+1/2

hi (hi + hi−1)

[
B
(
ψi+1 − ψi

)
pi −B (ψi − ψi+1) pi+1

]
−

2 µp|i−1/2

hi−1 (hi + hi−1)
[B (ψi − ψi−1) pi−1 −B (ψi−1 − ψi) pi] (4.78)

− Rp|i = 0
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The steady-state trap continuity equation is easily discretized. Its de-
pends only on the local values, yielding the following relation

Rn|i − Rp|i = 0 (4.79)

4.2.3 Boundary conditions

The previous relations for the discretization of the semiconductor equations
are valid for all inner points of the mesh. In order to obtain a well-posed
problem, adequate boundary conditions need to be set. Boundary conditions
for the electric potential ψ and the quasi-Fermi levels for n, p and nt are
necessary. In the case of low current densities or low contact resistance,
the Fermi levels are usually assumed to take their equilibrium values at the
contacts [166]. Therefore Fn, Fp and Ft are all equal at the contact, assuming
infinite surface recombination velocities, which is usually done. However,
if the contacts are not far enough, i.e. at least a few diffusion lengths
away from regions where the carrier concentrations and electric field vary
strongly, the Fermi levels have not yet recovered their equilibrium values.
Finite surface recombination velocities subsequently have to be considered
and some intermediate value of the Fermi level is obtained as a result [144].

In this framework, though, thermal equilibrium at the contacts will be
assumed, so that all Fermi levels are equal and their position relative to
the band edges can be calculated by enforcing local charge neutrality at the
boundary. In the absence of external bias, the built-in potential Vbi is the
relative shift of the band edges between the left contact, with coordinate xL
and the right contact xR. If an external bias Vext is applied to the semicon-
ductor, it will appear directly at the contacts. Considering the potential at
the left boundary as the reference, the boundary conditions for the electric
potential of an ohmic contact are

ψ(xL) = 0 and ψ(xR) = Vbi + Vext (4.80)

Schottky contacts can also be considered. The physics of Schottky con-
tacts is extremely complex, though, and a highly simplified model will be
used for the purpose of simulation. The result will be the direct shift of the
electric potential at the Schottky contact by the equivalent of the barrier
height φs [167]

ψ(xL) = 0 and ψ(xR) = Vbi + Vext + φs (4.81)

For the boundary conditions of the Fermi levels, the relations are
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Fn(xL) = Fp(xL) = Ft(xL) = 0 (4.82)

Fn(xR) = Fp(xR) = Ft(xR) = −Vext (4.83)

For non-ideal contacts, a phenomenological model consisting in the com-
bination of a thermionic and a diffusion is to be used [168, 169]. The car-
rier concentrations at the contacts are then related to the current densities
through the carrier surface recombination velocities for electrons vn and
holes vp

Jn = −qvn (n− n0) (4.84)

Jp = qvp (p− p0) (4.85)

From the values of the carrier concentrations, boundary conditions for
the corresponding Fermi levels can be calculated. These conditions reduce to
Eqs. (4.82) and (4.83) only if the boundary is far enough from the injection
region, so that n and p have returned to their equilibrium values. The rate
of return to equilibrium is exponential with a decay length that is equal
to the minority-carrier diffusion length. Charge neutrality will therefore be
almost established after a few decay lengths, even though a larger distance
will be necessary for the Fermi levels to reach equilibrium, as their rate of
change is only 1 kT per diffusion length and they can be initially separated
from equilibrium by tens of kT [166].

4.2.4 Linearization and solving algorithms

The non-linear system of equations resulting from the discretization on the
mesh now has to be solved. For this, the dependent variables in the en-
tire geometric domain are filled with initial values, forming a guess solution.
These values are based on the boundary conditions, for instance by basic lin-
ear interpolation or stepsize increments between the different values of the
boundary conditions. The system of equations is then linearized and iter-
atively solved. The initial guess is successively updated through corrections
provided by the solution of the linearized systems. The iterations continue
until a convergence criteria is reached, or until a fixed number of iterations
has been performed without reaching the convergence criteria, which indic-
ates that the solution will probably never be reached under these conditions.
In this case, the solution can be reached by trying a different initial guess,
using a more refined mesh, or using another iteration technique.
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Among the algorithms that can be used for solving these non-linear sys-
tems are the Newton method and the Gummel method [144]. In the Newton
iteration method, a linearized version of the entire non-linear system is solved
at each step. The size of this system can be quite large and can therefore
take a long time to compute if the mesh contains many points. Reaching
convergence should require a limited number of iterations if the initial guess
is sufficiently close to the solution, though. The Newton-Richardson method
is a modified version of the Newton method that calculates a new version
of the linearized system of equations only when the rate of convergence is
seen to decrease below a certain threshold. In order to avoid a phenomenon
known as overshoot, which describe a tendency of Newton methods to overes-
timate the correction steps, a limitation of the size of the correction applied
at each step can be implemented [170]. The convergence rate of Newton
methods is quadratic, so that if the convergence requires a large number
of iterations with any of these Newton methods, the problem is most likely
poorly conditioned [171]. Possible reasons are: the mesh may be too coarse,
the initial guess may be too far from the solution, or assumptions necessary
to the correct formulation of the problem may not be encountered as ex-
pected, e.g. depletion regions extending into a region defined as an Ohmic
contact.

In Gummel’s method, on the other hand, only one equation is linearized
and solved at a time. That equation is linearized with respect to its primary
dependent variable, and all other variables are kept at their most recently
computed values, thus providing a correction to that primary dependent
variable only. Another equation is then linearized and solved in the same
manner, until all dependent variables have been updated to their new value.
The process is repeated until a convergence criteria is reached, as in the
Newton method. The Gummel method usually accommodates a poor initial
guess, but frequently shows a rate of convergence that is lower than that
of Newton method. Newton methods also being generally more efficient for
strongly coupled equations, as are the semiconductor equations, a modified
Newton-Richardson method has been used in this work.

The linearization procedure for the Newton method is introduced be-
low [172], for the case of steady-state conditions. The four discretized equa-
tions are written for each point of the meshed geometry, which can be sum-
marized by the vector function f :
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f1 ({ψ, Fn, Fp, Ft}) = 0

f2 ({ψ, Fn, Fp, Ft}) = 0

f3 ({ψ, Fn, Fp, Ft}) = 0

f4 ({ψ, Fn, Fp, Ft}) = 0

(4.86)

where f1, f2, f3 and f4 are the Poisson’s equation, electron, holes and trap
continuity equations, respectively. The set {ψ,Fn, Fp, Ft} is made of the 4N
elements of the solution vector w that contains the values of the variables
at all mesh points, with N the total number of mesh points. The condensed
writing of Eq. (4.86) can be expressed as follows:

f(w) = 0 (4.87)

If wk is the solution estimate at iteration k, then

f(wk) = 0 (4.88)

and defining δwk = wk+1 − wk the correction to be applied to reach the
next step, the Taylor expansion limited to the first order of the equations
around the solution wk gives

f(wk+1) = f(wk) +∇w f |w=wk δw
k (4.89)

where J = ∇w f |w=wk is the Jacobian matrix of the system of equations
computed at iteration k. The order of the error resulting from the first
truncated term in the Taylor expansion is O

([
δwk

]2). The solution at the
next iteration must satisfy the equation system, so that

f(wk+1) = 0 (4.90)

and therefore

J δwk = −f(wk) (4.91)

The unknown vector correction δwk is then determined by solving the
linear system given by Eq. (4.91). The Jacobian matrix J is obtained through
the computation of the derivatives of the semiconductor equations with re-
spect to the dependent variables. This is done using the following relations
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δn = n(δψ + δFn) (4.92)
δp = p(δψ + δFp) (4.93)
δnt = ntβ(δψ + δFt) (4.94)

with

β =
gte

Et−Ft

1 + gteEt−Ft
(4.95)

The correction steps δwk are multiplied by a damping factor α before
being applied to the solutionwk+1 in order to avoid overshoot of the solution.
Values of α = 0.5 are generally used, but can be even lower when trying to
overcome difficult convergence in some situations.

Small-signal analysis

The preceding discretization and solving developments have been performed
under steady-state conditions. Another regime of great interest is the small-
signal analysis, where the externally applied voltage contains a sinusoidally
oscillating component of frequency f and amplitude Ṽ in addition to the
steady-state value V0. This is the regime of impedance spectroscopy and
capacitance voltage characterizations. The amplitude of Ṽ has to be small
with respect to kT/q for the small-signal conditions to be valid. In this
regime, all variables have a steady-state value, denoted by an index 0 and
obtained by the numerical resolution procedure that is detailed above. There
is also a sinusoidal, harmonic, component with a complex amplitude [173],
denoted by the adjunction of a tilde to the said value:

ψ(x, t) = ψ0(x) + ψ̃(x)ejωt (4.96)
p(x, t) = p0(x) + p̃(x)ejωt (4.97)
n(x, t) = n0(x) + ñ(x)ejωt (4.98)
nt(x, t) = nt,0(x) + ñt(x)ejωt (4.99)

The semiconductor equations can then be rewritten in terms of the cor-
responding small-signal quantities, as shown in Fig. 4.6.
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∇ ·
(
εs∇ψ̃

)
= −q (p̃− ñ− ñ∗t ) (4.100)

jωñ =
1

q
∇ · J̃n − R̃bb + R̃nt (4.101)

jωp̃ = −1

q
∇ · J̃p − R̃bb − R̃pt (4.102)

jωñt = R̃nt − R̃pt (4.103)

Figure 4.6: The basic semiconductor equations in the small-signal regime.

As their form is entirely similar to the equations for the steady-state
regime, the same numerical procedure is used. The values of the small-
signal carrier concentrations are obtained using the steady-state values and
a first order approximation by

ñ = n0

(
qψ̃ + F̃n

)
/kT (4.104)

p̃ = −p0

(
qψ̃ + F̃p

)
/kT (4.105)

ñt = nt,0

(
qψ̃ + F̃t

)
/kT (4.106)

The boundary conditions for the potential ψ̃ and quasi-Fermi levels F̃n,
F̃p and F̃t are now simply equal to the amplitude of the small-signal potential
Ṽ . Detailed developments can be found in Refs. [174, 175, 176, 139, 144].

Solving algorithms for the linear systems

Repeated solving of linear systems of equations is a necessary process for
the iterative methods described above. Either direct or iterative (indirect)
solving algorithms can be used, the first being able to solve the system of
equation in a known number of operations and the second after a number of
iterations that depends on the convergence of an initial guess towards the
solution. Direct methods therefore produce solutions that are exact within
the numerical roundoff and truncation limits, whereas iterative methods give
a solution that is within the set convergence criteria.

The size of the problem to be solved depends on the number m = 4 of
unknowns for a given mesh point and the total number of mesh points N .
The total number of unknowns is therefore obviously m×N . The coefficient
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matrix to be used in the case of Newton’s method contains (m×N)2 ele-
ments, while each iteration of a unique equation in Gummel’s method would
have led to a coefficient matrix with just N2 elements. There is therefore
a trade-off to be made between a large number of mesh points, which in-
creases the quality and precision of the solution, and the resulting huge linear
system to be solved. Current computers typically have more than enough
memory capacity to store linear systems with a few thousand points, which
is a comfortable number to simulate typical device applications. Another
hurdle encountered in the processing of large linear systems is that when
the entire matrix cannot be stored in the CPU memory cache, the compu-
tational performance is drastically reduced. With the ever-increasing size of
the CPU cache, though, this is also less and less of a problem.

In addition, the linear systems that have to be solved have the property
that their coefficient matrices are generally sparse, meaning that they con-
tain many zero elements. Informed ordering of the mesh points therefore
allow to obtain matrices that are diagonal, tri-diagonal or more generally
banded matrices (matrices where only elements a few columns away from
the diagonal are non-zero). If the coefficient matrix is not oversized, direct
methods taking this particular structure into account for optimization are
generally used, as is done in this work. Iterative methods, which use less
memory and do not suffer as much from the performance drop when ex-
ceeding the memory cache size, will have to be used for very large problems
which cannot be conveniently solved using direct methods.

72



Chapter 5

GeSn based pn junctions

Parts of this chapter have been published in the following articles :

• Baert, B., Gupta, S., Gencarelli, F., Loo, R., Simoen, E., & Nguyen,
N. D. (2015). Electrical characterization of p-GeSn/n-Ge diodes with
interface traps under dc and ac regimes. Solid-State Electronics, 110,
65-70. http://hdl.handle.net/2268/178856

• Baert, B., Nakatsuka, O., Zaima, S., & Nguyen, N. D. (2013). Impedance
Spectroscopy of GeSn-based Heterostructures. ECS Transactions, 50(9),
481-490. http://hdl.handle.net/2268/127051

73

http://hdl.handle.net/2268/178856
http://hdl.handle.net/2268/127051 




5. GeSn based pn junctions

The many attractive properties of the GeSn semiconducting alloy make
it a very interesting material for various applications. Its direct bandgap
and increased carrier mobilities, as already discussed in Chapter 2, cause
a strong interest in using it for next generation complementary metal ox-
ide semiconductor (CMOS) devices. Because of the lattice mismatch with
Ge or Si, it can be used as stressor or strained material. It is therefore,
for instance, a good candidate as compressive source and drain stressor in
p-type Ge-channel metal oxide semiconductor field effect transistors (pMOS-
FETs) [177, 178, 179, 180]. It is also expected to be able to play a role as
channel material [181, 182] within a postscaling approach [13]. On the road
to obtain these high performing GeSn devices, diodes are useful tools to
investigate the material properties of GeSn layers. The process flow for di-
odes indeed contains much of the steps necessary for the fabrication of a
full MOSFET device. Thin GeSn layers will be required for the envisioned
applications, and pn diodes allow to study the origins of the leakage cur-
rent and evaluate in particular the consequences of defects at the GeSn/Ge
interface.

In Section 5.1, simulation of GeSn based materials is introduced along
with a discussion of the specific numerical difficulties associated with these
materials. The electrical characteristics of Boron doped p-GeSn/n-Ge di-
odes are analyzed in Section 5.3. Both room-temperature and temperature
dependent measurements are used, notably to investigate the reverse cur-
rent of the diodes. Simulations of analogous semiconducting structures are
used to probe the effect of traps at the GeSn/Ge interface and show that
the presence of a trap level ∼ 200 meV above the valence band is best able
to replicate the experimental current measurements. The impact of those
traps on the overall C-V characteristics, however, is also shown to be rel-
atively limited, as indicated by the assessment of the frequency dependence
and Mott-Schottky analysis of the diodes characteristics performed in Sub-
section 5.3.2.

Section 5.4 then discusses electrical measurements of unpassivated mesa
p-GeSn/n-Ge diodes. Very long transients are observed during the measure-
ment of the current over time for a fixed reverse bias. Dipping the diodes in
H2O2 completely removes these transients, which are therefore clearly asso-
ciated with the presence of native oxide on the unpassivated diode sidewalls.
Various dependences of the transients are explored, especially in view of es-
tablishing conditions that would allow to perform repeatable measurements
or obtain measurements similar to those acquired from temporarily H2O2

passivated diodes. Finally, an electrical model involving RC branches with
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a distribution of time constants to account for the conduction through the
sidewalls is presented. Fitting to the experimental data shows the need for
very large time constants to obtain currents similar to those of passivated
diodes.

5.1 Theoretical investigation and simulations

Theoretical simulations performed on a test device first allow to evaluate
the general characteristics of GeSn based diodes. These initial simulations
provide a first insight into the behaviour of the electrical parameters of GeSn
materials. The numerical obstacles that can potentially occur while running
the solving algorithms under these specific conditions can also be assessed.
The main numerical difficulty in these simulations results from the small
bandgap energy of Ge and GeSn materials. The Fermi level easily moves
across the whole bandgap, leading to huge spatial variations that impair
the convergence of the solution. Because of these small bandgaps, the Fermi
level can even move beyond the band edges, thus invalidating the assumption
made in the development of the numerical method that the semiconductor is
non-degenerate. Such a situation can already happen when applying small
external biases and therefore appropriate caution must be considered when
interpreting results obtained from the numerical simulations. The high mo-
bility values involved in the materials under consideration also decrease the
well-conditioning of the Jacobian matrices in the solving algorithms, because
the scaling of the current equations does not change with the mobility values
(see Table 4.1 on page 60). After careful consideration of those numerical
difficulties, numerical parameters such as the correction step size, the con-
vergence rate, the scaling values and the mesh size have been adapted. As
a result, we have obtained the tweaked set of simulation parameters that is
described hereafter and that we subsequently use as a reference case when
further investigating other physical parameters in the later sections.

The design of the test device is inspired by early structures fabricated by
Nakatsuka et al. [183]. This research group has indeed carried out investiga-
tions on the growth of GeSn layers from the beginning. The device consists
in a 200 nm GeSn layer on top of a 500 µm Ge substrate, with Al electrodes
and a NiGe(Sn) layer [184] between the top GeSn layer and the Aluminium
contact (see Fig. 5.1). In order to account for the NiGe(Sn) - Aluminum
contacts in the simulations, boundary conditions accounting for a Schottky
barrier have been considered, whose value φb determines the (non-)ohmic
character of the contact. A Schottky barrier height value of 0.2 eV has been
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Ge substrate

(thickness 500 µm)

GeSn layer (thickness 200 nm)
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Al electrode
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Figure 5.1: Unscaled schematic of the GeSn/Ge sample used in the reference
simulations (right), based on devices fabricated by Nakatsuka et
al.[183] (left).

used for the general case [185]. An arbitrary Shockley-Read-Hall trap en-
ergy level 100 meV above the valence band with a concentration of 1015 cm−3

is also included in the simulations, in order to assess the behaviour of the
simulations with respect to such a trap state.

The thickness of the Ge substrate considered in the simulations has been
limited to 100 µm in order to avoid unnecessary calculations and therefore
improve the performance of the numerical simulation. The effect on the
final solution is very limited, as most of the important microscopic vari-
ations occur within a few hundreds of nm from the GeSn/Ge interface. The
only noteworthy impact is the proportional reduction of the series resist-
ance of the substrate, roughly by the same factor of 5 as the size reduction.
This will have to be taken into account when results involving the effect
of series resistance are considered. A 0.6 eV bandgap energy for the GeSn
layer has been used, obtained from interpolation of experimental and theor-
etical values found in the literature [64]. As GeSn is inherently p-type when
undoped [183] and therefore more easily p-doped, be it with Boron implant-
ation [20] or by in-situ Ga doping [186], p-type doping has been selected in
the simulations for the GeSn layer, whereas the Ge substrate is n-type so as
to obtain a pn junction. If not otherwise mentioned, the parameters used in
the simulations are those listed in Table 5.1.

In the following simulations as well as in the electrical measurements of
experimental devices, we used the convention that the contact connected to
the Ge bottom substrate is considered as reference for the electric potential.
A positive bias, V > 0, therefore means that the GeSn top layer is at a
higher electric potential than the substrate.
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Parameter GeSn Ge

Thickness 200 nm 100 µm

Sn concentration 5% -

Bandgap 0.6 eV 0.7 eV

Typical carrier concentration 2× 1018 cm−3

(p-type)
2× 1017 cm−3

(n-type)

Trap concentration 1015 cm−3

Trap energy level 0.1 eV above the valence band

Table 5.1: Physical parameters of the reference simulations.

Simulation of p-GeSn/n-Ge pn diodes
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Figure 5.2: Static carrier concentration around the GeSn/Ge interface for
several p-type dopant concentrations in the GeSn layer and 0 V
bias.

The difference in doping type between the GeSn layer and the Ge substrate
induces the formation of a depletion region, as depicted by the static carrier
concentrations shown in Fig. 5.2. The drop of both electrons and holes
concentrations in the vicinity of the heterojunction is clearly visible and the
depletion region is seen to extend farther in the Ge substrate for higher p-
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Figure 5.3: Current-voltage characteristics of GeSn/Ge diodes for different
values of carriers mobilities.

type doping in the GeSn layer. This depletion region reveals itself as a major
parameter controlling the current across the whole structure and it also
allows the subsequent probing of its parameters by impedance spectroscopy.

Simulations with different values of carriers mobilities in the GeSn layer
have subsequently been considered: high mobilities, µn = 3000 cm2/Vs
and µp = 1000 cm2/Vs, which will be used in most of these simulations.
These values are close to the bulk mobilities of Ge. Then we considered
lower mobilities of µn = 1000 cm2/Vs and µp = 300 cm2/Vs, which are
experimentally determined to correspond to the dopant concentration of
2×1018 cm−3 for the GeSn layer [20, 183]. And then half lower mobilities of
µn = 500 cm2/Vs and µp = 150 cm2/Vs have been selected, so as to compare
with a low mobility situation. There is therefore a ratio of approximately 6
between the low and high mobility cases. Figure 5.3 shows the I-V curve for
the GeSn/Ge structure using these three different carrier mobilities in GeSn.
The results indicate that the forward current increases with the mobilities,
as expected from the direct dependence on the mobility in the theoretical
current relation for a pn diode, Eq. (3.2) on page 23. The reverse current also
increases with the mobilities, although it remains bias independent, thereby
confirming that the mobilities only affect the reverse saturation current IS .

The width of the depletion region at the heterojunction has an impact
on the minimal thickness of the epitaxial GeSn layer required to perform
sheet resistance measurements using a four-point probe [187], which can be
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n-Ge substrate, as a function of p-type dopant concentration NA

in GeSn and for several trap concentrations Nt. Concentration
dependent mobilities have been used.

useful for growth process tuning. To further exert these initial simulations,
using calculations of the steady-state concentrations, we therefore estimated
the minimum thickness as a function of p-type doping in the GeSn layer, as
well as various trap concentrations Nt in the GeSn layer. Figure 5.4 shows
these results, where doping concentration dependent mobilities in GeSn,
extracted from experimental measurements, have been used. Mobilities of
µn = 3000, 2000, 1000, 800 and 400 cm2/Vs and µp = 600, 400, 300, 260
and 175 cm2/Vs have been used for p-type doping concentrations of 2×1017,
8 × 1017, 2 × 1018, 4 × 1018 and 2 × 1019 cm−3, respectively [183, 20, 186,
188, 177]. This indicates that for thin GeSn layers, the depletion region
might extend through the entire GeSn layer, especially for lower dopant
concentrations in GeSn. The effect of the trap concentration in GeSn is
similar to the increase of dopant concentration, reducing the width of the
depletion region when its concentration increases. An apparent increase of
the holes concentration indeed results from the trapping of electrons by the
traps.

5.2 Samples

The GeSn layers used for the fabrication of the diodes were grown by CVD
using digermane (Ge2H6) and tin-chloride (SnCl4). A Boron-doped 200 nm
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thick layer was grown at 320 °C on top of a 4”, 450 µm thick Ge substrate
using a 200 mm ASM-Epsilon™-like Reduced Pressure Chemical Vapor De-
position reactor [52, 20]. Blanket n-doped Ge(100) wafers with low (∼ 1016

cm−3) carrier concentration were used as substrates. The GeSn layer is in
situ doped by adding B2H6 to the Ge2H6 and SnCl4 precursors with a Boron
target concentration of 3 × 1018 cm−3. This target value is experimentally
confirmed by secondary ion mass spectroscopy (SIMS) measurements and
although B activation has not been measured on this specific sample, 100%
B activation has been reported for similar GeSn layers [20].

According to (224) reciprocal space mappings (RSM) obtained from X-
ray diffraction (XRD) measurements, the GeSn strain relaxation level is 43%.
From the in-plane and out-of-plane lattice parameters measured by (224)
RSM XRD, using a corrected Vegard’s law, the substitutional Sn content in
these layers is determined to be 5.8% [189]. This Sn content above 5% is
located in the range of interest for strain engineering applications [177]. Al
contacts with a thickness of 100 nm have subsequently been deposited by
evaporation.

5.3 Electrical characterization

Electrical characterization of the diodes has been performed at room-temperature
using an EPS150 probe station from Cascade Microtech. For temperature-
dependent measurements, the diodes were glued with conductive epoxy to
a sample holder with a Copper track for the backcontact. The top contacts
were then wirebonded to custom printed circuit boards (PCBs) with coaxial
plugs to allow for direct connection with coaxial cables.

5.3.1 Current-voltage characteristics

Room-temperature measurements

In order to assess the presence of traps in the electrical properties of the
diodes, current–voltage (I–V) characteristics at room temperature have first
been investigated. Figure 5.5 shows that the ratio between the current at
+1 V and −1 V is 4 orders of magnitude. The forward current, in this
vertically logarithmic plot, initially increases in a linear way, which indicates
an exponential growth of the current with forward bias. This continues up
to biases around +0.25 V, where the series resistance of the 450 µm Ge
substrate starts to impact the I-V curve. The reverse current, on the other
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Figure 5.5: Room-temperature experimental and simulated I-V curves of the
p-GeSn/n-Ge diodes. Three different GeSn bandgap energies
are used for the simulations: 0.56 eV, 0.58 eV and 0.6 eV. Inset:
enlarged view of the onset of the forward current.

hand, grows steadily with the applied bias, as opposed to the simple reverse
saturation current of an ideal diode.

Simulations of structures similar to the experimental diodes have been
run and are superimposed on the experimental data in Fig. 5.5, for three
different bandgap energies of GeSn. These simulations show a total current
matching for the forward bias. In reverse bias, though, the measured reverse
current increases much faster than in the simulations. These simulated re-
verse currents are bias independent or at best linearly bias dependent, and
therefore grow much more slowly than the measured reverse current, which
shows more of an exponential behaviour. Their order of magnitude, however,
fits the experimental data, using bandgap energies in the expected range
for this GeSn layer [64]. In the simulations, the variation of the bandgap
energy, which is related to the Sn concentration, shows that the reverse
current increases when the bandgap energy decreases (i.e. the Sn concen-
tration increases). This effect is related to the intrinsic carrier concentration
ni that increases exponentially when the bandgap energy decreases, and its
direct impact on the reverse current saturation IS . Even though the sim-
ulated reverse currents increase when the bandgap energy is lowered, the
increase rate as a function of applied reverse bias remains much lower than
the experimental one. Increasing the trap concentration of the GeSn layer
on the simulations also gives rise to an increased reverse current, but not
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Figure 5.6: Ideality factor n of the p-GeSn/n-Ge diodes as a function of
contact diameter, measured for several diodes of each diameter.

to the extent observed in the experimental data. The origin of this bias-
dependent reverse current will be further discussed in a subsequent section
of this chapter, using temperature-dependent measurements.

The ideality factor has been extracted from the forward I-V curves from
diodes with different contact diameters. Biases restricted to a range between
0 V and +0.25 V have been used, in order to avoid the aforementioned
effect of the series resistance of the Ge substrate. Values of n comprised
between 1.2 and almost 1.3 are obtained, as seen in Fig. 5.6, depending
on the contact diameter of the diode. The larger value is associated to
the diodes with the larger contact diameter of 600 µm, whereas all other
diameters between 120 µm and 300 µm result in a value of n between 1.2
and 1.22. The observed difference for the larger 600 µm diameter might
originate from the higher total current flowing across the whole structure
in this configuration. The current limitation due to the high resistivity of
the thick, weakly doped, substrate, is therefore even more prominent. In
order to overcome this issue, the bias range within which the ideality factor
is extracted was further restricted so that the value of the coefficient of
determination R2 of the linear fit remains above 0.99. However, due to
the earlier onset of current limitation for this larger contact diameter, a
very slight difference in the slope of the linear fit can appear. Though not
sufficient to degrade the R2 value significantly, this could still lead to the
observed difference of n values as compared to the other diameters.
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Overall, the mean value of 1.21 for the ideality factor is a clear indication
of a close-to-ideal diode. Nevertheless, as an ideality factor n greater than
unity is expected to point out the presence of recombination processes in
the diodes, Shockley-Read-Hall (SRH) traps in the GeSn layer have been
considered in the simulations used in view of a better understanding of the
characteristics of these diodes. The included traps are expected to account
for the presence of defects in the crystalline structure of the semiconducting
materials under consideration. Bulk trap or interface traps can be investig-
ated, depending on their spatial and energy position set in the simulations.

Figure 5.7 shows the impact of trap concentration on the ideality factor
through simulations. Several values of the GeSn layer bandgap are also as-
sessed. The ideality factor increases with the trap concentration, which is
expected from their role as recombination centers in the depletion region.
For a given trap concentration, the ideality factor also increases when the
GeSn bandgap decreases. This behavior, likewise, is explained by the im-
proved recombinations resulting from the smaller energy separation between
the conduction and valence bands. As the bandgap energy of the GeSn
epilayer is supposed to be around 0.58 eV for the Sn concentration of these
diodes [55], the ideality factor close to 1.2 extracted from the experimental
measurements would correspond to trap concentrations in the GeSn layer
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comprised between 5× 1017 cm−3 and 2× 1018 cm−3. This trap concentra-
tion, although relatively high, remains below the GeSn doping concentration
and is therefore entirely conceivable.

Temperature-dependent measurements
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Figure 5.8: Experimental measurements of the forward bias I–V character-
istics of the p-GeSn/n-Ge diodes for temperatures between 280
K and 210 K.

In order to further explore the mechanism at the origin of the observed re-
verse current, I-V characteristics as a function of diode temperature have
been measured on a diode with a 300 µm diameter. I-V curves for tem-
peratures ranging from 280 K to 210 K are shown in Fig. 5.8. The onset
of forward-bias current is seen to shift towards higher positive values when
the temperature decreases, as expected from the reduced thermal voltage
VT = kT/q. From these measurements, the ideality factor as a function of
temperature has been calculated.

Figure 5.9 shows that the ideality factor goes from n = 1.4 at 280 K
to n = 2.8 at 140 K, and is larger than n = 2 for temperatures lower than
180 K. This indicates that the current is not limited by drift and diffusion
or by recombination in the depletion region anymore. Such processes, as
band-to-band tunneling (BTBT) or trap-assisted tunneling (TAT), are not
included in the numerical model used in the simulations, and this will be
worth noting for the complete interpretation of the experimental results.
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Figure 5.9: Ideality factor n of the p-GeSn/n-Ge diodes as a function of
temperature for a contact diameter of 300 µm.

Reverse saturation current and interface states

From the I-V characteristics measured as a function of temperature, the
activation energy Ea for the reverse saturation current IS can be determined.
Indeed, IS can be expressed to be proportional to

IS ∝ e(−Ea/kT ). (5.1)

From the slope of an Arrhenius plot of IS(T ) as a function of 1/kT ,
the activation energy Ea can be extracted [190, 191, 192]. This activation
energy is associated to the energy barrier that has to be overcome for the
corresponding process to occur, namely the rise of the reverse saturation
current. In the case of an ideal pn junction, this activation energy is linked to
the intrinsic carrier concentration, which is itself dependent on the bandgap
energy of the semiconductor.

From the first linear part at small forward bias of the I-V characteristics,
the reverse saturation current IS is extracted [111] as a function temperature,
as was done for the ideality factor n in Fig. 5.9. The slope of the Arrhenius
plot of these extracted IS values as a function of 1/T yields an activation
energy comprised between 0.28 eV and 0.30 eV, as shown in Fig. 5.10. The
linearity of the Arrhenius plot is relatively good and the measurements are
reproducible within the confidence interval given above. This activation
energy lower than the bandgap of the materials in the pn junction indicates
either a large band offset or the presence of traps at the interface [192]. A
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Figure 5.10: Extracted reverse saturation current as a function of the recip-
rocal temperature: experiment and simulations without defects
and with defects extending 50 nm inside the Ge layer.

large band offset is quite unlikely in our case, as the GeSn and Ge bandgaps
are not widely different.

To confirm these observations, a reference simulation of the diode struc-
ture, not including any traps, has been performed. From the complete I-V
characteristics that are thus obtained, an Arrhenius plot has been construc-
ted and yields an activation energy of 0.6 eV (see Fig. 5.10), close to the
value of the bandgap energy used for the GeSn material. In addition, modi-
fying the bandgap energy of the GeSn layer in the simulations induces a
corresponding variation of the calculated activation energy. On the other
hand, variation of the bandgap energy of the Ge layer does not induce any
variation in the calculated activation energy. This result clearly indicates
that the activation energy obtained in these simulations, in the absence of
traps, is linked to the bandgap energy of GeSn.

Extraction of the activation energy from simulations including traps has
subsequently been performed, in order to assess whether their presence can
explain the experimental ∼ 0.3 eV activation energy. We observed that the
addition of traps in the GeSn layer did not lead to any difference in the
obtained activation energy. When the traps are located in the Ge layer,
though, the extracted activation energies change dramatically and can get
closer to 0.3 eV. Traps extending over a few tens of nanometers from the
GeSn/Ge interface and into the Ge substrate have therefore been further
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Figure 5.11: I-V curves of the p-GeSn/n-Ge diodes for temperatures of 280 K
and 260 K and reverse saturation currents IS extracted from
the forward part of the I-V curve.

considered in order to get to an activation energy similar to the experi-
mental one. Assessment of the effect of the various parameters of the traps
lead us to determine that traps with a concentration of 2 × 1017 cm−3 and
extending up to 50 nm inside the Ge layer are the best fit to the experi-
mentally determined activation energy. As for their energy position, traps
located between 200 meV and 250 meV above the valence band give ac-
tivation energies closest to 0.3 eV (see the slopes in Fig. 5.10). Given the
small extent of the traps and their concentration that is higher than the
Ge substrate carrier concentration, these traps are therefore interpreted as
interface states at the GeSn/Ge interface. Their presence could originate
from the intermixing of GeSn and Ge, resulting in Sn-vacancy deep levels.
Such a Sn-vacancy complex is expected to have an energy 190 meV above
the valence band, as determined from combined DLTS measurements and
ab-initio modeling of a Phosphorus and Tin doped Ge sample [193].

Regarding the general behaviour of the reverse current, the value of the
reverse saturation current extracted from the linear part of the forward bias
regime is located in the low range of the reverse currents that are experiment-
ally observed, although an appropriate interpretation of the Arrhenius plot
was unveiled by our analysis. From the I-V characteristics shown in Fig. 5.11,
for instance, the extracted value of IS at 280 K is 1.9× 10−3 A cm−2, while
the experimental reverse current rises to 0.1 A cm−2 at −1 V. At 260 K,
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Figure 5.12: Frequency dispersion of the reverse C-V characteristics of the
p-GeSn/n-Ge diodes with a 300 µm diameter.

the value of IS is 6.8 × 10−4 A cm−2, whereas the reverse current actually
is 5 × 10−2 A cm−2 at −1 V. This suggests, in addition to the previously
observed ideality factors n larger than 2 for lower temperatures, that the ex-
tracted activation energy of 0.3 eV and the associated traps at the GeSn/Ge
interface do not account for the complete experimental behaviour of the
devices. Because of the strong bias dependence of the total reverse current,
additional effects such as trap-assisted tunneling or even band-to-band tun-
neling can be expected to play a role in the full behaviour of the devices [194].
From the previous observation of the higher than n = 2 ideality factor ex-
tracted from lower temperature measurements, trap-assisted tunneling is a
highly plausible culprit, along with the possibility of field-enhanced recom-
binations through isolated point defects [195].

5.3.2 Capacitance-voltage characteristics

The impact of the previously identified traps on the capacitance-voltage (C-
V) characteristics of those diodes has subsequently been assessed at various
frequencies. Figure 5.12 shows the reverse-bias C-V characteristics measured
at three different frequencies. A weak frequency dispersion is observed,
indicating that the traps present at the GeSn/Ge interface do not have
a strong influence on the frequency characteristics of the device. This is
consistent with the fact that those traps are present in a narrow region
near the GeSn/Ge interface, because the contribution of the traps to the
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Figure 5.13: Capacitance as a function of applied reverse bias for two con-
tact diameters of 120 µm and 300 µm. Both experimental and
simulated curves are displayed, using carrier concentrations of
2 × 1016 cm−3 and 1.5 × 1016 cm−3 for the Ge substrate, re-
spectively.

total capacitance is therefore very limited as compared to the depletion
capacitance. As a consequence, the general behaviour of the capacitance as
a function of applied bias is not significantly altered.

Experimental C-V characteristics have been measured for contact dia-
meters ranging from 120 µm to 600 µm. Figure 5.13 shows both these
experimental reverse-bias C-V characteristics and simulated ones for two
contact diameters, 120 µm and 300 µm. A 1/C2 analysis has been per-
formed and shows a very linear behaviour (Fig. 5.14), which is expected for
a high-quality uniformly-doped material. Extraction of the active dopant
concentration from the slopes of the 1/C2 plots yields values ranging from
1.4× 1016 cm−3 to 2.4× 1016 cm−3, depending on the contact diameter and
the measured diode. In the case of an asymmetric pn junction with one
side that is much more heavily doped than the other, the extracted dopant
concentration is that of the side with the lower concentration (see Eq. (3.13)
on page 27). The value calculated in this analysis is therefore associated
with the carrier concentration of the Ge substrate.

The general behaviour of simulated C-V characteristics is similar to the
experiment, as shown in Fig. 5.13. The built-in potentials Vbi extracted from
the simulations and the experimental curves are quite dissimilar, though, and
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Figure 5.14: Comparison of the experimental 1/C2 for 120 µm (circles) and
300 µm (squares) diameters and Vbi-corrected simulated 1/C2

reverse-bias capacitance for two values of the carrier concentra-
tion in the Ge layer, with or without the presence of traps with
a 2× 1018 cm−3 concentration at the interface.

no parameter variation in the simulation could replicate the experimental
built-in potential. Correcting the value of the simulated Vbi, i.e. shifting the
simulation by a constant value, shows that the quadratic behaviour of both
the measurements and simulations is identical, using fitting carrier concen-
trations in the simulations. It is also visible in the 1/C2 analysis of Fig. 5.14
that both the experiment and simulations demonstrate the same linear be-
haviour and slope. Only the x-intercept is different from the experimental
one, but is corrected in the 1/C2 plot, too.

In these simulations, the addition of traps in the Ge layer close to the
interface does not significantly modify the slope of 1/C2. Only when a
concentration of traps as high as 2 × 1018 cm−3 is inserted does the slope
begins to be altered, as shown in Fig. 5.14. This again tends to indicate that
traps localized at the interface have a low effect on the C-V characteristics.

The local, microscopic, carrier concentration can also be observed in the
simulations as a function of position. The depletion width can therefore be
evaluated and is shown to be controlled by the applied bias. The depletion
region also extends mostly in the Ge substrate, as expected from the much
lower doping of the Ge substrate. When a larger reverse bias is applied, the
depletion region widens and does so mostly on the Ge side of the GeSn/Ge
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interface. The total value of the simulated capacitance is also directly linked
to the width of the depletion region, thereby confirming the interpretation
that the 1/C2 analysis gives access to the doping concentration of the Ge
substrate.

Forward capacitance

Within the analysis of the simulated C-V characteristics, we also observed
that, although the 1/C2 analysis only gives information on the doping con-
centration of the Ge substrate, the value of the maximum of the capacitance
as a function of applied bias seemed to be related to the carrier concentration
of the GeSn layer. This maximum capacitance occurs for small forward-bias
values, as shown in Fig. 5.15. The maximum value of the capacitance in
forward bias occurs at a different bias value, which depends on the GeSn
layer carrier concentration. The value of that maximum capacitance also
increases with the GeSn layer carrier concentration.
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Figure 5.15: Diode capacitance at 1 MHz frequency as a function of the
applied bias for carrier concentrations of 5× 1016 cm−3 to 2×
1017 cm−3 in the GeSn layer.

In order to assess the relationship between the value of the maximum
capacitance in small forward regime and the carrier concentration in GeSn,
we extracted the value of that maximum capacitance for several GeSn car-
rier concentration. The results, shown in Fig. 5.16, indicate that there is a
direct linear relationship between the GeSn doping concentration and the
maximum capacitance. This would theoretically allow to deduce the carrier
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concentration of the more highly doped side of a pn junction. The linear
relationship holds true for different measurement frequencies, although with
another ratio. Increasing the frequency reduces the slope of the linear rela-
tionship. For lower concentrations, i.e. only one order of magnitude larger
than the Ge carrier concentration, the relationship does not hold anymore,
as shown in the inset of Fig. 5.16. Under these conditions, the maximum
capacitance starts to be influenced by the carrier concentrations in both
materials and the direct relationship with the GeSn carrier concentration is
destroyed.

1 2 3 4

GeSn doping concentration [cm
-3

] ×10
18

2

4

6

8

10

12

14

M
ax

im
u

m
 c

ap
ac

it
an

ce
 [

F
cm

-2
]

×10
-7

1 MHz

100 kHz

2 4

×10
17

0.5

1

1.5

2
×10

-7

Figure 5.16: Maximum forward capacitance as a function of dopant concen-
tration in the GeSn layer. Inset shows a magnification of the
region of low concentration.

In order to ensure the relevance of those observations, the convergence
conditions of those simulations have been checked and were of good quality.
To further try to rule out a possible effect of numerical artefact, the tolerance
on the convergence criteria was both relaxed or tightened, and the previous
results could still be observed. The simulations give access to the amp-
litude of the local out-of-phase carrier concentration modulation, as shown
in Fig. 5.17. We therefore probed whether the capacitance behaviour high-
lighted in this section could also be demonstrated from those microscopic
quantities. Integrating the out-of-phase amplitudes over the entire semicon-
ducting structure gives the total net charge modulation, which is directly
linked to the small-signal capacitance C = dQ/dV . Our calculations to de-
termine the maximum charge modulation (i.e. another way to calculate the
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Figure 5.17: Microscopic out-of-phase ac variation of the carrier concentra-
tion of both holes and electrons as a function of position around
the GeSn/Ge interface.

maximum capacitance) for various carrier concentrations in GeSn confirmed
the link with the maximum capacitance.

Even though these were beyond the scope of this work, more invest-
igations and comparisons with experimental results would be required to
establish the potency of these observations. In particular, determination
of the origin of the frequency dependence of the relationship would be re-
quired in order to unequivocally link a maximum capacitance value at a
given frequency with a unique carrier concentration.

5.4 Effect of passivation on current transients in
reverse-biased diodes

Proper passivation can have a dramatic impact on devices performance [70,
196]. Ge oxides suffer from water solubility and reduced thermal stability
as compared to SiO2, so that high quality passivation of these materials
is a challenging process [197, 198, 199, 200]. Commonly used passivation
techniques include [201, 202]:

• Growth of SiO2 oxide on the sidewalls for a permanent and resistant
passivation;

• HF or H2O2 exposure to obtain a temporary passivation;
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Figure 5.18: Schematic of the p-GeSn/n-Ge mesa diode in the absence of
passivation.

• Performing the characterization of the device in a controlled atmo-
sphere (e.g. Nitrogen) to avoid the contamination of the sidewalls and
the growth of unwanted oxide.

In this section, we investigated mesa diodes structures, whose passivation is
therefore a critical step in their process flow. We characterized the effect of
a lack of passivation on GeSn/Ge mesa diodes to assess the impact on the
electrical characteristics due to the growth of a few nm of GeSnOx native
oxide. We specifically examined whether we could have access to electrical
characteristics close to those of the passivated diodes.

Mesa diodes preparation

p-GeSn/n-Ge mesa diodes, as schematically depicted in Fig. 5.18, have con-
sequently been fabricated, based on the same substrates and GeSn layers as
in the previous section [20]. The preparation of the mesa diodes included
the following steps:

• 2% HF dip for 20 seconds to remove the native oxide;

• Thermal evaporation of 100 nm Al using hard mask;

• Backside metal deposition of 100 nm Au by thermal evaporation;

• Dry Reactive-Ion Etching (RIE) using SF6 + O2 to etch the GeSn
layer, using the Al contact as etch mask.

Following these steps, the sidewalls of the diodes were left unpassivated. The
growth of a few nm of (possibly non-stoichiometric) GeSnOx is therefore
expected to occur.
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Consequences of a lack of passivation
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Figure 5.19: Repeated I-V measurement of unpassivated p-GeSn/n-Ge di-
odes between −2 V and 0 V.

Figure 5.19 shows repeated I-V measurements between −2 V and 0 V, per-
formed on such an unpassivated diode. The amplitude of the hysteresis is
particularly large between around −1 V and −2 V, with over 50% more
current going from 0 V to −2 V than back from −2 V. The maximum (in
amplitude) reverse current that is reached at −2 V is also decreasing after
each repeated measurement. Although the reduction in current at −2 V
after each measurement decreases for each new measurement, a stable value
is not reached even after many measurements. In the forward bias regime,
the measured current is obviously much larger, but no significant hysteresis
is observed.

Time measurements have also been performed, recording the current at
a fixed reverse bias of −2 V for as long as one hour. In Fig. 5.20, the current
first increases (in amplitude) quite fast for a few tens of seconds and then
starts to decrease, on a much slower time scale. A few seconds after the
start of the first measurement, the current is as high as −1.63 A/cm2, while
after 60 minutes, it has become up to 50% lower, at almost −0.8 A/cm2.
Repeating the same 1-hour measurement cycle after the first one shows the
same behaviour, with a fast initial increase of the reverse current followed
by a much slower decrease of the measured current. Some memory effect
also affects the characteristic, as indicated by the reduced overall measured
current in the second measurement. As will be further discussed below, this
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Figure 5.20: Successive time measurements of the current measured at −2 V
bias on unpassivated p-GeSn/n-Ge diodes. Inset: zoom on the
first 100 s of the transients.

memory effect can remain present for a very long time after any electrical
measurement is applied to the diodes.

Temporary passivation

As previously indicated, we attribute these effects to the charging/discharging
of traps in the oxide of the sidewalls. To confirm that hypothesis, we tried
to temporarily remove the native oxide from the sidewalls. We dipped the
diodes in dilute hydrogen peroxide (H2O2) for 30 seconds and immediately
performed the electrical measurements again.

The results are shown in Fig. 5.21: the large transient has completely
disappeared as compared to the measurement before the H2O2 dip. We
expect that the removal of the native oxide has eliminated the conduction
through the sidewalls. In the absence of this alternate conduction pathway,
the stable current measured is four times lower than the maximum current
measured in the previous transients. This comes as a confirmation that those
transients are linked to conduction through the sidewalls.

The I-V characteristics of the H2O2 passivated diode is displayed in
Fig. 5.22. From the forward-bias part of the curve, the ideality factor and
reverse saturation current IS have been extracted. The series resistance RS
has been accounted for by using the following relationship:
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Figure 5.21: Time measurements of the current measured at −2 V bias,
performed on the diode before and after the H2O2 temporary
passivation.
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Figure 5.22: I-V characteristics of the H2O2 passivated p-GeSn/n-Ge mesa
diode.
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Figure 5.23: Reconstructed I-V characteristics of the unpassivated diode by
using the current obtained after 120 seconds at each bias, for
several diode temperatures.

I = IS exp

(
V − IRS
Vthn

)
. (5.2)

Values of n = 1.8 and a reverse saturation current Is = 1.91×10−2 A/cm2

are extracted. This indicates that, although the H2O2 passivation dramat-
ically reduced the time transient in reverse-bias regime, the effects of recom-
bination are still prominent in these mesa diodes. This observation is in line
with the results from the characterization of the diodes in the first sections,
which are based on the same GeSn/Ge layers.

Large current transients in unpassivated diodes

The large transients observed in reverse bias in the absence of passivation
are several times larger than the values measured on diodes passivated by
an H2O2 dip. After an initial fast growth of the measured current, follows a
much slower reduction of the measured current (see Fig. 5.20). We therefore
performed measurements at a fixed bias of −2 V for increasingly long times
in order to try and reach a steady value for the current. No stable value
could be reached, though, even after applying the −2 V bias for as long as
12 hours.

We subsequently attempted to reconstruct I-V characteristics for the di-
odes from the current obtained after leaving the diode biased for preset time
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durations. Figure 5.23 shows these reconstructed I-V characteristics, with
three different waiting times before recording the current value: 1 second,
5 minutes and 20 minutes. The results show that, especially for reverse bi-
ases beyond −1 V, there is a large variation in the shape and values of the
curve depending on the length of time elapsed before the measurement. The
values get more similar between each other as the waiting time increases, as
already observed in the transients for one fixed bias, but repeatable curves
cannot be obtained by waiting even for very long times.

As each measurement also seems to impact the subsequent measure-
ments, we investigated the effects of several repeated transient measure-
ments. The general effect of one measurement on the next is to decrease
the amplitude of the subsequent transient, so we explored the consequences
of changing the conditions applied to the diode in-between the successive
measurements. The procedure is as follows: the diode is biased at −2 V
for 30 minutes (1800 seconds) and then shorted (0 V applied between the
contacts) for a given time tshort before repeating the measurement at −2 V
for 30 more minutes, and so on. The time tshort that the diode is left in
short circuit is increased after each measurement and takes successive val-
ues of 7.5 minutes (450 seconds), 15 minutes (900 seconds), 30 minutes
(1800 seconds), 60 minutes (3600 seconds) and 120 minutes (7200 seconds).
Fig. 5.24 (a) shows those successive transients, where it can be observed that
for the first three measurements (up to 30 minutes at 0 V between meas-
urements), the amplitude of the transient decreases after each new meas-
urement. Starting from resting-times at 0 V of 60 minutes and beyond, the
transients become larger again.

The same experiment has been performed, using resting-conditions that
now consist in biasing the diodes in forward, at +1 V, instead of leaving
them in short-circuit at 0 V. Fig. 5.24 (b) shows this experiment and in this
case, the transients do not decrease in amplitude even for the shortest times
spent at +1 V. They also start to get larger for +1 V biasing times as short
as 30 minutes, half the time required when leaving the diode at 0 V to obtain
the same result.

Biasing of the diode in forward at +1 V obviously enables the recovery of
a transient whose amplitude is similar to or even larger than the initial one.
We therefore measured the current reached after biasing the diodes at −2 V
for 15 minutes, which is done after the biasing of the diode for an increasingly
long time at +1 V. Figure 5.25 shows the results, indicating that a stable
final current cannot be reached, even though the diode has been polarized at
+1 V for up to 2 hours. Successive measurements at −2 V shift the current
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Figure 5.24: Time measurements at −2 V for 30 minutes, (a) with increas-
ingly long time spent at 0 V between successive measurements
and (b) with increasingly long time spent at +1 V between
successive measurements. Inset: zoom on the first 120 s of the
transients.
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Figure 5.25: Evolution of the current reached after 15 minutes at −2 V as a
function of the time that the diodes has been biased at +1 V
before the measurement.

to lower absolute values, whereas biasing the diode at +1 V increases the
current subsequently measured at −2 V in absolute value, but it does so
in a way that can go beyond the initially measured current. Returning the
diode to an “initial” state, free of the influence of the previous measurements,
therefore does not seem possible. This behaviour is, however, another clear
indication of a mechanism of charging and discharging of traps, located in
the native oxide on the sidewalls. Although only qualitative results are
obtained from these measurements, the large transients imply a high trap
concentration and given their very long memory effect, the time constants
of those traps are also expected to be very large.

Effect of temperature and applied bias

In order to further evaluate the properties of those traps and the behaviour of
their related transients, we extended the range of measurement conditions
to include the variation of temperature as well as the dependence on the
reverse-bias applied to the diodes.

A new time measurement protocol has been devised, where the bias
applied to the diode is swept from 0 V to −2 V by steps of 0.1 V. In addition,
after a first measurement at step i, and before going to the next bias step
i+1, the bias is set back to the previous step value i−1, followed by a second
time at the current step i and finally to step i + 1. All steps are measured
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Figure 5.26: (a) Time evolution of the current measurement for biases
switching back and forth by 0.1 V steps up to −2 V, at room
temperature, 250 K and 225 K. (b) Time evolution of the bias
applied to the diode in the experiment depicted in (a).

for 15 minutes and the total measurement takes more than 15 hours. To
better explain the values of the successive bias steps, Fig. 5.26 shows the
time dependence of the applied bias: starting from a time measurement at
−0.1 V, the bias goes back to 0 V, then back again to −0.1 V and on to the
next step at −0.2 V. This procedure allows to characterize the transients
associated with a step bias change of 0.1 V, both from over and below, for
each applied bias between 0 V and −2 V. This measurement procedure,
which lasts up to 15 hours, has been performed at various temperatures.
Figure 5.26 shows the results for three different temperatures of the diode:
room-temperature, 250 K and 225 K.

The transients are relatively small in amplitude at the beginning of each
measurement, which corresponds to low reverse biases. They subsequently
grow in amplitude, especially for the room-temperature measurement. To
better visualize this evolution, we define the amplitude of the transient as

transient amplitude =
peak value - final value

final value
(5.3)

and report it in Fig. 5.27, where “peak value” is the maximum current (in ab-
solute value) measured during that transient and “final value” is the current
measured at the end of the 15 minutes transient. Figure 5.27 clearly shows
that the amplitude of the transients increases with the applied reverse bias
for all temperatures, although the overall amplitude decreases with the diode
temperature. Large transients are observed at room-temperature starting
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Figure 5.27: Amplitude of the transient associated to a 0.1 V bias change
as a function applied bias, for three diode temperatures: room-
temperature, 250 K and 225 K.

from −0.8 V, whereas more and more negative biases are necessary to ob-
tain large transients at 250 K and 225 K. It is also to be noted that, because
of the chosen definition for the transients amplitude, the calculated value
can be zero even though there is a transient, as is the case for transients at
biases above −0.7 V and −1.2 V for 250 K and 225 K, respectively. The
zero amplitude value indeed only indicates that the final current value is the
peak value reached during the transient. In order words, a zero amplitude
points out a monotonously decreasing transient, as opposed to the other,
two steps, transients.

The transients also reach a maximum amplitude for some bias, and this
value shifts to more negative biases for lower temperatures. An unsub-
stantiated explanation for this behaviour could reside in the competition
between the current actually flowing through the diode and the current flow-
ing through the native oxide on the sidewalls. At first and for low reverse
biases, the current that can flow through the actual diode is small, so that
a large current can flow through the native oxide and charge traps located
inside it. The reverse current flowing through the actual diode increases
steadily with the applied bias, though, even on the temporarily passivated
diode (Fig. 5.22). Starting from the bias where the transient amplitude is
maximum, the current in the actual diode might therefore reach a value such
that the electric field applied to the traps in the oxide is actually reduced,
and less of those traps get consequently charged, reducing the transient
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Figure 5.28: Successive 120 seconds long transients between 0 V and −2 V
by 0.25 V steps, for temperatures between 293 K and 240 K.

amplitude. Another possibility could result from the experimental proced-
ure, that only brings the potential one 0.1 V step back before going on to
measure the next transient. Starting from biases of, e.g. −1 V at RT, most
of the traps could have already been charged, or insufficiently discharged
by the 0.1 V step back, to allow the observation of the transient with its
complete amplitude.

An ultimate experiment, consisting in time measurements with mono-
tonously decreasing biases from 0 V to −2 V, with a bias step of 0.25 V
and a duration of 120 s, is shown in Fig. 5.28. The time measurements are
repeated for temperatures from 293 K to 240 K and show, as before, that the
transients amplitude is strongly temperature-dependent. The transients are
very large at room-temperature and their amplitude is considerably reduced
for temperatures as low as 240 K. This measurement allows to calculate an
activation energy for the final current obtained after 120 s at each bias step,
which is displayed in Fig. 5.29.

This activation energy shows a maximum value for biases around −1 V
and decreases for biases beyond that value, in the same way as the transient
amplitude in Fig. 5.27. This activation energy is related to the barrier that
has to be overcome in order to reach the current measured after 120 s.
It therefore makes sense that the maximum activation energy is required
for biases around −1 V, where the transients amplitude are also at their
maximum.
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Figure 5.29: Activation energy of the transients as a function of applied
reverse bias, for temperatures between 293 K and 240 K.

Modelling of the sidewall conduction

Figure 5.30: Schematic of the electrical RC model of the conduction through
the p-GeSn/n-Ge mesa diode as well as the native oxide on the
sidewalls.

Following these experiments and observations, we modeled the assumptive
sidewall conduction mechanism through the oxide by capacitors and resist-
ors in series, as is shown in Fig. 5.30. The addition to the model of a given
RC branch leads to a decaying exponential resulting current IRC , along with
a corresponding time constant τRC of the form: IRC ∝ − exp (−t/RC) =
− exp (−t/τ). To model the presence of a distribution of time constants, the
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Figure 5.31: Modelling of the sidewall conduction through the native oxide
of the mesa diode for a single time constant and a distribution
of exponentials. Inset: zoom on the first 30 s of the transients.

total current is therefore modeled by a sum of exponentials. The initial fast
transient, on the opposite, is modeled by an inductive component with time
constant τRL, inducing an exponentially increasing current component IRL
(see Fig. 5.30). The physical interpretation of this inductive component is
linked to a long transit time of charges across the oxide. The total depend-
ence as a function of time for the current across the mesa diode and native
oxide on the sidewall is therefore expressed as

Itotal(t) = Idiode + IRL +
∑
n

IRCn (5.4)

= Idiode + exp

(
−t
τRL

)
+
∑
τ

− exp

(
−t
τ

)
(5.5)

where Idiode is the current actually flowing through the diode itself and not
through the sidewalls.

Modeling with a single RC time constant, as shown in Fig. 5.31, allows
to fit the early part of the experimental transient at −2 V, but the current
becomes constant much earlier than in the experiment. The best fit for a
single time constant is obtained with a value of τ ∼ 150 seconds. Using a
distribution of time constants ranging from 10 seconds to 106 seconds (∼
10 days) allows to fit the data much better, as shown in Fig. 5.31. Regarding
the initial inductive part of the current, IRL, time constants of the order of
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Figure 5.32: Extrapolation of the exponential fitting of the transient with
a distribution of time constants for 20 days, compared to the
steady current measured at −2 V after passivation with H2O2.

10−3 s are repeatedly obtained. This order of magnitude equates to an
average speed of 0.2 cm/s. It is consistent with values reported for the
transit time of charges through an oxide [203], although those values can
easily differ over of a few orders of magnitude, depending on the parameters
of the oxide.

The steady state current obtained after charging all the capacitors in
the model can also be estimated from the fit. Values several times smaller
than the initial transient current are obtained. Using the distribution of
time constants, an additional constraint can be set on the final current so
that it is equal to the current measured with the diode after passivation.
The model can subsequently be extrapolated over a very long time (days)
to estimate the time necessary to charge all the traps in the sidewalls. A
time period longer than 2 weeks is obtained (see Fig. 5.32), after which one
could hope to be able to measure a current similar to the passivated reverse
current at −2 V.

5.5 Conclusions

In this Chapter, simulations of GeSn semiconducting materials are intro-
duced along with the parameters used in the later calculations. Boron doped
p-GeSn/n-Ge diodes grown by CVD with 5.8% Sn concentration have sub-
sequently been investigated. The measured electrical characteristics reveal
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good-quality diodes, with little effect of the presence of traps in the struc-
ture. An ideality factor at room temperature of 1.2 indicates the occurrence
of limited recombinations. Through temperature measurements and simu-
lations, an activation energy of approximately 0.3 eV is determined for the
reverse saturation current IS , as a result of the presence of recombination
centers in the space charge region.

Simulations indicate that the associated traps are likely to have an en-
ergy level situated around 200−250 meV above the valence band, similar to
the expected energy of Sn-vacancy deep levels. Strong bias-dependence of
the reverse current is also noted, denoting that an additional, field-enhanced
mechanism such as trap-assisted tunneling (TAT) or even band-to-band tun-
neling (BTBT) is also present. The carrier concentration in the Ge layer is
determined by C-V measurements and little frequency dispersion is observed,
in spite of the traps assumed to be present at the GeSn/Ge interface. A link
between the maximum of the capacitance at small forward bias and the
dopant concentration in the GeSn layer is also highlighted by the simula-
tions of the C-V characteristics.

In a second part, the electrical response of unpassivated mesa diodes is
studied. A strong hysteretic behaviour is observed in reverse bias, as well as
large transients when measuring the current flowing through the diodes over
time at a fixed reverse bias. Dipping the diodes in H2O2, which effectively
passivates the diodes by removing the native oxide on the sidewalls, results
in the complete disappearance of the hysteretic behaviour and the transients.

On the unpassivated diodes, several different conditions have been tested
between successive measurements in order to try to obtain repeatable meas-
urements. Shifting of the transients both to larger or smaller currents de-
pending on the applied conditions makes it impossible to obtain a steady,
repeatable response of the unpassivated diodes with usual measurement tech-
niques. The effect of temperature, which is shown to play a role in the
activation of the amplitude of the transient response, is also noted. The
transients are larger for reverse biases beyond −1 V and up to −2 V. A
maximum activation energy is noted for a reverse bias of −1 V, which sug-
gests a competition mechanism between charging of the traps in the native
oxide on the sidewalls and the current flowing through the actual diode.

Finally, modelling of the transient responses with an equivalent electrical
circuit containing a series of RC elements is investigated. A distribution with
continuously spaced time constants is found to be necessary to reproduce
the shape of the transients. Extrapolation of those results along with the
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current value observed on the H2O2 passivated diodes indicates that the
transient response might take over 2 weeks before all traps in the native
oxide on the sidewalls are completely charged and a steady current can be
measured.
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GeSn based MOS structures
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6. GeSn based MOS structures

Accurate characterization of defects states at the interface between oxides
and semiconductors is of tremendous importance for the development of
GeSn-based MOSFETs. Techniques such as the conductance method or
the systematic identification of typical features in C-V curves have been
routinely used with success for the characterization of silicon devices. They
cannot be directly applied to structures made out of new materials such as
GeSn, though, without paying careful attention to the possible difficulties
that arise from their specific material properties.

It has already been shown that in low bandgap materials such as Ge, the
interface trap density can be easily under- or overestimated [141, 137]. The
weak inversion and depletion responses can be easily confused. Moreover,
there are technical constraints linked to the interface trap constants, the ex-
traction of the energy-voltage relationship can be difficult and sensitivity to
high interface trap densities can be lowered. Some of these issues are directly
related to the lower bandgap of the investigated Ge materials. In the conduc-
tance method, for instance, the response due to weak inversion is enhanced
by the stronger interaction of the traps with both minority and majority
carriers. The ability to probe a wider range of energies within the bandgap
for interface trap densities, however, is improved for lower bandgap materi-
als, because the Fermi level can be proportionally moved further within the
bandgap.

The bandgap of GeSn materials is even smaller than that of Ge. It
is therefore expected that those issues will also be present, possibly with
an even larger impact, when applying common characterization techniques
on GeSn MOS structures. Using the numerical simulation tool presented
in Chapter 4, we investigated the key elements in the theoretical electrical
signatures of interface traps in such structures made of small-bandgap mate-
rials under ac regime. The aim is to clarify in a comprehensive way the role
of interface traps in electrical characteristics such as C-V and impedance
spectroscopy, which are dominantly used by all device makers.

After the presentation and discussion of the specific issues related to
the numerical simulations of these structures, the C-V characteristics of
MOS structures in presence of interface traps are investigated in Section 6.2.
Then, in Section 6.3, the conductance method is discussed in the presence
of discrete and extended energy traps. The interface traps time constant is
also examined. The impact of the bandgap energy and other parameters on
the onset of the inversion response is analyzed in Section 6.4. Finally, two
experimental MOS samples are presented and briefly discussed in Section 6.5.
A link between the features observed in the impedance data and the traps
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characteristics is established. More details on these samples are given in
Appendix D.

6.1 Simulation of interface traps in MOS structures

The simulations performed in the following sections are based on the numer-
ical tool detailed in Chapter 4. A few additional remarks pertaining to the
specific modeling of MOS structures are discussed here. First, the oxide is
represented as a very large bandgap material with no doping. This makes it
essentially isolating, while still following the general formalism and behavior
of the numerical simulation of semiconducting materials. The bandgap dif-
ference with the semiconducting material (i.e. GeSn in this case) is assumed
to be evenly distributed between the valence and conduction bands offsets.
This arbitrary choice is allowed by the large bandgap difference between the
oxide and the semiconductor.

Modeling of the traps at the interface between the oxide and the semicon-
ductor is performed by the inclusion of a bulk trap state with a given energy
in the semiconductor bandgap. To make it an interface trap, its spatial
extension is limited to within 3 nm from the interface, on the semiconductor
side. The input density is therefore a volumic concentration, which is inte-
grated over 3 nm to obtain the corresponding surface density of the traps at
the interface.

GeSn materials are known to be inherently p-type materials when they
are undoped, or unintentionally doped. The semiconductor side of the
MOS structure has therefore been assigned a p-type carrier concentration of
1017 cm−3, similar to values measured on other undoped GeSn layers [204].
The bandgap of the GeSn layer is taken as 0.6 eV, corresponding to an ap-
proximate Sn concentration of 5% [64], which is the content expected to be
required to obtain competitive high mobility GeSn materials [177].

The other physical parameters used in the simulations, if not otherwise
mentioned, are listed in Table 6.1.

Numerical convergence of the simulations is sometimes very challenging,
especially for high biases in the presence of high densities of defects at the
interface. This troublesome convergence is directly related to the high vari-
ations of carrier concentrations at the interface, from the accumulation of
charges at the traps to the almost-zero carrier concentration in the oxide.
Low temperatures also make the convergence harder, by further altering the
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Parameter Symbol GeSn value Al2O3 value

Temperature T 300 K

Thickness t 100 nm 14 or 9 nm

Doping concentration NA 1017 cm−3 -

Bandgap Eg 0.6 eV 6.5 eV

Sn content x 5% -

Dielectric constant εr 16.3 9.3

Electron mobility µe 3000 cm2/Vs -

Hole mobility µp 1000 cm2/Vs -

Traps:

Electron capture cross section σps 10−16 cm2

Hole capture cross section σps 2× 10−16 cm2

Table 6.1: Microscopic parameters used for the simulations of MOS capaci-
tor structures.

equilibrium between the Fermi potentials and kBT/q in the exponentials ex-
pressing the carrier concentrations. The simulated curves presented below
are therefore sometimes not entirely complete towards large positive biases,
for some combinations of microscopic parameters.

6.2 Capacitance-Voltage characteristics

C-V characteristics of GeSn materials have been numerically simulated in
the presence of traps, at first arbitrarily located 250 meV above the valence
band, in view of assessing their effect on these C-V characteristics.

Figure 6.1 shows these C-V characteristics for frequencies from 1 kHz
to 5 MHz. The frequency dispersion in the inversion regime, that is typical
of minority carrier, is clearly visible for positive biases beyond +1 V. The
capacitance for negative biases takes a single value, which is indicative of the
accumulation regime. In-between these two points can be noticed a so-called
C-V bump, in the regime corresponding to depletion. This bump shows a
frequency dispersion, albeit a little less pronounced than in the inversion

115



6. GeSn based MOS structures

0 0.5 1 1.5

Applied bias [V]

2

3

4

5

6

7

8

C
ap

ac
it

an
ce

 [
F

m
-2

]

×10
-7

1 kHZ

100 kHz

200 kHz

300 kHz

500 kHz

800 kHz

1.6 MHz

5 MHz

Figure 6.1: Frequency dispersion of C-V characteristics as a function of ap-
plied bias, both in the bump and in the inversion regime. Pa-
rameters for the simulation are listed in Tab. 6.1.

regime. It is attributed to the presence of the interface traps, as will be
shown below.

Several physical parameters can be readily extracted from such a C-V
characteristic [111]. To begin with, the capacitance in high accumulation
is equal to the oxide capacitance Cox. This allows to estimate its thickness
when the dielectric constant of the material is known, or to confirm the
value of that dielectric constant if the thickness is measured, e.g. by TEM
(Transmission Electron Microscopy). The width of the depletion region Wd

can then be determined. The total capacitance at high frequency Chf for
biases beyond the flatband potential Vfb is indeed the series combination of
the oxide capacitance and the depletion capacitance Cs, which reads

Chf =

(
1

Cox
+

1

Cd

)−1

⇔ Cd =

(
1

Chf
− 1

Cox

)−1

. (6.1)

because neither the interface traps nor the minority carriers from inversion
impact the C-V characteristics at sufficiently high frequency.

The depletion width is therefore extracted in a similar way as for a one-
sided pn junction

Wd =
εsε0A

Cd
= εsε0A

(
1

Chf
− 1

Cox

)
(6.2)
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Figure 6.2: Depletion width Wd as a function of applied bias (full line) , ex-
trapolated towards the flatband potential and around potentials
corresponding to the bump in the C-V characteristics (dashed
line).

Figure 6.2 shows the depletion width Wd as a function of applied bias,
calculated from Eq. (6.2) and the 1 MHz C-V curve from Fig. 6.1. The
full line curve reveals a small lessening between 0.6 V and 0.8 V, which is
related to the little bump from the C-V that is actually still partially present
even at high frequency. The curve is therefore extrapolated over that region
(dashed line), and it is also extrapolated towards the flatband potential,
where depletion is not deep enough to successfully apply the relationship,
yet.

The depletion width increases with the applied bias in the depletion
regime, then in the weak and strong inversion regimes where the maximum
value is reached and the depletion width reaches a maximum value. This
depletion capacitance is also directly linked to the bulk majority carrier con-
centration through the same relationship as the one linking the capacitance
and carrier concentrations in pn junctions. In this case, though, the metal
side is regarded as a material whose doping concentration tends to infinity,
and the relation for p ≈ NA reduces to

Wd =

√
2εsε0φs
qNA

(6.3)

where φs = V −Vox is the surface potential, accounting for the potential loss
Vox across the oxide from the total applied bias V . A similar relationship
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Figure 6.3: 1/C2 as a function of applied bias, whose slope is used to esti-
mate the carrier concentration to 1.068× 1017 cm−3.

between 1/C2 and the carrier concentration can be established as for a pn
junction [205]:

C =
dQ

dV
=

dQs
dφs

=
d

dφs
(−qNAWd) =

√
qNAεsε0

2φs

→ d(1/C2)

dφs
=

d(1/C2)

dV
=

2

qNAεsε0
(6.4)

where Qs = Qd is the total charge in the semiconductor, which is mostly
equal to the space charge in the depletion region under these conditions and
in the absence of traps.

Figure 6.3 shows the corresponding 1/C2 curve, with a positive slope
indicating the p-type doping of the semiconductor. The value of the slope
allows to retrieve the input carrier concentration.

Oxide thickness

Figure 6.4 shows C-V characteristics of the MOS structure for three different
oxide thicknesses: 10 nm, 20 nm and 30 nm. The oxide thickness has a
direct effect on the geometric capacitance Cox = εA/tox, which is visible in
accumulation and in the strong inversion regime at low frequency (Fig. 6.4
(a)). The global capacitance values result from the series combination of
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Figure 6.4: C-V characteristics as a function of applied bias for three dif-
ferent oxide thicknesses: 10 nm, 20 nm and 30 nm and two
frequencies: (a) 10 kHz and (b) 10 MHz.

the oxide capacitance Cox and the equivalent semiconductor capacitance Cs
(originating from the depletion layer, the traps or the inversion layer). A
thicker oxide therefore impacts the C-V characteristics such that the overall
values are lower. The low frequency curve is flattened and spreads out
horizontally for a thicker oxide layer, too. The flatband potential Vfb is not
altered, although the inversion occurs more rapidly. This all comes from the
spreading of the applied potential V over the larger oxide layer. Because of
the continuity of the electric displacement field, the potential drop actually
applied over the semiconductor boundaries is therefore lower for a given total
bias V when the oxide thickness tox is larger.

Any displacement away from Vfb is slowed down and accumulation or
inversion occur for larger applied biases. This is therefore also the case for
the interface traps, whose bumps are shifted to higher bias and spread out
horizontally for the thicker oxide thickness. At high frequency, the general
characteristic is dominantly resulting from the depletion capacitance. As it
is much smaller than the oxide capacitance, the series combination of the two
overshadows the oxide capacitance. The impact of its variation is therefore
limited to the value of the accumulation capacitance. As a consequence of
these observations, it can be concluded that although an increase of the
oxide thickness spreads out the C-V characteristics horizontally, it does not
impact the position of Vfb or typical features other than the accumulation
capacitance and the inversion capacitance at low frequency.
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Figure 6.5: C-V characteristics as a function of applied bias for three differ-
ent interface trap densities: 2 × 1010 cm−2, 2 × 1011 cm−2 and
2× 1012 cm−2 as well as in the absence of traps, at a frequency
of 10 kHz.

6.2.1 Interface trap density and energy position

The density of interface traps, Dit, has a direct impact on the C-V bumps
previously observed. Figure 6.5 shows the C-V characteristics at 10 kHz
of three different interface traps densities: 2 × 1010 cm−2, 2 × 1011 cm−2

and 2× 1012 cm−2. C-V characteristics in the absence of interface trap are
also displayed for comparison. The large difference in height of the C-V
bumps for Dit = 2 × 1010 cm−2 and Dit = 2 × 1011 cm−2 is clearly visible.
For even larger densities, Dit = 2× 1012 cm−2, the resulting characteristics
could be mistaken for a perfect capacitance response, in the absence of in-
terface traps, unless it can be directly compared with curves simulated in
the absence of traps, which are clearly different. The strong symmetry of
the curve with large Dit, the value of the minimum and its position too close
to the flatband potential also give it away as being the result of non-ideal
conditions. Caution must therefore be exerted when interpreting a single
C-V characteristic. The analysis carried out hereafter supports in a more
extensive way the need for a cautious approach.

The C-V bumps related to the interface traps are also dependent on
the energy positions of those traps. Figure 6.6 shows the low frequency
(1 kHz) C-V characteristics for three different interface trap energy positions,
located 120 meV, 240 meV and 360 meV above the valence band energy. The
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Figure 6.6: Low frequency (1 kHz) C–V characteristics for different interface
traps energy positions Et relative to the valence band energy and
an interface trap density of 6× 1011 cm−2.

electronic trap states considered are acceptor types, which means that they
do not contribute to the charge when they are empty. This is the case when
the Fermi level is far below them. On the other side, if the Fermi level is
much higher than the trap energy, it will be completely filled and act more
as a dopant than a trap. The capacitance signal from the traps, that gives
rise to the bumps, only occurs when the Fermi level EF is close to the trap
energy level Et. Under that condition, the ac modulation of the Fermi level
will modify the occupancy of the traps. The change in stored charge will
therefore result in a capacitance signal, as per the definition of the small-
signal capacitance C = dQ/dV . The maximum capacitance signal appears
for the condition EF = Et.

This direct relation between the traps energy and the position of the C-V
bumps is shown in Fig. 6.6. As the traps are located further away from the
valence band, the bump positions are shifted to more positive biases. This is
related to the applied bias required to reach the condition EF = Et, which
occurs in the deeper depletion regime, or even towards the weak and strong
inversion regimes for traps located above the others in the bandgap.

Trapped charges in the oxide

As previously observed, the oxide thickness does not influence the flatband
potential. This is the case when a perfect oxide is assumed. The effect of
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Figure 6.7: Microscopic carrier concentrations at the interface between the
oxide and the semiconductor.

trapped charges in the oxide layer is analyzed here. We now consider elec-
tronic trap states located 2 nm from the interface, over a length of 2 nm
as well (see Fig. 6.7 for the microscopic charge concentrations). The intro-
duction of such traps in the oxide does not change anything to the situation
concerning the leakage of current through the oxide. The numerical model
in use does not include any conduction through the traps and as there are
no free charges in the modeled oxide, conduction still cannot happen. These
traps, located in the oxide layer, are able to generate fixed charges only.

When they are filled, they induce a fixed charge in the oxide

Qox = −qNox
t d

ox
t ' −3.2× 10−8 C/cm2 (6.5)

which results in a potential shift ∆V = Qox/CQ where CQ = εoxε0A/dox is
the geometric capacitance due to the distance dox between the charges and
the gate contact. In our case, with an average distance of dox = 12.5 nm, the
value of this capacitance would be CQ ' 6.59× 10−7 F/cm−2. The flatband
potential Vfb is therefore altered as

Vfb+Qox = Vfb −
Qox

CQ
≈ 0.05V. (6.6)

Figure 6.8 shows the C-V characteristics with and without fixed traps
in the oxide, which indicate that the flatband potential shift is similar to
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Figure 6.8: C-V characteristics without traps and with a 1018 cm−3 concen-
tration of fixed traps in the oxide.

the calculated shift. No effect is observed, though, on the bump’s height or
position, beyond that of the Vfb shift.

In structures containing fixed charges in the oxide like these, a shift in
the value of Vfb is therefore expected. Moreover, a variation of the oxide
thickness will now incur a flatband potential shift, because the capacitance
associated with the fixed charges will change together with their distance
from the gate surface.

6.2.2 Effect of temperature

The temperature is expected to impact both the response of the traps and
the response of the minority carriers. We therefore performed simulations
for temperatures ranging from T = 300 K down to T = 100 K.

Figures 6.9 (a) to (d) show the influence of the temperature on the C-V
characteristics at four frequencies: 10 kHz, 100 kHz, 1 MHz and 10 MHz.
The impact of temperature on the minority carriers is clearly visible in the
high frequency characteristics. Although the higher temperature curves for
300, 290 and 270 K were are distinguishable at 10 kHz, they become dis-
cernable at the 100 kHz or the1 MHz frequency. This confirms that the
cut-off frequency of the minority carriers decreases with the temperature.
As the numerical model does not include a variation of the mobility with
the temperature, this effect is only related to the temperature dependence
of the band-to-band recombination rate of minority carriers.
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Figure 6.9: C-V characteristics as functions of applied bias for tempera-
tures between 100 K and 300 K and frequencies from 10 kHz
to 10 MHz.
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Similarly, frequency dispersion in the bump occurs for lower frequencies
at lower temperatures, too. This is related to the temperature dependence
of the trap emission rate

ep = σp v
th
p Nv e

−
Et − EV
kT ∝ e−1/T (6.7)

In accumulation, the main difference with the other curves can be ob-
served for the T = 100 K curve, which has a larger accumulation capaci-
tance. This likely originates from a faster transition between the depletion
and accumulation regimes at this low temperature. The other accumula-
tion curves have not yet reached the oxide capacitance (588 nF/cm2) and
would need a larger negative bias to do so. This enhanced transition at
low temperature results from the lower carrier concentration because of the
temperature dependence of the Maxwell-Boltzmann statistics, which carries
a mostly exponential behaviour as well [111]:

p = 2

(
2πm∗hkT

h2

)3/2

e
−
EF − EV

kT ∝ e−1/T (6.8)

6.3 The conductance method

In this Section, the characterization of interface traps with the conductance
method will be investigated. Indeed, it is difficult to extract quantitative
information from C-V characteristics in the presence of traps without the
knowledge of other parameter values such as, e.g., the oxide thickness. The
conductance method has no such limitations, but the information extracted
from this technique can suffer from other side effects, such as in particular
the inversion response. The effect of energy position and extension within
the bandgap has therefore been assessed.

The general principles of the conductance method have been developed
in Subsection 3.4.2 from Chapter 3 (page 21). They are based on the mea-
surement of the parallel conductance Gp as a function of angular frequency
ω. For each bias applied to the MOS structure, the curve of Gp(ω)/ω shows
a maximum for a given frequency. The value of that maximum, (Gp/ω)max,
is directly linked to the interface state density at the energy corresponding
to the position of the Fermi level for that bias. Figure 6.10 shows a 2D map-
ping of Gp(ω)/ω as a function of frequency and applied bias for interface
traps located 200 meV above the valence band energy. For each bias value,
there is a maximum in the curve of Gp(ω)/ω as a function of frequency. For
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Figure 6.10: Two-dimensional mapping of the parallel conductance (Gp/ω)
as a function of frequency and applied bias for interface traps
located 200 meV above the valence band energy.

a given bias, the peak value of Gp(ω)/ω is higher than all others. This peak
value will later be shown to correspond to a Fermi level energy of 200 meV
and, according to the theory of the conductance method [127], its height is
directly related to the trap density of 6× 1011 cm−2.

In order to first further illustrate the method and get a better feeling of
its operation, qualitative parallel conductance mappings with a few differ-
ent interface traps situations are displayed in Fig. 6.11. The first column,
Fig. 6.11 (a), (c) and (e), shows the impact of the trap energy position in
the bandgap. The trap energy extensions are constant and relatively nar-
row, with ∆Et = 10 meV and three energy positions are represented: (a)
300 meV, (c) 250 meV band and (e) 200 meV above the valence band. On
those maps, a yellow region of highGp/ω values can be observed, correspond-
ing to the peak conductance response of the traps. This peak maintains a
similar shape over all three maps, but it is shifted both as a function ap-
plied bias and frequency when the trap energy position is modified. This
illustrates clearly the theoretical relationship between peak frequency and
the energy position: as the traps are located further away from the valence
band, their peak frequency is reduced. This frequency dependence will be
further discussed in Subsection 6.3.3, devoted to the interface traps time
constant. The relationship with the applied bias is also readily explained:
when the traps are located lower in the bandgap, the bias corresponding to
the maximum Gp/ω values is low, because the Fermi level required to probe
the traps is also low, then. Conversely, for traps located farther away from
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(a) (b)

(c) (d)

(e) (f)

Figure 6.11: 2D map of the conductance Gp/ω as a function of both the
frequency and applied bias V , for trap energy extensions ∆Et =
10 meV and (a) Et − Ev = 300 meV, (c) Et − Ev = 250 meV,
(e) Et−Ev = 200 meV, and for Et−Ev = 200 meV and energy
extensions (b) ∆Et = 100 meV, (b) ∆Et = 50 meV and (f)
∆Et = 10 meV.
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the valence band, a higher bias is necessary to move the Fermi level up to
the traps energy level, where it is able to modulate their occupancy.

In the second column of Fig. 6.11, the trap energy position is fixed and
centered around 200 meV above the valence band. It is now the extension
of the traps energy distribution that is varied from (b) ∆Et = 100 meV to
(d) ∆Et = 50 meV and finally (f) ∆Et = 10 meV. As the energy position
of these traps is constant, the centers of the regions of high Gp/ω values
remain at the same location, both in terms of frequency and applied bias,
for all three cases. The only visible variation affects the shape of the regions
of maximum values. These regions spread out as the energy distribution
enlarge, with the yellow region in map (b) (∆Et = 100 meV) being much
more widespread than in map (f), corresponding to the thinner distribution
(∆Et = 10 meV).

electron energy

Ec

EV

oxide

3nm

600 meV

180 meV
240 meV

360 meV

EF

300 meV

420 meV

Figure 6.12: Schematic of the interface states with energies from 180 meV
to 420 meV above the valence band energy.

6.3.1 Discrete energy levels

Discrete trap energy levels have first been investigated with the conductance
method. These traps are modeled as a thin (3 nm) layer on the semicon-
ductor side of the interface. The traps energy states extend over 6 meV
within the bandgap (which is about 1% of the bandgap size) so as to obtain
quasi-discrete energy levels.

The effect of the energy position of the traps is evaluated, with traps
located at various energy positions within the bandgap. The traps have an
energy distance from the valence band ∆Et comprised between 180 meV
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Figure 6.13: (Gp/ω)max (with respect to the frequency) plotted as a function
of applied steady state bias for various energy positions within
the bandgap and two different interface state densities.

and 480 meV, as schematically represented in Fig. 6.12. An interface trap
density Dit = 6 × 1011 cm−2 is considered. From the numerical simulation
of the complete conductance response, the maximum value of Gp/ω as a
function of frequency is selected and this (Gp/ω)max value is plotted as a
function of applied bias in Fig. 6.13. The results show that for each trap
energy position, the applied bias for which the maximum of (Gp/ω)max is
reached shifts towards more positive values with Et − Ev. This directly
derives from the value of the Fermi level required to probe each trap energy,
which requires increasingly high dc biases to be reached.

Comparing with the simulated Fermi level resulting from each applied
bias confirms that the maximum of (Gp/ω)max is systematically obtained for
a bias value that corresponds to a Fermi level equal to the trap energy level.
Using the relationship giving the interface trap density Dit as a function of
(Gp/ω)max,

Dit = K
(Gp/ω)max

Aq

where A is the section area and K is an empirical value which we fitted to
the data, the input interface trap density can be recovered from the height
of the (Gp/ω)max peaks.

The applicability of the relationship is confirmed only for interface trap
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energies close to the middle of the gap energy, though, i.e. between Et −
Ev = 240 meV and Et − Ev = 420 meV. For biases starting from Et −
Ev = 420 meV, the conductance response increases strongly, regardless of
the trap concentration or energy. For those trap energies, the conductance
response is dominated by the inversion response. This response originates
from the transitions between the trap states and the conduction and valence
bands, and starts to occur for biases corresponding to those trap energies.
The traps whose energy position requires such dc biases are therefore not
accessible through the conductance method. This is obviously the case for
the Et − Ev = 480 meV energy level in Fig 6.13, as there is even no peak
value anymore.

Traps that are too close to the valence band, on the other hand, cannot
be detected either. This is the case for the Et−Ev = 180 meV trap level. The
initial Fermi level position at 0 V is indeed such that those traps are already
at least partially activated. The oscillations of the Fermi level therefore
cannot modulate those traps occupancy to their maximum, and the direct
relationship between the (Gp/ω)max and Dit values is lost.

These findings already demonstrate the limitations that occur in the
extraction of Dit with the conductance method. The impact of the inversion
response is particularly strong, as it can restrain not only a correct extraction
of the Dit, but also prevent the mere detection of the corresponding traps.

The influence of the actualDit value is subsequently gauged. Densities in
a 1 : 2 ratio are used, namely 6×1011 cm−2 and 1.2×1012 cm−2. Figure 6.14
shows the immediate effect of those two different interface trap densities on
the conductance. It is obvious that the height of the (Gp/ω)max peaks scales
proportionally when the interface trap density is doubled. For a given trap
energy position Et − Ev, the bias corresponding to the peaks is shifted to
more positive values when the Dit increases, though. The origin of this
shift resides in the movement of the Fermi level with the applied bias, which
moves more slowly towards the top of the bandgap interface when the trap
density is increased.

The actual Fermi level corresponding to a given applied bias is part of
the microscopic quantities provided by the simulations. The effect of the
interface traps positions on the connection between the applied bias and the
actual Fermi level can accordingly be characterized. Figure 6.15 shows that,
although the EF − V relationship is initially linear, the presence of traps at
a certain energy level induces a lag in the evolution of the interface Fermi
level as a function of the applied bias. This lag occurs at small biases for
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applied in Fig. 6.14) for various energy positions within the
bandgap and two different interface state densities.

Et−Ev = 240 meV, whereas it starts to occur at biases larger than ∼ 0.6 V
for Et − Ev = 480 meV. This confirms that the lag of the Fermi level is
directly related to the presence of the traps. Indeed, as the Fermi level
crosses a trap level, those traps get filled with electrons and the Fermi level
is maintained at that value until they are completely loaded with electrons.
This effect is, of course, intensified by the Dit value. As there are more traps
to be filled, the lag of the Fermi level is even more pronounced.

In order to clarify this effect on the peaks positions of the conductance
method, the same (Gp/ω)max curves as in Fig. 6.14 have been plotted again.
This time, though, they are displayed as a function of the interface Fermi
level obtained from the data of Fig. 6.15. Figure 6.16 shows that the peaks
corresponding to the same trap energies but different Dit values are now
located at an identical x-position. This confirms that the shift previously
observed in Fig. 6.14 for two interface trap densities and a same trap energy
level was due to the hindering of the Fermi level displacement, resulting from
the charging of the interface traps.

These results indicate that the energy position of the traps cannot be
immediately deduced from the applied bias, as this position with respect to
the bias depends on the density of those traps. The energy position of the
detected traps must therefore be determined in another way, namely as a
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Figure 6.17: Schematic of the interface states with energies extending over
an increased energy range ∆Et, centered around the mid-gap
energy.

function of the conductance response peak frequency.

6.3.2 Extended energy distributions

Traps in real devices are not always located at discrete energy positions in the
bandgap, so we also investigated interface traps with more widespread energy
ranges. Those traps possess the same spatial extension on the semiconductor
side of 3 nm, as before. Their energy extension ∆Et, though, now increases
from 6 meV to 180 meV, as schematically represented in Fig. 6.17. In order
to isolate the effect of the traps energy extension, the trap distribution is
centered around the mid-gap energy, 300 meV above the valence band, for
all cases. The narrowest distribution extends over ∆Et = 6 meV, which
corresponds to trap spread out from 297 meV to 303 meV above the valence
band. The widest distribution of traps is ∆Et = 180 meV, in which case the
traps extend from 210 meV to 390 meV above the valence band.

Figure 6.18 shows the (Gp/ω)max curves of the conductance method as a
function interface Fermi level energy for these increasingly widespread trap
energy distributions. The width of the (Gp/ω)max peaks is broadened, indi-
cating that the interface traps are distributed at energies gradually farther
from the middle of the bandgap. The maximum values of (Gp/ω)max as a
function of Fermi level energy, though, remain at the same position for all
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Figure 6.18: (Gp/ω)max (with respect to the frequency) plotted as a function
of Fermi level at the interface for trap energies centered around
the middle of the bandgap and increasingly widespread energy
distributions.

trap distributions. Identical interface traps concentrations do not result in
the same (Gp/ω)max values for all energy extensions, though. Different inter-
face traps densities have therefore been used, so that they lead to identical
(Gp/ω)max values, for the clearness of Fig. 6.18.

The values of (Gp/ω)max for a constant interface trap concentration in-
deed vary slightly with the energy extension. Figure 6.19 shows the relative
variation of the (Gp/ω)max values as a function of trap energy extension, as
compared to the narrowest distribution of 6 meV. The difference can be as
high as 80% for the widest distribution, ∆Et = 180 meV as compared to the
thinnest extension, ∆Et = 6 meV. This observation indicates another limi-
tation on the accuracy of the extracted Dit value, as a unique K parameter
cannot be used for all trap energy distributions.

In order to evaluate whether a direct relationship between the Dit value
and the conductance response can still be found with traps extending over
a wide energy range, we consequently simulated the conductance response
of interface traps with an intermediate extension of 120 meV within the
bandgap. As before, various energy positions within the bandgap are con-
sidered. The same shift in the applied bias versus interface Fermi level as
in Fig. 6.14 was obviously still present, so we directly plotted the values of
(Gp/ω)max as a function of interface Fermi level in Figure 6.20. Two dif-
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Figure 6.19: Relative variation of the value of (Gp/ω)max (with respect to
the frequency) plotted as a function of the interface trap energy
extension for a constant interface trap density, compared to the
value of (Gp/ω)max for the thinnest extension, 6 meV.
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Fermi level at the interface for trap energies extending almost
over the whole bandgap. Various trap densities are displayed.

ferent interface trap densities are displayed, with the dashed lines having
the same trap energy position as the full lines, but with twice as large a
concentration. In the same way as the quasi-discrete trap energies, the po-
sition of the maximum of (Gp/ω)max moves to higher Fermi energies when
the traps get closer to the conduction band. The value of that maximum
of (Gp/ω)max is also doubling when the interface trap densities are doubled,
again indicating a direct relationship between the interface trap density Dit

and the peak value of (Gp/ω)max. The main difference is certainly the width
of the peaks as a function of Fermi energy. As these traps are present over
a larger energy range, the corresponding peak in the conductance response
is accordingly wider. These results confirm that the Dit value extracted in
the case of larger trap energy extensions remains proportional to the actual
trap density, although a slightly different K factor is involved.

To complete this investigation, traps extending almost over the whole
bandgap have been considered. Those are present from 6 meV above the
valence band to 6 meV below the conduction band, thus covering 98% of the
bandgap energy. Figure 6.21 shows the value of (Gp/ω)max as a function
of Fermi level energy at the interface for various interface trap densities.
The value of the maximum parallel conductance (Gp/ω)max is almost con-
stant over a large Fermi energy range. That constant value is also increasing
proportionally to the interface trap density, indicating that detection of in-
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Figure 6.22: Fermi level at the GeSn/oxide interface as a function of applied
bias for traps extending over the whole bandgap and various
interface trap densities.

terface traps with the conductance method can still be performed in this
case. Interface traps located close to the valence or conduction bands are
again seen to be unattainable, though. Indeed, the curve corresponding to
the absence of interface traps shows the same increase as the other curves
towards Fermi energies close to the conduction band. This confirms that
this response is not linked to the traps but to the conduction response at
weak, and then high, inversion.

The curves shown in Fig. 6.21 are, again, directly plotted as a function
of the interface Fermi energy. On the original curves as a function of ap-
plied bias, a shift towards higher bias for higher interface traps densities
could indeed be observed. This shift originates from the dependence on the
interface trap density of the relationship between the Fermi level and the
applied bias. Figure 6.22 shows this relationship, where the Fermi level at
the GeSn/oxide interface is plotted as a function of applied bias for various
interface trap densities. This shows that for a given applied bias, the Fermi
level is held back closer to the valence band when the interface trap density
is higher. As opposed to the discrete energy traps, the lag of the Fermi level
does not occur for a restricted range of biases. It occurs from the start, and
the relationship between the applied bias and the Fermi level remains linear.
The interface trap density impacts the slope of that relation, though, which
is lower when the interface trap density is higher.
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Figure 6.23: Gp/ω as a function of frequency for various interface traps cross
sections σ and Dit = 6× 1011 cm−2.

In this section, we probed the application of the conductance method
on low bandgap GeSn materials with various forms of interface traps. The
most noticeable results are the strong impact of the inversion response and
the variable relationship between the applied bias and interface Fermi level.
The effect of the inversion response can, in some cases, totally impair the
extraction of Dit. As for the relationship between the applied bias and
the interface Fermi level, it varies widely with interface traps density and
energy position, and therefore does not allow to accurately determine the
trap energy position.

6.3.3 Interface traps time constant

The interface trap energy position can be estimated from their time con-
stant, though, as is shown in this subsection. But first, for a trap to be
accessible through the conductance method using the standard 100 Hz -
1 MHz frequency range, which is related to the practical instrumental con-
straints, the frequency fit for which Gp/ω is maximum has to be in that
range. This frequency fit depends in particular on the capture cross section
of the traps σ and on the energy difference with the majority carrier band
edge ∆E [127]:

fit =
(
vth σNeff e

(−q∆E/kT )
)
. (6.9)
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Figure 6.24: Evolution of the traps peak frequency fit as a function of the
trap energy position above the valence band ∆E, for 10 meV
wide trap distributions.

Figure 6.23 shows Gp/ω curves as a function of frequency for various
orders of magnitude of the capture cross section σ. For smaller capture
cross sections, the frequency required to reach the peak value (Gp/ω)max
increases. The linear relationship between the capture cross section and the
peak frequency is also clearly observable in this Figure.

The peak frequency of Gp/ω can also be used to calculate the energy
position of the traps from Eq. (6.9). Figure 6.24 shows the evolution of the
peak frequency fit with the energy position of the traps in the bandgap.
These simulations indicate that the relationship remains exponential (lin-
ear in this logarithmic plot) up to traps located 350 meV above the valence
band. For traps beyond 350 meV, their conductance response is overshad-
owed by the inversion response, anyway, so that neither their density nor
energy position can be determined. In situations not affected by this inver-
sion response, though, the simulations confirm that the relationship offers
another way to estimate the energy position being probed in the bandgap,
which is not directly accessible from the value of the applied potential.

The frequency fit also depends on other parameters, such as the thermal
velocity and the effective density of states. Those quantities, in turn, depend
on the temperature, but this dependence is dwarfed by the direct exponential
temperature dependence of the fit. This dependence on the temperature
offers a commonly used possibility to extend the detection range to traps
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whose capture cross section or energy position make them unaccessible at
room-temperature.

6.4 Inversion response of minority carriers

The previous Section revealed the major impact of the inversion response
of minority carriers on the applicability of the conductance method. In the
presence of a non-detected inversion response, theDit value is overestimated.
This section is therefore dedicated to the analysis of the inversion response
dependence on material parameters such as the bandgap energy and the
charge carriers effective masses and mobilities. These simulations support
the interpretation of experimental C-V characteristics performed with high-k
gate stacks on tensile strained Ge or tensile strained GeSn layers [204].

The C-V characteristics of the MOS structure for various bandgap ener-
gies comprised between Eg = 0.4 eV and Eg = 0.8 eV have therefore been
investigated, in order to assess the impact of a low bandgap energy. For each
of those bandgap energies, Fig. 6.25 (a) shows the 1 kHz frequency curve
and Fig. 6.25 (b) shows a higher, 316 kHz, frequency curve.

The effect of the bandgap is clearly confirmed on the low frequency curve,
as the inversion response occurs increasingly fast when the bandgap energy
is smaller. The onset of the inversion response is shifted by as much as
0.12 V for each reduction of 100 meV of the bandgap energy.

At 316 kHz, frequency dispersion already occurs for the bandgap ener-
gies of 0.8 eV and 0.7 eV, partially for the 0.6 eV energy and not yet for
the lower bandgap energies. This indicates that for lower bandgap ener-
gies, the minority carriers remain able to respond to the external bias for
higher frequencies. As Fig. 6.25 (c) shows, the minority carriers are actually
still responding at the 1 MHz frequency, which is typically the maximum
frequency used in CMOS characterizations.

Figure 6.26 shows the effect of the electron and hole effective masses on
the C-V characteristics at 1 kHz for a constant bandgap energy Eg = 0.54 eV.
The impact on the onset of the inversion response, although not as critical as
that of the bandgap energy, is visible. The reduction of the effective mass of
electrons (minority carriers) clearly shifts the onset of the inversion response
to higher potentials, whereas the effective mass of holes (majority carriers)
alters its onset in the same way, but to an even much lesser extent. This
dependence is directly related to the p-type doping of the semiconductor.
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Figure 6.25: C-V characteristics of the MOS structure for various bandgap
energies from Eg = 0.4 eV to Eg = 0.8 eV and (a) 1 kHz
frequency, (b) 316 kHz frequency and (c) 1 MHz frequency.
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Figure 6.26: C-V characteristics of the MOS structure for various combina-
tions of the electron and hole effective masses at 1 kHz and
Eg = 0.54 eV.

Indeed, the inversion regime corresponds to an increase in the population of
minority carriers, which are therefore electrons in this case.

The influence of both the majority and minority carriers mobilities has
also been considered. Figure 6.27 shows the C-V characteristics at 1 MHz
and a constant bandgap energy Eg = 0.54 eV for different combinations of
hole mobility µp and electron mobility µn. The simulations indicate that the
inversion responses increases with higher electron (minority carriers) mobil-
ity. The hole (majority carriers) has no impact on the inversion response.

6.4.1 High-k gate stacks

These observations allow to support the interpretation of experimental mea-
surements performed in [204], where the challenges due to the very low
bandgap with respect to the correct electrical characterization of Ge(Sn)/high-
k MOS capacitors are highlighted.

Both strained Ge and strained GeSn layers with 6% Sn content are com-
pared with a reference Ge virtual substrate (VS). Two strain levels, namely
1.1% and 1.4%, are considered for the Ge layer and 0.4% tensile strain is
attained for the GeSn layer. Different high-k gate stacks are also deposited:
5 nm Al2O3, 1 nm Al2O3/4 nm HfO2 or 5 nm HfO2. Full details of the
preparation of the samples are available in Ref. [204].

142



6. GeSn based MOS structures

-1 -0.5 0 0.5 1

Applied bias [V]

2

3

4

5

6

7

8

C
ap

ac
it

an
ce

 [
F

cm
-2

]

×10
-7

µ
e
 = 3000 µ

p
=1000

µ
e
 = 1500 µ

p
=1000

µ
e
 = 3000 µ

p
=500

µ
e
 = 1500 µ

p
=500

1 MHz

Figure 6.27: C-V characteristics of the MOS structure for various electron
and hole mobilities at 1 MHz and Eg = 0.54 eV.
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Figure 6.28: C-V characteristics of the MOS structure with a 5 nm Al2O3
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First, as already pointed out by the previous simulations and confirmed
by the adapted simulation of a 5 nm Al2O3 gate oxide in Fig. 6.28, at small
bandgaps, e.g. ∼ 0.54 eV for the 1.4% tensile strained Ge, the inversion re-
sponse is still very strong at high frequency (1 MHz). This can be the cause
of severe imprecisions in the determination of the interface trap density Dit.
Room-temperature C-V measurements have first been performed on the Ge-
VS with the various gate stacks presented above, as shown in Fig. 6.29 (a).
The highest capacitance in accumulation is obtained for the same oxide
thickness of 5 nm and HfO2, as expected from the higher dielectric con-
stant, compared to Al2O3 and Al2O3/HfO2. In these C-V characteristics,
no bumps, related to the presence of interface traps, are observed. Keeping
in mind the care that has to be paid with respect to the interpretation of
results from the conductance method with these materials, the extracted Dit

of 1 × 1012 cm−2 eV−1 for 5 nm Al2O3 and 5 × 1012 cm−2 eV−1 for 5 nm
HfO2 should therefore be regarded as upper limit values.

Figure 6.29 (b) shows that for the 1.4% strained Ge MOS structure,
the inversion capacitance is close to the accumulation capacitance at 300 K
and 1 MHz. With the effect of strain in Ge, the weak inversion, related
to minority carriers, appears before the depletion, which is related to the
majority carriers. The inversion therefore occurs at smaller applied bias and
becomes stronger when the bandgap energy decreases, i.e. when the strain
in the Ge layer increases, for instance. As already demonstrated in the
previous simulations, the minority carriers remain able to follow the applied
bias frequency, too, up to 1 MHz.

The temperature dependence of the C-V characteristics for HfO2 gate
stacks is explored in Fig. 6.29 (c)-(f). At lower temperatures, the reduced
inversion response qualitatively translates into a steeper slope in depletion.
At these low temperatures, the extracted Dit values are restricted to a range
of energies closer to the band edge, though [204]. At 80 K, Dit values of
4.1 × 1012 cm−2 eV−1 for HfO2 on 1.1% strained Ge and as low as 2.9 ×
1012 cm−2 eV−1 for the strained GeSn MOS structures are extracted.

Semiconductor bandgaps increase when the temperature decreases. The
direct bandgap energy of Ge is about 0.8 eV. The bandgap energy of bulk
Ge increases by about 0.07 eV when the temperature goes from 300 K down
to 80 K. Assuming the same temperature dependence of the bandgap for
strained Ge and GeSn, we note the same C-V characteristics for the 1.1%
strained Ge (Fig. 6.29 (c)) and strained GeSn (Fig. 6.29 (e)) at 80 K, which
are close to that of the Ge-VS at RT. Similarly, for 1.4% biaxial tensile
strained Ge, the bandgap energy increases from 0.54 eV to 0.63 eV when
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Figure 6.29: (a) C-V curves of different high-k stacks on Ge-VS measured
at 1 MHz and 300 K. Frequency dispersion is shown in inset;
(b) comparison of C-V at 1 MHz for 5 nm HfO2 on Ge-VS
and on 1.1% and 1.4% strained Ge, respectively. (c) Effect of
frequency on the C-V response for 1 nm Al2O3/4 nm HfO2/Ge
(1.1% strain) structure at 80 K. (d-f) Temperature dependence
of 1 MHz C-V characteristics for 5 nm HfO2 on (d) Ge-VS,
(e) strained GeSn (0.4%) and (f) strained Ge (1.4%). Figure
reproduced courtesy of Wirths et al. [204].
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the temperature drops from 300 K to 80 K. As a consequence, the inversion
response should also be less pronounced, as opposed to the strong inversion
response that is still present in Fig. 6.29 (f). The investigation of the ef-
fect mobility on the inversion response through the simulations allows to
suggest an interpretation. Indeed, as it has been shown that the inversion
response increases with the electron (minority carriers) mobility (Fig. 6.27),
the difference observed in Fig. 6.29 (f) is an indication of enhanced electron
mobility in Ge under tensile strain, in addition to the bandgap narrowing
effect.

6.5 Equivalent circuit analysis of GeSn capped MOS
structures

Direct deposition of high-k oxides, such as Al2O3, on GeSn is indeed asso-
ciated with a high interface traps concentrations [206, 207]. A good quality
IL is therefore necessary, which is usually obtained by deposition of a Ge
or Si cap layer [83, 200]. It is subsequently oxidized in order to obtain the
final IL. Several IL materials have been suggested, such as SiO2, Ge, GeO2

or GeSnO2.

In this Section, we discuss the characterization of GeSn MOS struc-
tures with two different interfacial layers (IL): GeO2 and GeSnO2. As these
samples show a high leakage current through the oxide, which cannot be
accounted for by our numerical model, the associated simulation tool is not
easily used in this situation. We will, instead, build an equivalent electrical
circuit model, which is fitted to the impedance measurements performed on
the samples. This method allows to deduce information on the traps that
are expected to be present in the two GeO2 and GeSnO2 structures.

6.5.1 Samples

The samples consist in MOS capacitor structures based on a thin GeSn layer
grown on top of a Ge virtual substrate on a Si wafer. The GeSn layer is
grown at 320 °C by CVD in an ASM-Epsilon™-like reactor, using Ge2H6 and
SnCl4 precursors. The GeSn layer is 30 nm thick and the Sn concentration
is 7%. The Ge virtual substrate is 1 µm thick. A thin layer of Germanium
oxide is subsequently grown by Molecular Beam Epitaxy (MBE), with or
without a Sn source during the growth, resulting in the fabrication of two
different samples, one with a GeO2 layer and one with a GeSnO2 layers.
Neither the GeSn layer or the Ge layer are intentionally doped. A 9 nm
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Figure 6.30: Schematic of the experimental MOS structure with GeSnOx or
GeOx interfacial oxide layers.

Layer GeOx GeSnOx

Ge 220− 230 nm 250 nm

GeSn 38− 44 nm 41 nm

Al2O3 14− 14.5 nm 13− 14 nm

Table 6.2: Layer thicknesses in the sample structures, as measured by TEM.

Al2O3 layer is then grown on both samples, with a Ni gate to contact the
structure (see Fig. 6.30).

TEM inspection reveals no visible structural defects of the GeSn and
Ge layers. Only threading dislocations are present at the Ge/Si interface.
The GeOx and GeSnOx layers cannot be observed on the TEM microscopy,
although their impact will be shown to strongly affect the electrical charac-
teristics. Moreover, vacancies are visible in the oxide, which could lead to
the presence of border traps. Finally, the actual thicknesses of the layers
have been measured and are reported in Table 6.2. The Ge layer is actually
much thinner than intended, whereas the GeSn layer is a little bit thicker
than expected.

Temperature dependent DLTS measurements enable to estimate the ac-
tivation energy and capture cross section of possible defects in those sam-
ples. In the sample with the GeO2 oxide, two bulk defects are detected:
one at with an activation energy Et − Ev = 143 meV and another with
Et − Ev = 291 meV. The first one is associated with point defects and an
estimated capture cross section of 6.8 × 10−16 cm2, while the second one
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Activation energy
(Et − Ev)

Defect type Capture cross section

143 meV Point defect 6.8× 10−16 cm2

291 meV Threading dislocation 1.1× 10−15 cm2

289 meV Interface or border trap 7.3× 10−17 cm2

365 meV Interface or border trap 5.7× 10−17 cm2

Table 6.3: DLTS information on the traps in the two MOS samples, as de-
termined in Ref. [29].

is related to threading dislocations and its capture cross section is around
1.1× 10−15 cm2. Two more traps are detected by the DLTS measurements,
which are assumed to be either interface traps or border traps, i.e. traps
located in the oxide, close the interface with the semiconductor. Possible
activation energies for those two interface traps are 289 meV and 365 meV.
The detection of those trap energies results from measurements on the GeO2

sample, but DLTS measurements on the GeSnO2 sample revealed similar
activation energies, although their concentration is expected to be higher
than in the GeO2 sample. The much larger leakage current observed in
the GeSnO2 samples also tends to confirm the presence of a raised traps
concentration in this sample. The results [29] are summarized in Table 6.3.

6.5.2 Impedance data and electrical model

Impedance measurements have been performed on both samples as a func-
tion of temperature, from T = 80 K to T = 200 K. Both the amplitude of the
real and imaginary parts of the impedance decrease when the temperature
increase. This is the case for the GeO2 as well as the GeSnO2 sample, al-
though the variation is much larger in the case of the GeSnO2. Figures 6.31
(a) and (b) show that the peaks in the reactance (X) and the plateaus in
the resistance plots are also less visible at high temperature than at, e.g.,
T = 80 K.

An equivalent electrical model is then constructed. Various models have
been envisioned (see Appendix D) but only the best fitting model is discussed
here and schematically represented in Fig. 6.32. This model comprises the
minimum number of elements to account for all expected properties of the
sample, although it already involves as much as 7 elements. Those are the
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Figure 6.31: (a) Resistance R (real part of the impedance) and (b) oppo-
site of the reactance X (imaginary part of the impedance) of
both GeSnO2 (full lines) and GeO2 (dashed lines) samples as
a function of frequency, for temperatures between 80 K and
200 K.
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Figure 6.32: Equivalent electrical model for the GeSnOx sample.

oxide capacitance Cox and a parallel resistance Rox to account for leakage
through the oxide. In series with these two elements is the parallel couple
of the depletion capacitance Cd and accompanying resistance Rd. In order
to model the presence of interface traps, an RtCt series couple is added in
parallel to the depletion capacitance. Finally an Rs resistance is added in
series with the whole model to account for the series resistance through the
bulk of the semiconductor, the contacts, and the external wires.

Figures 6.31 (a) and (b) show the cut-off frequencies and peaks. The
peaks that are visible in the imaginary part of the impedance are therefore
related to capacitance components in the samples, in particular the depletion
capacitance and the capacitance related to the presence of interface traps.
The corresponding steps in the real part of the impedance are also visible
and are related to the transition of the conduction pathway being directed
from some branches in the equivalent model to other ones.

As the impedance features are best observed at low temperatures, this
electric model is fitted to the impedance data at 90 K and the result is
shown in Fig. 6.33. The values of the components obtained from the fitting
are: Rox = 5.67 kΩ, Cox = 5.31 × 10−2 nF, Rd = 17.1 kΩ, Cd = 3.48 nF,
Rt = 5.46 kΩ, Ct = 8.78 nF and Rs = 277.7 Ω. While the impedance
data is only available up to 1 MHz, the modeled impedance is plotted up
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Figure 6.33: Fitting of the equivalent electrical model to the impedance data
of the GeSnOx sample at 90 K and 0 V bias.

to 10 MHz to show the complete reactance peak and the resistance plateau
at high frequency. From the extracted parameters, the characteristic time
of the defects is τit = RtCt = 4.8 × 10−5 s. Setting the oxide resistance
Rox to infinity in the equivalent model, leakage conduction through the
oxide is removed and the corresponding cut-off frequency tends to zero. The
decomposition of the distinctive contribution of the components in the model
to the total impedance then allows to distinguish between the reactance
peaks related to the depletion and the traps. This removal of Rox also
allows to compare the impedance spectrum with simulations involving a trap
state. The similar resulting impedance curves confirm the hypothesis of the
presence of a trap state with the mentioned time constant. More details
on the analysis of the various electrical circuit model on these samples are
provided in Appendix D.

6.6 Conclusions

In this Chapter, the consequences of materials such as GeSn, with a small
bandgap as compared to Si, on the electrical properties and the applica-
tion of interface traps characterization techniques in MOS structures are
investigated.

C-V characteristics are first explored. Properties that can be extracted
from typical C-V characteristics are demonstrated and the impact of the
presence of interface traps on those characteristics is assessed. Parameters
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such as the density of traps, their energy position in the bandgap, the pos-
sible presence of fixed charges in the oxide and the effect of temperature
are investigated. Charges in the oxide are shown to shift the Vfb value, in
particular.

As a subsequent step, the conductance method is examined as it is ap-
plied to GeSn materials. Interface traps with discrete energy levels and
extended energy distributions are reviewed, highlighting one of the main is-
sues of the method, which is the confusion of the inversion response with
the expected conductance response related to the Dit value. This is shown
to lead to inaccurate extraction of the Dit value and even, in some case, to
totally impair the detection of interface traps. The variation of the inter-
face Fermi level with the applied bias depends strongly on the presence on
interface traps and their concentration. The key parameters affecting the
interface traps time constant are then discussed, as well as their ability to
estimate the interface energy position.

The specific conditions leading to an enhanced or reduced inversion re-
sponse are then explored. The impact of a reduced bandgap energy is shown
to increase the inversion response. The effect of the charge carriers mobili-
ties and effective masses is also noted. This information is subsequently used
to contribute to the interpretation of experimental C-V characteristics from
strained Ge and strained GeSn layers. They allow to distinguish the origin
of an enhanced inversion response and reveal the presence of higher mobil-
ity carriers in strained Ge (1.4%) layers by attributing a strong inversion
response at 80 K to this enhanced carrier mobility.

Finally, experimental MOS structures with two different oxide interlayers
are presented and impedance measurements are performed on them. Fitting
of an electrical model to this data results in the obtention of electrical pa-
rameters related to the physical elements of the sample and the detection of
the presence of a trap level. A characteristic time for the interface traps is
determined from those values.
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Chapter 7

Conclusions

In this work, the impact of electron trap states in GeSn materials has been
assessed by electrical characterization methods. Alloying Sn with Ge in
GeSn semiconducting heterostructures naturally leads to a relatively large
concentration of structural defects. These can act as electron trap states and,
in combination with the low bandgap of GeSn materials, their influence is
both substantial and potentially difficult to evaluate.

Two main types of semiconducting structures were investigated: p-GeSn/
n-Ge junctions and GeSn based MOS structures. Our goal was to analyze
those systems using a wide range of electrical techniques to deeply under-
stand the impact of electron trap states on the transport properties of GeSn
based materials. Current-voltage characteristics, capacitance-voltage char-
acteristics, admittance spectroscopy and time-dependent measurements of
the electric current were harnessed to extract information from the exper-
imental devices. Numerical simulations allowed to provide interpretations
to those results. Those simulations also made possible the exploration of
the comportment of these structures under a variety of conditions, in order
to highlight the key parameters and their impact on the characterization
of electron trap states in GeSn materials. An additional approach to the
interpretation of experimental results was provided by equivalent electrical
circuits modeling. This technique is best applied to situations where the
numerical simulations cannot be properly performed because of the limiting
modeling hypotheses. The representation of the devices by lumped elements
allowed to reproduce the experimental data to a certain extent. The role
of each element provided helpful information on the microscopic processes
which could induce those transport properties, by analyzing how the varia-
tion of distinct element values affects the resulting characteristics.
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A model based on the resolution of the basic semiconductor equations,
i.e. Poisson’s equation and the charge carriers continuity equations explic-
itly including a rate equation for the trap levels, was developed in Chapter 4.
This method provided a systematic way to evaluate the impact of most phys-
ical properties of trap states, such as their energy position in the bandgap,
their concentration and capture cross section. All microscopic parameters
set as inputs to the numerical simulations can, in theory, be extracted from
the output characteristics, depending on the magnitude of their influence
on those curves. In practical situations, though, only a reduced set of those
parameters is generally relevant to the interpretation of experimental data.
The specific impact of the various remaining quantities on the output char-
acteristics as a function of frequency, applied bias or temperature further
allowed to separate them from each other. Iteratively adapting those rele-
vant parameters values to fit the experimental data enabled the extraction
of the corresponding physical parameter values.

Although numerical simulations through a dedicated software had al-
ready previously been put into use for the characterization of other types of
semiconducting materials, such as III-V compounds, its operation applied
to small bandgap materials involved a code refactoring. The numerical it-
erative procedure to solve the set of equations obtained as a result of the
discretization of the fundamental equations had to be modified in order to
enable proper convergence rates in the case of the specific materials. A differ-
ent numerical library, in particular, had to be used to perform the inversion
of the Jacobian matrix. The convergence rates were tuned, especially in the
case of bias-dependent characteristics simulations. A better guess, based on
the previous bias step converged result, notably had to be used.

7.1 Achievements

7.1.1 GeSn/Ge pn diodes

In the first part of the results, reported in Chapter 5, Boron doped p-GeSn/n-
Ge pn junctions grown by CVD have been investigated, with a Sn content in
the GeSn layer of 5.8%. The I-V characteristics revealed that the diodes were
of good quality, with a reasonable ratio between the currents at +1 V and
−1 V. Little effect of the presence of traps in the structure is initially indi-
cated. The ideality factor at room temperature of 1.2 implies the occurrence
of limited recombinations, though. Temperature-dependent measurements
have subsequently been performed in order to evaluate the activation energy
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of the reverse saturation current Is. An activation energy of 300 meV was
extracted.

Through the simulations of similar structures, this activation energy was
demonstrated to result from the presence of recombination centers in the
space charge region of the diode. A trap level with an energy located between
200 meV and 250 meV above the valence band is shown to be best able to
reproduce the experimental values. This trap energy level is close to the
expected energy of Sn-vacancies deep levels. An indicative concentration
value of 2× 1017 cm−3 was also estimated for the concentration of this trap
level.

A strong bias-dependence of the total reverse current was observed.
These currents larger than the extracted Is values denote the presence of
an additional, field-enhanced, transport mechanism. Based on the small
bandgap energy and the recognized presence of traps, trap-assisted tunnel-
ing or band-to-band tunneling are two possible cases.

C-V measurements performed on the diodes enabled to extract the Ge
substrate carrier concentration. Little frequency dispersion and overall im-
pact of the presence of traps was observed, which is consistent with their
limited spatial extension, close to the GeSn/Ge interface. A link between the
maximum capacitance at small forward bias and the dopant concentration
in the GeSn layer was also highlighted from the simulations, but required
more experimental substantiation to be fully assessed.

The electrical response of unpassivated GeSn/Ge mesa diodes was sub-
sequently investigated. A strong hysteretic behaviour was observed under
the application of a reverse bias. Large transients were also present when
the diodes are set to a fixed reverse bias and the current is measured over
time. These are shown to be the consequence of the presence of native oxide
on the unpassivated sidewalls. Indeed, temporarily removing this oxide by
dipping the diodes in H2O2 eliminates all appearance of the transients and
hysteresis.

The behaviour of the transients on the unpassivated diodes was then ex-
plored, in view of establishing whether information pertaining to the current
actually flowing through the diode can be recovered. The transients were
shifted to both larger or lower currents depending on the conditions previ-
ously applied to the diodes, though. A steady, repeatable response subse-
quently could not be obtained from those unpassivated diodes. Temperature
was shown to impact the amplitude of the transients, and the dependence of
the amplitude with the applied bias is also noted. An activation energy for
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the final current after a determined transient duration was also extracted
from the temperature measurements, which also showed a maximum activa-
tion energy for a bias value of −1 V. A bias dependent competition mecha-
nism between the charging of the traps in the native oxide on the sidewalls
and the current actually flowing through the diode was therefore suggested.

Modeling of the transient response with an equivalent electrical model
circuit was eventually proposed. A combination of several RC couples with
different time constants was advanced, in order to accurately account for the
shape of the transients. The initial fast growing current, on the other hand,
was modeled by an inductive element. This inductive behaviour is linked
with a large transit time of electrons through the native oxide. Extrapolation
of the modeled transient current until it reaches a value equal to that of the
H2O2 passivated diode indicates that filling all the traps in the native oxide
on the sidewalls might take as long as two weeks. Only then would the
transient response be removed and a steady current reached.

7.1.2 GeSn MOS devices

In the second part of the results, reported in Chapter 6, we evaluated the
impact of electron traps in MOS structures made out of small bandgap ma-
terials, such as GeSn, on their electrical properties and the methods usually
employed for their characterization.

We first explored C-V characteristics of GeSn MOS structures in the
presence of interface traps. The extraction of traps properties from typical
features such as the bumps in those C-V curves was demonstrated. Their
dependence on the interface traps energy and density was thoroughly eval-
uated. The influence of the presence of fixed charges in the oxide, although
not altering the C-V bump, was shown to shift the value of Vfb by an amount
that depends on the distance between those traps and the oxide gate. The
deviation of Vfb is therefore even more important when the oxide thickness
is modified.

The application of the conductance method to GeSn MOS structures was
then examined. Discrete energy interface traps were first simulated and the
effect of their energy position and density were analyzed. The interface trap
density was shown to be accessible through the conductance method, with
the exception of traps located at an energy position where the inversion
response starts to dominate their conductance signal. We demonstrated
that the value of Dit could potentially be overestimated and the presence
of interface traps could even be totally concealed by this inversion response.
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Traps with more extended energy distributions were also considered and a
relationship between theirDit and the conductance signal was demonstrated.

The energy position of the traps, though, could not directly be assessed
by the value of the applied bias. The Fermi level displacement with the ap-
plied bias was indeed revealed as strongly dependent on the interface traps
energy and density, thus preventing the estimation of the position of the in-
terface Fermi level for a given applied bias. To determine the energy of the
detected traps, the use of the peak frequency corresponding to the interface
traps time constant was discussed. The peak frequency enabled to success-
fully determine the traps energy, provided that some parameters such as the
interface traps capture cross section are known or accurately estimated. The
accessibility of an interface trap energy because of its corresponding inter-
face trap constant and the related measurement frequency that is required
was also shown.

We subsequently studied the conditions affecting the onset of the inver-
sion response. The reduction of the bandgap energy was found to dramati-
cally enhance the inversion response. The mobility of minority carriers also
strongly impacted the inversion response, while the mobility of majority car-
riers had no such effect. The effective masses also alter slightly the strength
of the inversion response, but to a much lower extent. The knowledge gained
from those simulations was then bestowed to the interpretation of experi-
mental C-V characteristics from strained Ge and strained GeSn layers. They
allowed to explain the origin of the high inversion response found in lower
bandgap materials. The determination of the inversion response dependence
on minority carrier mobility also supported the attribution of a strong in-
version observed in strained Ge (1.4%) layers at 80 K to the presence of an
enhanced carrier mobility in this sample.

Finally, experimental MOS structures with two oxide interfacial layers
were presented: one with a GeO2 and another with a GeSnO2 interlayer.
The strong leakage current of these samples prevented the application of the
numerical modeling software and an equivalent electrical circuit modeling
was performed instead. A model including the presence of a trap state was
shown to best fit to the impedance data, thereby confirming the presence
of such a trap. An increased concentration of traps in the sample with the
GeSnO2 interlayer as compared to the GeO2 interlayer was also observed.
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7.2 Perspectives

Numerous additional investigations could have been performed to further
support and expand the conclusions reached in this work. Some of them were
plainly out of the scope of this work, others could not be completed because
of practical difficulties related to the experimental setups and availability of
suitable samples, or insufficient refinement of the numerical model and, of
course, because of limited time.

In particular, the numerical model could be expanded to take into ac-
count TAT or BTBT. This would provide more insight into the behaviour
of small bandgap materials such as GeSn. The development of a two-
dimensional version of the numerical simulation code has also been initiated
during the course of this research, as it would provide a significant improve-
ment to the range of devices that could be simulated. Three-contact devices
such as full MOSFET transistors could thereby be modeled. This new sim-
ulation code could not progress beyond the resolution of the steady-state
equations, though, because of huge difficulties encountered in obtaining a
resolution process that could converge reliably. Further development of this
code has therefore been halted, so as not to impair the pursuance of other
facets of this work. Completion of this new simulation software, however,
will open up many improved possibilities regarding the simulations of GeSn
based devices.

In the course of this work, the research field related to GeSn materials has
evolved tremendously, but also sometimes changed direction. Although the
focus initially was on transistor devices with improved mobility performance,
the spotlight subsequently turned to optical applications. This shift was
partly related to the recurring difficulties involved in experimental research
to obtain sufficiently defect-free GeSn layers and the breakthrough associ-
ated with the obtention of direct bandgap materials, be it direct bandgap
GeSn or direct bandgap Ge through the strain induced by GeSn or even
SiGeSn materials.

In this regard, an opto-electrical setup was developed as part of this work.
The setup is intended to provide useful capabilities both for the characteri-
zation of electrically active defects and the general optical characterization
of GeSn layers. It consists in a spectrometer and an IR light source coupled
with an IR light detector and a fast electrical current acquisition apparatus.
The goal is to investigate the electrical current collected on a test device
under illumination with a light of variable energy. The properties of traps
located anywhere in the bandgap can thus be probed, this time dealing with
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7. Conclusions

optical capture cross sections instead of the thermal capture cross sections
involved in plain electrical measurements. The setup, although completed
and apt to provide absorption measurements, has not yet been able to be
put into practical use regarding the simultaneous detection of a photocur-
rent related to a given incident light energy, mainly because of non-optimized
sample structures. Once completed, it could provide very interesting com-
plementary information on the defects in GeSn materials.

It is our ambition that this work has provided new and interesting in-
formation on the impact of electronic trap states in GeSn semiconducting
structure. Our numerical simulation tool proved to be a powerful technique
to leverage crucial information on the traps present in GeSn/Ge diodes. We
also hope and expect that our findings will be valuable to other researchers
to better understand the influence of critical physical parameters of inter-
face traps and the way that their accurate characterization can be enabled
or prevented.
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Appendix A

Equivalent electrical model

In this appendix, the analytical expressions for the impedance, admittance
and their real and imaginary parts are developed for various equivalent elec-
trical model circuits.

A.1 Parallel RC and RC series circuits
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A. Equivalent electrical model

A.2 Parallel RC circuit with a series resistance
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A. Equivalent electrical model

A.3 Two parallel RC circuits in series
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A. Equivalent electrical model

A.4 Two parallel RC circuits and a series resistance
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Appendix B

Linearization of the discretized
equations

The procedure of linearization of the discretized semiconductor equations
developed in Chapter 4 is exposed in this appendix. The linearized coef-
ficients of Poisson’s equation (Eq. (4.64)) and electrons (Eq. (4.77)), holes
(Eq. (4.78)) and trapped level (Eq. (4.79)) continuity equations are used in
the Newton method iterations to the solution.

Differentiation is performed using the relations (4.92), (4.93) and (4.94)
in the discrete semiconductor equations.

B.1 Poisson’s equation

Starting from Eq. (4.64):

λ2
0 [ai−1ψi−1 + aiψi + ai+1ψi+1]− ni +N+

D + pi −N−A + n∗t,i = 0 (B.1)

Differentiation of all the terms leads to

λ2
0ai−1δψi−1 + λ2

0aiδψi + λ2
0ai+1δi+1

− ni (δFn,i + δψi)− pi (δψi + δFp,i)− nt,iβi (δψi + δFt,i) (B.2)

and rearranging the terms for each variables, the linearized Poisson’s equa-
tion is obtained:
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B. Linearization of the discretized equations

[
λ2

0ai−1

]
δψi−1 +

[
λ2

0ai − ni − pi − nt,iβi
]
δψi +

[
λ2

0ai+1

]
δψi+1

+ [−ni] δFn,i + [−pi] δFp,i + [−nt,iβi] δFt,i = 0 (B.3)

B.2 Electron continuity equation

From the discrete electron continuity equation (4.77)

2µ
i+1/2
n

hi (hi + hi−1)
[B (ψi+1 − ψi)ni+1 −B (ψi − ψi+1)ni]

− 2µ
i−1/2
n

hi−1 (hi + hi−1)
[B (ψi − ψi−1)ni −B (ψi−1 − ψi)ni−1]

−Rn,i = 0

(B.4)

we define the following quantities, among which are particular values of the
Bernoulli function B, in order to shorten the next expressions,

Mi+1/2
n =

2µ
i+1/2
n

hi (hi + hi−1)

Mi−1/2
n =

2µ
i−1/2
n

hi−1 (hi + hi−1)

B
i+1/2
− = B (ψi+1 − ψi)

B
i+1/2
+ = B (ψi − ψi+1)

B
i−1/2
− = B (ψi − ψi−1)

B
i−1/2
+ = B (ψi−1 − ψi)

B′
i+1/2
− =

dB (ψi+1 − ψi)
d (ψi − ψi+1)

B′
i+1/2
+ =

dB (ψi − ψi+1)

d (ψi − ψi+1)

B′
i−1/2
− =

dB (ψi − ψi−1)

d (ψi−1 − ψi)
B′
i−1/2
+ =

dB (ψi−1 − ψi)
d (ψi−1 − ψi)

which allows to rewrite Eq. B.4 as

Mi+1/2
n

[
B
i+1/2
− ni+1 − B

i+1/2
+ ni

]
−Mi−1/2

n

[
B
i−1/2
− ni − B

i−1/2
+ ni−1

]
−Rn,i = 0

(B.5)

166



B. Linearization of the discretized equations

Differentiation all the terms yields

Mi+1/2
n

[
B
i+1/2
− δni+1 − B

i+1/2
+ δni + B′

i+1/2
− δ (ψi+1 − ψi)ni+1 − B′

i+1/2
+ δ (ψi − ψi+1)ni

]

−Mi−1/2
n

[
B
i−1/2
− δni − B

i−1/2
+ δni−1 + B′

i−1/2
− δ (ψi − ψi−1)ni − B′

i−1/2
+ δ (ψi−1 − ψi)ni−1

]
−δRn,i

(B.6)
The recombination term δRn,i is decomposed, using Eq. (4.22) and (4.21),
into its constituents

δRn,i = δrn,i + δrbb,i

which are further differentiated as

δrn,i = cn (Nt − nt,i) δni − cn ni δnt,i − cn gt nF δnt,i
= cn [ni (Nt − nt,i)− nint,iβi − gtnFnt,iβi] δψi

+cn [ni (Nt − nt,i)] δFn,i
+cn [− (ni + gtnF)nt,iβi] δFt,i (B.7)

δrbb,i = Br (niδpi + piδni)

= Br (−nipiδ (ψi + Fp,i) + piniδ (ψi + Fn,i))

= [Brnipi] δFn,i − [Brnipi] δFp,i (B.8)

with

nF = Nce

Et − Ec
kT (B.9)

Inserting all these into Eq. (B.6) and reordering the terms as a function of
each variable, the following coefficients are obtained:
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B. Linearization of the discretized equations

[
−Mi−1/2

n

(
−Bi−1/2

+ ni−1 − B′
i−1/2
− ni − B′

i−1/2
+ ni−1

)]
δψi−1

+
[
−Mi−1/2

n

(
−Bi−1/2

+ ni−1

)]
δFn,i−1

+0 δFp,i−1

+0 δFt,i−1

+

[
Mi+1/2
n

[
−Bi+1/2

+ ni +
(
B′
i+1/2
− ni+1 − B′

i+1/2
+ ni

)]
−Mi−1/2

n

[
B
i−1/2
− ni −

(
B′
i−1/2
− ni − B′

i−1/2
+ ni−1

)]
−cn [ni (Nt − nt,i)− ni nt,i βi − gt nF nt,iβi]

]
δψi

+
[
−Mi+1/2

n B
i+1/2
+ ni−Mi−1/2

n B
i−1/2
− ni − cn [ni (Nt − nt,i)]−Br ni pi

]
δFn,i

+

[
Br ni pi

]
δFp,i

+

[
cn (ni + gtnF)nt,iβi

]
δFt,i

+
[
Mi+1/2
n

[
B
i+1/2
− ni+1 −

(
B′
i+1/2
− ni+1 − B′

i+1/2
+ ni

)]]
δψi+1

+
[
Mi+1/2
n

(
B
i+1/2
− ni+1

)]
δFn,i+1

+0 δFp,i+1

+0 δFt,i+1 = 0

B.3 Hole continuity equation

From the discrete hole continuity equation (4.78)

2µ
i+1/2
p

hi (hi + hi−1)
[B (ψi+1 − ψi) pi −B (ψi − ψi+1) pi+1]

− 2µ
i−1/2
p

hi−1 (hi + hi−1)
[B (ψi − ψi−1) pi−1 −B (ψi−1 − ψi) pi]

+Rp,i = 0

(B.10)

we define the following quantities
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B. Linearization of the discretized equations

Mi+1/2
p =

2µ
i+1/2
p

hi (hi + hi−1)

Mi−1/2
p =

2µ
i−1/2
p

hi−1 (hi + hi−1)

which allows to rewrite Eq. B.10 as

Mi+1/2
p

[
B
i+1/2
− pi − B

i+1/2
+ pi+1

]
−Mi−1/2

p

[
B
i−1/2
− pi−1 − B

i−1/2
+ pi

]
+Rp,i = 0

(B.11)
Differentiation all the terms yields

Mi+1/2
p

[
B
i+1/2
− δpi − B

i+1/2
+ δpi+1 + B′

i+1/2
− δ (ψi+1 − ψi) pi − B′

i+1/2
+ δ (ψi − ψi+1) pi+1

]

−Mi−1/2
p

[
B
i−1/2
− δpi−1 − B

i−1/2
+ δpi + B′

i−1/2
− δ (ψi − ψi−1) pi−1 − B′

i−1/2
+ δ (ψi−1 − ψi) pi

]
+δRp,i

(B.12)
The recombination term δRp,i is decomposed, using Eq. (4.23) and (4.21),
into its constituents

δRp,i = δrp,i + δrbb,i

which are further differentiated as

δrp,i = cp nt,iδpi − cp pi δnt,i − cp
1

gt
pF δnt,i

= cp

[
−nt,ipi − pi nt,i βi −

1

gt
pFnt,iβi

]
δψi

+cp [−nt,i pi] δFp,i

+cp

[(
pi +

1

gt
nF

)
nt,iβi

]
δFt,i (B.13)

δrbb,i = Br (ni δpi + pi δni)

= Br (−nipiδ (ψi + Fp,i) + piniδ (ψi + Fn,i))

= [Brnipi] δFn,i − [Brnipi] δFp,i (B.14)
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B. Linearization of the discretized equations

with

pF = Nve

Ev − Et
kT (B.15)

Inserting all these into Eq. (B.12) and reordering the terms as a function of
each variable, the following coefficients are obtained:

[
−Mi−1/2

p

(
−Bi−1/2
− pi−1 − B′

i−1/2
− pi−1 − B′
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)]
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(
−Bi−1/2
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)]
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+
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−Bi+1/2

+ ni +
(
B′
i+1/2
− pi − B′

i+1/2
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p

[
B
i−1/2
− pi −

(
B′
i−1/2
− pi−1 − B′

i−1/2
+ pi

)]
−cp

[
−nt,i pi − pi nt,i βi −

1

gt
pF nt,iβi

]]
δψi

+

[
Br ni pi

]
δFn,i

+
[
−Mi+1/2

p B
i+1/2
− pi−Mi−1/2

p B
i−1/2
+ pi + cp [nt,i pi]−Br ni pi

]
δFp,i

+

[
cp

(
pi +

1

gt
pF

)
nt,iβi

]
δFt,i

+
[
Mi+1/2
p

[
B
i+1/2
+ pi+1 −

(
B′
i+1/2
− pi − B′

i+1/2
+ pi+1

)]]
δψi+1

+0 δFn,i+1

+
[
Mi+1/2
p

(
B
i+1/2
+ pi+1

)]
δFp,i+1

+0 δFt,i+1 = 0

B.4 Trap level occupancy continuity equation

The discrete continuity equation for the occupancy of the trap level (4.79)
is

rn,i − rp,i = 0 (B.16)

Differentiating the two terms leads to
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B. Linearization of the discretized equations

δrn,i − δrp,i = 0 (B.17)

and expanding them into their constituents yields the linearized form of the
discrete continuity equation of the traps:

[
cn [niNt − ni nt,i (1 + βi)− gtnFnt,iβi]− cp

[
pi nt,i (βi − 1) +

1

gt
pFnt,iβi

]]
δψi

+

[
cn ni (Nt − nt,i)

]
δFn,i

+ [cp pi nt,i] δFp,i

+

[
cn [− (ni + gtnF)nt,iβi]− cp

[(
pi +

1

gt
pF

)
nt,iβi

]]
δFt,i = 0
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Appendix C

Optoelectrical characterization
of pGeSn/n+Ge/nGe layers

The optoelectrical characterization of electrically active defects can be a
very useful complementary source of information on traps in GeSn materials.
The entire energy range of the bandgap can be probed, and the much lower
optical capture cross sections involved give rise to longer time constants. In
view of performing characterizations of GeSn layers by this method, new
layers have been grown in IMEC. The goal is to illuminate the samples with
light of variable energy to excite trap states within the GeSn bandgap and
subsequently collect the weak electrical current resulting from the separation
of those charges by the electric field in the depletion region [208, 209, 210].
The depletion region in the GeSn layer therefore needs to be relatively large.

C.1 pGeSn/n+Ge/nGe layers

Samples consisting in an unintentionally p-doped GeSn layer on top of a
highly n-doped Ge layer, grown on a n-Ge substrate were therefore fabri-
cated, as schematically depicted in Fig. C.1. The Sn content in the GeSn
layer was 8%. The high n-type doping of the Ge interlayer aimed at generat-
ing as large a depletion region in the GeSn layer as possible, while reducing
its width on the Ge side.

After growth, the thickness of the GeSn layer was measured to be be-
tween 220 and 250 nm, the Phosphorus doped Ge layer was 257 nm thick
and the thickness of the Ge substrate was 450 µm.

Fig. C.2 shows the simulated total carrier concentration, comprising both
holes and electrons as a function of position from the top of the sample.
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Figure C.1: Unscaled schematic of the pGeSn/n+Ge/nGe samples grown for
optoelectrical characterization. A round top contact of Al with
1 mm diameter is deposited, and a circular backcontact is de-
posited on the opposite side.
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Figure C.2: Total carrier concentration (n + p) as a function of position
from the top GeSn layer, showing the depletion region at the
pGeSn/n+Ge interface.
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Figure C.3: Transmission spectra of the reference n+Ge/nGe sample and
the pGeSn/n+Ge/nGe sample.

The carrier concentration in the GeSn layer has been estimated around 2×
1017 cm−3 and that of the n+Ge layer, 4× 1018 cm−3. The depletion region
extends therefore almost up to 100 nm into the GeSn layer and can be
even further expanded by the application of a reverse bias. This theoretical
calculation confirms that the design of the real structure meets the device
requirement exposed earlier.

C.2 Absorption

Optical absorption measurements were first performed on those samples be-
fore contact deposition, at room temperature. The light source was a 100 W
halogen bulb, which was chosen because of its high emission in the near in-
frared (IR) range (700 nm - 2500 nm) and up to 4000 nm. A 2×2 mm PbSe
photoconductive IR detector from Hamamatsu was used for the detection
of the remaining light. A two-stage thermoelectric cooling inside the pho-
todetector allows to lower its temperature down to 240 K and improve its
sensitivity as well as reduce the impact of ambient noise. The semiconductor
sample itself can be cooled by a computer-controlled liquid nitrogen flow in
the metallic body of the sample holder. Temperatures as low as 130 K can
be reached, with a stability below 1 K.

Both the absorption of a pGeSn/n+Ge/nGe and a reference n+Ge/nGe
samples were measured from 1400 nm to 4000 nm, as shown in Fig. C.3. A
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Figure C.4: I-V curves of the pGeSn/n+Ge/nGe samples with various metal
contact evaporation procedures: H2O2 or HCl cleaning and high
or low heating current through the evaporated metal.

clear drop in the transmission occurs for wavelengths below 1700 nm, which
corresponds to a value close to the bandgap energy of Ge. The wavelength
shift between the GeSn sample and the Ge reference sample, although dis-
cernable, is very limited. It is also much less than what would be expected
from the reduced bandgap of a GeSn layer with 5%.

C.3 Metal contact deposition

In order to carry out photo-electrical measurements, metal aluminum con-
tacts were evaporated on both sides of the samples. A special two-sided
deposition mask was used in order to align the center dot contact on the
top GeSn layer with the annular back contact on the Ge substrate, through
which the IR light will be applied (see Fig. C.1).

One of the samples, labeled GeSn2-007, was first cleaned by a 30 second
dip in 50% HCl [68] then blown with dry N2 and the metal contacts were
evaporated. The I-V curve measured on those contacts, as shown in Fig. C.4,
is opposite to what one would expect when biasing a pn junction. The
current is indeed much lower when a positive bias is applied to the top GeSn
(p-type) contact than when a negative bias is applied.

Various hypotheses were considered, but it looked like the most likely
origin of this unexpected behaviour would reside in the unperfect metal
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deposition that would lead to a far from ohmic contact. New contacts were
therefore evaporated on a new sample, GeSn2-009, this time using a pre-
cleaning procedure with H2O2 instead of the dilute HCl. The heating current
used for the evaporation of the Al marble was also slightly increased, from
120 A to 140 − 150 A, for a same deposition time, which is expected to
result in a thicker contact deposition. The I-V characteristics of this new
sample, also shown in Fig. C.4, indicates a behaviour that is reversed from
the previous one, and in accordance with the theoretical comportment of a
pn junction.

In order to rule out the effect of either the cleaning method or the higher
heating current, a third contact deposition was performed on sample GeSn2-
010 using, again, the initial HCl cleaning method and the higher heating
current. The result is shown in Fig. C.4 and reveals a behaviour that is
similar to that of sample GeSn2-009.

It was therefore concluded that the first measurement resulted not from
the choice of cleaning method, but from the insufficient heating current.
This lead to an inadequate contact thickness estimated around 80 nm which
was at the origin of the reversed I-V behaviour. The next two samples, with
a denser metallic contact, did not show the same issue, independently of the
cleaning method used.
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Appendix D

GeSnO2 and GeO2 MOS
capacitors

Following the discussion of the GeSnO2 and GeO2 samples at the end of
Chapter 6 (page 148), a more detailed analysis of the circuit modeling and
fitting is presented in this appendix.

Starting with the GeSnO2 sample, various equivalent electrical circuit
models have been envisioned. The most simple one, corresponding to an
ideal MOS capacitor, corresponds to a pure capacitance accounting for the
oxide, in series with a parallel RC couple for the depletion region. This model
would imply that the resistance at low frequency should tend to infinity,
which is obviously not the case, as demonstrated by the experimental data
shown in Fig. D.2. The high frequency resistance is also not zero, which
indicates the presence of a series resistance from the bulk of the device, which
remains present when the resistive parts of both the depletion and the oxide
regions are shorted at high frequency by their reactive counterparts (the
capacitors). The first model that has therefore been considered for fitting to
the experimental data is that of Fig. D.1 (a). Figure D.2 shows the result
of this fit, where it can be seen that the general trend of the experimental
data is matched, with the presence of the two main plateaus in the R curve.
The accuracy of the fitting could clearly be improved, though.

A more complex model has subsequently been considered, involving a
series combination of a resistor a capacitor in parallel with the depletion
elements (Fig. D.1 (b)). The addition of this RC couple, with a time constant
τ =RC, is intended to account for the presence of traps in the model [111].
The result of the fit, shown in Fig. D.3, demonstrates a clear improvement
over the previous model.
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Figure D.1: Equivalent circuit model of the MOS structure (a) with conduc-
tion through the oxide and a series resistance and (b) with the
addition of a series RC couple to account for the presence of a
trap.
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Figure D.2: Fitting of a double RC with a series resistance circuit model
(no traps included) to the impedance spectrum of the GeSnO2

sample at 90 K and 0 V.
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Figure D.3: Fitting of a double RC with a series resistance circuit model,
with an additional RC couple to account for a trap level (Fig.
D.1 (b)), to the impedance spectrum of the GeSnO2 sample at
90 K and 0 V.

In order to gain more insight into the relative influence of the various
elements of this electrical model, their contributions have been separated
into the sum of the oxide impedance (Roxide and Xoxide), the depletion and
trap impedance (Rdepl+trap and Xdepl+trap) and the series resistance RS.
These contributions are displayed in Fig. D.4. At low frequency, the total
resistance is basically the sum of the oxide, depletion+trap and series re-
sistance Roxide+Rdepl+trap+RS. Indeed at low frequency, the impedance of
the branch related to the traps increases to a very high value because of its
reactive part and is therefore dominated by the parallel Rdepl resistor.

As compared to the model of Fig. D.1 (a), however, the cut-off frequency
of the depletion region is impacted by the presence of the traps. The admit-
tance of the depletion/trap region is

Ydepl+trap = Ydepl+Ytrap =

[
1

Rdepl
+
Ctrapω

2τtrap
1 + ω2τ2

trap

]
+jω

[
Cdepl +

Ctrap

1 + ω2τ2
trap

]
(D.1)

with τtrap = CtrapRtrap. Depending on the measurement frequency ω, the
equivalent capacitance of the depletion/trap combination is therefore
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Figure D.4: Comparison of the contributions of the oxide and depletion
impedances to the total impedance of the GeSnO2 sample.

Cdepl+trap =


Cdepl + Ctrap ifω � 1/τtrap

Cdepl + Ctrap/2 ifω = 1/τtrap

Cdepl ifω � 1/τtrap.

(D.2)

From the fitting of the model to the experimental data, a time constant
τtrap = 4.8 × 10−5 s is obtained, which leads to a cutoff frequency fc =
3.3 kHz.

The two models from Fig. D.1 (a) and (b) have also been fitted to the
experimental data of the GeO2 sample. Figure D.5 shows the first fit, in-
cluding only two parallel RC couples and a series resistance. The fit is seen
to be very good already, even though no trap is considered in the model.
This is consistent with the observation that a much lower density of traps
is expected to be present, based on other measurements, such as IV and
DLTS.

With the addition of a RC couple to take into account a trap level, the fit
improves substantially, as shown in Fig. D.6. This improvement is nowhere
as dramatic as for the GeSnO2 sample, though, which again tends to confirm
the lower density of traps in this sample.
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Figure D.5: Fitting of a double RC with a series resistance circuit model to
the impedance spectrum of the GeO2 sample at 90 K and 0 V.
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Figure D.6: Fitting of a double RC with a series resistance circuit model,
with an additional RC couple to account for a trap level (Fig.
D.1 (b)), to the impedance spectrum of the GeO2 sample at
90 K and 0 V.
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