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Abstract 

We estimate a factor requirement frontier for European railways using a panel data approach in which technical 
efficiency is assumed to be endogencously determined. This approach has two main outcomes. On one hand, 
it allows the identification of factors influencing technical efficiency, and on the other hand, it allows the estima- 
tion of alternative efficiency indicators free of these influences. In the case under study, a particular attention 
is devoted to an autonomy indicator representing the managerial freedom, with respect to public authorities, ex- 
perienced by firms, that appears to be positively correlated with technical efficiency. 

1. Introduction 

Beginning with Klein’s [1953] seminal econometric study on the US railway companies, 
the applied economic literature has given considerable attention to the rail activity. This 
interest can be explained by the special nature of this transportation activity, which can 
be considered at first glance as rather simple and easy to formalize. Nevertheless, the ex- 
perience shows that this is a difficult task, especially because of the multi-output character 
of the production process and the heavily regulated environment in which these companies 
operate. 

This is particularly the case of the European railway sector which is the object of this 
article. All the companies we observe, except one, are state-owned. They hold a natural 
monopoly position on the rail transportation, but in return, their activity is constrained 
by the public authorities. They have to face various regulations concerning, for instance, 
their fare policy, their investments, the structure of their network, the management of their 
workforce, etc.. This means that these firms do not enjoy the same autonomy in order 
to respond to the changing environmental conditions. 

Our main concern in this article is to estimate and compare the levels of technical effi- 
ciency reached by each of these railway companies over the last thirty years, taking into 
account the institutional context in which they operate. 

With this context in view we estimate a factor requirementfrontier for the railway transpor- 
tation, using a panel data approach. This approach is an extension of the methodology 
proposed by Schmidt and Sickles [1984] who assumed that specific individual effects can 
be good indicators of technical efficiency when panel data on productive units are available. 
These authors so apply an old proposition made by Mundlak in 1961, to the context of 
recent frontier analysis developments. 
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Nevertheless, one shortcoming of this approach is that the efficiency indicator, like the 
other estimated parameters, will be biased if performance is correlated with other variables 
in the model. To overcome this difficulty it is possible to adopt the Hausman and Taylor 
[1981] approach that consists in a test and an instrumental variables estimation technique. 
We use this technique, but paying a particular attention to the possible correlation between 
the technical efficiency, assumed to be endogenous, and the other explanatory variables 
in the model, among which we include an autonomy indicator representing the managerial 
freedom experienced by each railway company with respect to the public authorities 
supervision. 

Furthermore, as suggested by Mundlak [1978], this last relation is estimated on the basis 
of an auxiliary equation allowing to obtain some insight into the process leading to ineffi- 
ciency and to get an alternative measure of performance, free of the influence of factors 
that are beyond the firm control. 

The results obtained for European railways confirm the case of a high correlation bet- 
ween the individual efficiency indicators and the exogeneous factors and illustrates the per- 
tinence of the suggested approach in measuring performance within a panel of firms. 

In this article we proceed as follows: in the second section we present some methodological 
considerations; then, in the third section we deal with the data and the specification of 
the input constrained frontier; finally, in the last section we report the main results of our 
estimations. 

2. The panel data approach 

We begin with the specification of a parametric function representative of the railway ac- 
tivity, to be estimated on the basis of available pooled cross-section and time-series data. 
For reasons we are going to explain below, we adopt here a factor requirements function 
(Diewert [1974]) of the form: 

Yit = (YO + Xi; 0 + r, 7 + Z/y + Eity 
Gt = Ui + Vitr 

(1) 

wherei = 1, . . . . I and t = 1, . . . , T, indicate firms and periods, respectively; yit is 
the endogenous input and Xi, is a vector of exogeneous variables that includes, besides 
the outputs, some variables characterizing the outputs and the technology; r, and Zi in- 
dicate time-varying and cross-section variables, respectively; (Y, /3, 7, and y are the 
parameters to be estimated; and finally eif is a composed error term that combines the 
time-invariant latent individual effects ui and the disturbance terms Vit, assumed to be nor- 
mally distributed and uncorrelatcd neither with ui nor with the explanatory variables in 
the model. 

Following Schmidt and Sickles [1984], we assume that the individual effects Ui are in- 
dicators of the firm’s efficiency. Furthermore, if we assume Ui 1 0, equation (1) cor- 
responds to a special case of the stochastic frontier model introduced by Aigner, Lovell, 
and Schmidt [1977], and by Meusen and van den Broek in 1977. The difference lies in 
the fact that for panel data, equation (1) provides a natural way to discriminate between 
the efficiency indicator and the noise. 
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Then, in order to be able to apply the main results of the panel data literature, we transform 
equation (1) into: 

yit = Xi; /3 + rt 7 + Z/ 7 + (Yi + Vit, (2) 

where (yi = CY~ + ui. 
The two traditional and alternative methods proposed to deal with latent individual ef- 

fects are the so called@& and random effects models. Each of them allows us to calculate 
an alternative and specific measure of efficiency. 

2.1. Fixed and random effects models 

In the first case we obtain the Within group estimators, indicated by the subscript W, by 
estimating the following equation: 

sit = Xii, @W + G TW + EW,it (3) 
and 

- . 
GW,i = yi. - Xi: PW, 

where ki, indicates mean values within groups; - indicate deviations from individual 
means, and A estimated values; and E w,it = JQ is the normal disturbance term. 

The estimated levels of performance bw,i are then obtained on basis of the estimated 
fixed effects Crw,i by assuming that the most efficient firm in the sample corresponds to 
min(Gw,i) and that the inefficiency level is given by the distance Gw,i = ;w,i - min(&w,J. 
Note that when the input requirement function adopts a logarithmic shape-as it will be 
in our application-the corresponding measure of efficiency will be: iw,i = exp[Gw,i - 
min(&w,i)]. Then cw,i = 1 will indicate the most labor efficient firm identified by 
min(Gw,i); otherwise, bw,i > 1 will indicate the degree of labor overutilization with 
respect to the requirement frontier. 

In the case of the random effects model, we obtain generalized least squares (GLS) 
estimators by performing ordinary least squares (OLS) on the transformed variables: 

bit - 0 yi.; = @it - 8 xi.> ’ PGLS f b-t - 0 f .> TGLS $- (1 - @ Z:YGLS + EGLS,ity (4) 

where 

6 = 1 - (z/(3 + T %))1’2, eoLs,it = (1 - 0) O(i + (Vit - 0 Vi.), 

and 8 and za can be estimated, for instance, by performing OLS on equation (2) as sug- 
gested by Wallace and Hussein [1969]. 

The random effects are computed as (YoLs,i = l/T C, tit on basis of the estimated mean 
lkrns residuals obtained also by applying OLS to equation (2). As before, the performance 
kVdS are obtained by: &Ls,i = ~oLs,i - min(&oLs,i). 
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As expected, these two alternative models yield different results. We thus have to choose 
the one that most fits the sample and the purpose of the analysis. A way to proceed is 
to rely on the statistical properties of the sample, in which case we would apply the ran- 
dom effects model for random samples and the fixed effect model otherwise. However, 
this criteria may be misleading, as shown by Mundlak [1978] when the possibility of cor- 
relation between the latent individual effects, Cyi, and the other variables in the model is 
introduced. 

Following Mundlak [1978], this relation can be formalized through an auxiliary equa- 
tion, that in the present case takes the form: 

where a and E are parameters and wi is an error term with the normal properties. 
Considering the aim of this article (performance assessment) it is clear that this last relation 

may have a special interest. Recall that we have chosen to assume (equation 2) that the 
oi’s are indicators of efficiency free from the noise which is caught by the vi error term. 
Indeed, among all the variables included in equation (2), we can reasonably consider that 
those of them characterizing the technology and the environment, including regulation, 
may affect the technical efficiency of the firm. l 

Furthermore, as Mundlak showed, the random effects model (4) and the fixed effects 
model (3) are special cases of the general model described by equations (2) and (5). The 
first one corresponding to the special case of absence of correlation, i.e., E[ai ( Xi,, Zi] 
= 0 (or E[pi 1 Xit, Zi] = 0), and the second one corresponding to the opposite case in 
which the cyi (or pj) are correlated with all the variables in the model. 

Then we have to determine the most suited model to handle this problem. Hausman 
and Taylor [ 19811 (hereafter H&T) provide a method for that purpose. On one hand, they 
presented a specific test on the correlation between individual-specific effects and ex- 
planatory variables, and on the other hand they introduced an instrumental variable estima- 
tion technique in order to obtain non-biased and efficient estimators in the case that not 
all variables will be correlated with the individual effects. 

The test performed by H&T is based on the Within and GLS estimators. As mentioned 
before, these estimators correspond to the extreme cases in which all or none of the variables 
are correlated with the individual latent effects. We perform: 

ii-l = 4’ cov (&’ cj (6) 

where q = Pots - 6, and cov (4) = cov(&) - cov(~oLs). We test the null hypothesis 
Ho = E[ai 1 Xit, Zi] = 0 against the alternative Hi = E[oli ( Xit, Zi] # 0 hypothesis on 
basis of a x2 test. If the null hypothesis is accepted, then IV estimation procedure is required. 

2.2. The GLS-Instrumental Variable model 

The advantage of the GLS-IV model proposed by H&T is twofold. First, all the instrumental 
variables can be selected within those already present in the original model. Second, we 
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can estimate the y parameters for the variables of Zi type, estimation which is not possi- 
ble with the Within effects model.2 

In fact, the problem of potential correlation between individual latent effects and the 
explanatory variables is limited, by definition, to the cross sectional level. This is the reason 
why in panel data analysis the IV model, designed to deal with this problem, can be ap- 
plied without adding supplementary variables. The IV technique can be implemented by 
introducing a distinction between the exogeneous (Xlit, ZlJ-non-correlated with oi- 
variables3 and the endogenous (X2it, 229 ones. We then apply the instrumental variable 
technique to equation (4) in the GLS model using (Xl,, slit, ji2i,, Zli) as instruments. 
The only difference is that the variance components are estimated from a previous two 
stage least squares procedure in which consistent estimators of P and y can be obtained. 
Furthermore, in order to avoid identification problems, it is necessary to check that ki 
> g2, where ki and g2 indicate the number of variables in Xii, and Z2i, respectively. 

Proceeding in this way, we obtain consistent and efficient estimators when the effects 
are correlated with the explanatory variables (H&T [1981]). Indicating by a suffix IV these 
estimators, we calculate the individual effects by performing: 

and the corresponding measures of efficiency: ~rv,i = ~Iv,i - min(6iv,i). 

2.3. Measuring net eflciency 

Summing up, once we have decided which of the three alternative models will be used 
to estimate performances, we turn to the analysis of the factors influencing technical effi- 
ciency. One possibility, however, is that individual effects may be uncorrelated with the 
exogeneous variables present in the model. In that case the GLS estimators will be consis- 
tent and efficient and the j&m,i will be the univocal measures of performance. Otherwise, 
we turn to the estimation of the auxiliary function (5). 

Here, we adapt the estimation procedure proposed by Mundlak [1978] to the case of 
incomplete correlation, by performing an OLS regression between estimated individual 
effects (~Tv,i) and all the variables identified as factors influencing technical efficiency, 
that is X2i, and Z2i: 

n 

aN,i = X2i: 7F + 22: 4 + Oi. (8) 

Then, equation (8) can be used in order to analyze the influence of the factors on effi- 
ciency and, as far as these factors are believed to be out of control of the managers, it 
is possible to re-estimate net efficiency measures purged from these influences by doing: 

n 
EN,i = wi - mm(&). Where the suffix N indicates the net character of these measures. 

Finally, when the hypothesis of correlation between the individual effects and all the 
explanatory variables in the model cannot be rejected, the net indicators of efficiency must 
be estimated on the basis of the Within model estimators as indicated by equation (5).4 

135 



140 H.-J. GATHON AND SERGIO PERELMAN 

It is important to note that, at this point, our approach differs radically from Schmidt 
and Sickles 119841. Dealing with a traditional production function, these authors assume 
that mismanagement affects the choice of the input intensity. In other words, the causality 
between technical inefficiency and explanatory variables is assumed to go in the opposite 
direction as we suppose here. As a consequence, for these authors the efficiency measures 
obtained under the random effects model (j&Ls,i) must be considered as definitive. 

Our claim is that the alternative measures of performance presented here are free of bias 
caused by internal correlation. Therefore we can rank all the firms as if they were free 
from the constraints imposed by exogeneous conditions. At the same time these evalua- 
tions stress the potential capacity of policies designed to lighten these constraints. 

2.4. Maximum-Likelihood estimators 

We also present the results obtained from the estimation of equation (2) under the assump- 
tion that technical efficiency is half-normally distributed. As well known, this type of distribu- 
tion is generally used for efficiency measurement in the stochastic frontier literature (e.g. 
Jondrow et al. [1982]). In the present case, we focus on the results obtained by a Maximum 
Likelihood (ML) procedure proposed by Battese and Coelli [1988]. Specially designed to 
deal with panel data, this procedure amounts to estimate the conditional expectation, pML,i, 
of the individual efficiencies, as follows: 

pML,i = E[exp(d 1 Cyi + ViJ = 2 exp(o2,/2)[1 - +(0,)], 

where a(.) indicates the standard normal distribution function5 
These estimations will be performed under the assumption of absence of correlation 

between the oi and the other variables present in the model. Nevertheless, they will be 
included here in order to be compared with those obtained with the alternative procedures 
described above. 

3. Model specification and data 

Our main purpose is to estimate an indicator of technical efficiency within a panel com- 
posed of 19 European railway companies observed over the period 1961-1988. In table 
1, we present the main characteristics of these companies. 

As indicated before, we adopt here a parametric approach based on the estimation of 
a so-calledfactor requirementfunction (Diewert [ 1973, 19741) with labor units as the depen- 
dent variable.6 Even if it is not a usual way to modelize production activities, it appears 
to us as a promising field for railways which produce multiple outputs and operate in heavily 
regulated conditions. In fact, we prefer using this type of function instead of a usual pro- 
duction function because of the problems encountered in obtaining functional forms for 
multiple output production functions. We could alternatively use a dual cost function, Un- 
fortunately, the cost function approach requires data on the railways’ input prices, data 
which are not very reliable in the present-international and heavily regulated-context. 
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The use of the labor function as a valid representation of the productive process of the 
railroads requires an assumption of complementarity (fixed proportions) between all the 
main inputs (labor, capital and fuel) needed to supply the rail transportation. This assump- 
tion can be considered as plausible not only from a technical but also from an empirical 
viewpoint? Furthermore, for our sample, labor expenses account for about 90% of the 
variable costs throughout the whole period and for all the railways, that allow us to assume 
that the substitution possibilities between labor and energy are highly limited. 

3.1. The factor requirement jhnction 

The function we estimate is log-linear in outputs. It can be represented by equation (2), 
except that we include only one time-invariant variable xi: 

yit = (Yi + Xi @ + rt T + Zi 7 + Vit, (i = 1, . . . , 19; t = 1, . . . , 28), (9) 

where 

Yit : labor 
X, : 8 time- and firm-varying variables 

Xl,it : train-km (passengers) 
X2,it : train-km (freight) 
X3,it : km of lines 
%,it : mean distance (passengers) 
x5,it : mean distance (freight) 
x6,it : load factor (passengers) 
x7,it : load factor (freight) 
x8,it : electrification 

rt : the trend (firm-invariant) 

zi : autonomy (time-invariant). 
All these variables, but the trend, are expressed in natural logarithms.g 
The first two variables in Xi, are the main outputs of the railways, i.e., the transporta- 

tion of passengers and freight, evaluated in train-kilometers (train runs performed during 
one year). The third variable is the length of the network which is here assumed to be 
an output since an important part of the railroad staff is assigned to the maintenance of 
tracks and stations independently of the rail traffic intensity. 

Variables Xq,it to x7,it are output characteristics that allow us to take into account the 
nature of the demand side in the analysis. We comply here to a traditionlO that consists 
in the consideration of some output characteristics as factors determining the production 
technology. Variables x,,it and xg,it are two indirect indicators of the density of the net- 
work, as postulated by Caves et al. [1981]. The load factors xs,it and X7,it (passengers and 
tons by trains) are used as proxies for the intensity of passengers and freight services 
demand. 

The electrification variable xs,it (% of the electrified network) is assumed to be a good 
indicator of the technology chosen by the railways. The trend variable, r,, is included in 

138 



MEASURING TECHNICAL EFFICIENCY IN EUROPEAN RAILWAYS 143 

order to catch the general improvement in productivity not controlled by the other variables 
in the model. In accordance with Nishimizu and Page [1982], we assume here that produc- 
tivity gains have two different sources: the results of progress in technology and in technical 
efficiency. As we will see hereafter, this is a way of relaxing the assumption of constancy 
of the general level of performance overtime. 

Finally, the variable autonomy, which is an index of the regulatory and institutional en- 
vironment that the companies have to face, has been constructed from a survey we con- 
ducted among these companies in 1988-1989 (Gathon [1991]). This survey aims at evaluating 
the autonomy enjoyed by the railways management with respect to public authorities. The 
numerical value of this index ranges between 40 and 100. The more autonomous the manage- 
ment, the higher is the value of this index. 

A difficulty with this variable is the fact that it was observed at the end of the analyzed 
period. In spite of this, we include this autonomy index in equation (9), next to the other 
variables, assuming that the institutional environment of the national railways moves little 
and very s10wly?~ 

3.2. lhe panel 

On table 1, we reproduce the mean individual values of these variables for all the com- 
panies. As it can be seen, the sample includes the Turkish company, partially outside Europe 
and two companies for Switzerland, one of them (BLS) being private. This aside, the panel 
consists of European national railways that are for a large part interconnected. The length 
of the observed period (1961-1988) gives us an excellent basis for comparison and allows 
us to obtain more confident statistical results. 

Some interesting facts can be outlined from table 1. 
First, the large scale variations across railroads. The largest firms, BR, DB, and SNCF 

are more than one hundred times bigger, in terms of lines, labor or outputs, than the smallest 
companies, BLS and CFL. 

Second, we also observe some important differences across firms, in the output com- 
position. Some companies such as SNCF, VR and TCDD, display a fair balance between 
passengers and freight transportation. Other railroads, such as NS and DSB, are special- 
ized in passenger services, leaving freight traffic to other transportation modes. 

Third, mean distances and load factors vary substantiahy across countries. These variables 
seem to be partially correlated with the size of the network, but, at the same time, with 
its density and structure. Concerning the electrification process, we observe that both Swiss 
companies reach a 100 percent level, while on the opposite, some companies continue to 
operate a network with fuel traction only. 

Note that these exogeneous variables, together with the index of regulation, can be at 
the same time factors of the production process and factors influencing the performance. 
However, we do not introduce a priori information about which variables should influence 
the technical efficiency, except for autonomy which is, by construction, expected to be cor- 
related with performance. 
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4. Estimation and main results 

As stated in section 2, we proceed first with the estimation of the Within and GLS models 
for the labor constrained function. The results of these estimations are presented in col- 
urns (a) and (b) of table 2. 

Table 2. Estimated parameters for alternative models.’ 

Dependent variable: labor; number of observations: 532 

Variables Parameters 
(a) 

Within 
(b) 

GLS 
Cc) 

GLS-IV 
W 

ML 

Train-km: 

passengers 
freight 

Km of lines 

Mean distance: 
passengers 
freight 

Load factor: 
passengers 
freight 

Electrification 

Trend 

Autonomy 

Intercept 

&d.f. = 1) 

Pl 
P2 

P3 

04 

P5 

Y 

0.223 (0.052) 
0.128 (0.041) 

0.493 (0.074) 

0.089 (0.089) 
-0.210 (0.062) 

0.015 (0.040) 
0.067 (0.040) 

-0.015 (0.005) 

-0.010 (0.001) 

- 

- 

0.380 (0.041) 
0.149 (0.039) 

0.553 (0.054) 

-0.142 (0.062) 
-0.200 (0.052) 

0.131 (0.040) 
0.097 (0.042) 

-0.020 (0.004) 

-0.011 (0.001) 

-0.175 (0.135) 

1.66 (0.69) 

105.7 

0.254 (0.045) 

0.159 (0.062) 

2 0.610 (0.060) 

0.185 (0.055) 
2 -0.183 (0.059) 

0.019 (0.072) 
0.071 (0.068) 

-0.013 (0.008) 

-0.010 (0.002) 

0.359 (0.081) 

-0.471 (0.59) 

6.63 

0.269 (0.048) 
0.136 (0.039) 

0.515 (0.057) 

-0.070 (0.075) 
-0.192 (0.055) 

0.041 (0.041) 
0.063 (0.041) 

-0.016 (0.005) 

-0.011 (0.001) 

-0.054 (0.089) 

1.94 (0.44) 

‘Standard errors are presented in brackets. 
ZInstrumental variable. 

As can be observed, the sum of the estimators corresponding to the three outputs 
(passengers and freight train-km and km of lines) indicates some economies of scaler2 in 
the Within model-(&i + &, + bw,s = 0.844) and diseconomies of scale in the GLS 
model (PGLS,i + PGtsZ + $oLs,s = 1.082). Note that the Within estimators can be inter- 
preted as short-run estimators, since they are performed on variables expressed in devia- 
tions from individual means. 

Furthermore, concerning the variables controlling for the output characteristics, we 
observe that overall they present the expected signs. On one hand, average passengers and 
freight distances appear, in all cases but one, as labor saving factors. On the other hand, 
the two load factors variables are associated with positive coefficients. Given that the railway 
output is measured in terms of train-km, a higher loading of the trains is related to a higher 
demand for the supplied transportation capacity and probably implies more labor consump- 
tion. It is important to note, the two coefficients are only statistically significant under 
the GLS model. 
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The coefficients associated with the electrification variable (a proxy for the technology 
chosen by the railways) and with the trend, unambiguously indicate on the one hand that 
the electrification of the network is labor saving and on the other hand that the sector ex- 
perienced productivity growth at a rate of about 1 percent each year. Recall that we will 
interpret the effect of the trend variable as reflecting a technological progress that also in- 
cludes an overtime general technical efficiency improvement within the sector.‘3 

Finally, under the GLS model, the autonomy variable, which is the only time-invariant 
variable of the model, behaves as a shift factor of the estimated function, influencing labor 
use favorably, i.e., negatively, but not in a significatively way. 

However, as indicated in section 2, the Within and GLS estimators correspond to two 
extreme models, characterized by general or zero correlation between latent individual ef- 
fects and explanatory variables, respectively. In order to choose between these models we 
test the null hypothesis of zero correlation as proposed by H&T [1981]. 

We proceed to the estimation of the statistic m (equation (6)) using the Within and GLS 
estimators presented before. On the basis of a x2 test (df = 1) and the value of m (m = 
105.7), we reject the null hypothesis of zero correlation. Therefore, in order to obtain un- 
biased and efficient estimators we use the GLS-IV procedure presented in section 1. Note 
that this procedure has the particularity that the instrumental variables will be chosen be- 
tween the explanatory variables present in the model. Consequently, we select three of 
them-km of lines, mean freight distance, and the trend-as instruments following a search 
path aiming at minimizing the value of the statistic I% obtained from GLS-IV and Within 
estimators comparisons. 

The results of this estimation are reported in column (c) of table 2. Given that we retain 
only three instrumental variables the results are, not surprisingly, very close with those 
corresponding to the Within model. Only two differences may be outlined. On one hand, 
the coefficient associated with the size of the network is higher (0.609) and thus the labor 
CequiremFnt function is now characterized by nearly constant economies of scale @t,,, + 
PIv,z + PIv,3 = 1.023). On the other hand, the autonomy variable, missing under the 
Within model, presents a positive coefficient. 

Nevertheless, these results are not cautioned by the H&T test. When we compare the 
GLS-IV estimators versus the Within estimators, the value of m is now equal to 6.63 and 
has a weale probability of 1 percent to be accepted on the basis of a x2 test (df = 1). That 
means that some correlation between the individual effects and the explanatory variables 
subsist in the GLS-IV results. Given this fact, we are inclined to consider the estimations 
obtained under the Within model as very probable too?4 

In the last column of table 2 we report the estimated coefficients corresponding to the 
maximum likelihood (ML) model developed by Battese and Coelli [1988]. Recall that this 
model was estimated, like the GLS model, under the hypothesis of absence of correlation 
between the efficiency indicators and the explanatory variables. The coefficients obtained 
are, unexpectedly, very closed with those corresponding to the fixed effects model. 

On table 3, we report the levels of technical efficiency corresponding to the four alter- 
native models (Within, GLS, GLS-IV, and ML) and the 19 railway companies in the sam- 
ple. These measures were calculated as indicated in section 1. In all the cases, except for 
the ML model, we obtain these indicators by normalizing the specific individual effects 
to the most performant company, as it was first suggested by Greene [1980]. Moreover, 
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given the reduced number of firms, the estimated levels of inefficiency are consistent for 
relative comparative analysis but not reliable as indicators of absolute levels of inefficienqi5 
Finally, note that in the context of the labor requirement function we estimate here, technical 
efficiency corresponds to level 1.0, otherwise, the degree of labor over-utilization is in- 
dicated by values greater than 1.0. 

A first lecture of table 3 shows an extremely wide dispersion in the Within estimators 
of performance (ccw,i) that in addition appear also highly correlated with the scale. The 
most and least efficient firms are the smallest (BLS) and two out of the biggest (DB and 
FS) of the panel, respectively. These results confirm the fact that individual fixed effects 
are not reliable as indicators of efficiency. They tend to catch differences between firms, 
other than efficiency, existing at the cross-section level. That is also the case of measures 
obtained under the ML procedure (i ML,i), presented in column (d) of table 3. 

At the opposite, under the random effects model, the efficiency scores (j&& seem to 
be free of scale influence, and the variance seems to be more reliable. Moreover, let’s 
remember that these results were obtained under the hypothesis that E&i 1 X,, ZJ = 0, 
an hypothesis that was severely rejected by the H&T test. 

The table of rank correlation coefficients reproduced at the bottom of table 3 shows the 
degree of convergence between these measures of technical efficiency. Unexpectedly, we 
obtain high correlation coefficients between the Within, GLS and ML measures. Never- 
theless, one can see some noteworthy changes in efficiency measures, from column (a) 
to column (b), for large railways such as BR and SNCF on the one hand, and for small 
companies such as BLS and CIE, on the other hand. 

Then, we turn to the efficiency estimators obtained using the GLS-IV procedure presented 
in section 2.2. These indicators, indicated as L rv,i, are reported on column (c) of table 
3. It can be noted that the measures of technical efficiency derived from the instrumental 
variables procedure present high mean and dispersion levels as under the Within model 
but appear as highly correlated (0.918) with the GLS ranks. 

However, as we explained in section 2.3, the indicators of efficiency corresponding to 
the Within and GLS-IV models cannot be considered as definitive if they are not purged 
from the influence of the explanatory variables. In order to do that we estimate the aux- 
iliary functions (5) and (8) corresponding to the Within and GLS-IV models, respectively. 
The results are presented on table 4. 

What can we learn from these results? As argued before, the estimated ;rk and f coeffi- 
cients can be interpreted as the effect of explanatory variables on the unpurged technical 
inefficiency indicators. Then, if we adopt this point of view and consider the two main 
outputs, we can note that more passengers transportation leads to increased inefficiency 
and vice-versa for freight transportation but with a hardly significant coefficient, Note that, 
apart from some cases that we will indicate, the coefficients presented in columns (a) and 
(b) of table 4 are closed each together and that the coefficients corresponding to the two 
selected instruments (km of lines and mean freight distance) have no significant influence 
on efficiency under the Within model. 

The density factor (mean trip) appears as an exogeneous factor improving efficiency. 
In other words, long passengers trips or, equivalently, a low density of the network, facilitates 
the achievement of the efficiency goal. At the opposite, the load factors (defined as the 
number of passengers or tons by train) reduces efficiency. As expected, for a given 
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Table 4. The auxiliary function: effect of cxogeneous variables on technical inefficiencyi 

Variables Parameters 
(a) 

Within 
OJ) 

GLS-IV 

Train-km: 
passengers 
freight 

Km of lines 

Mean distance: 
passengers 
freight 

Load factor: 
passengers 
freight 

Electrification 

Autonomy 

Intercept 

R2 
n 

Xl 
42 

“3 

4 

r5 

0.362 (0.138) 
-0.087 (0.197) 

-0.005 (0.181) 

-0.477 (0.159) 
-0.206 (0.180) 

1.029 (0.237) 
0.467 (0.223) 

-0.043 (0.025) 

-0.265 (0.228) 

-5.53 (1.85) 

0.904 
19 

0.332 (0.144) 
-0.244 (0.141) 

2 

-0.708 (0.142) 
2 

0.760 (0.181) 
0.548 (0.225) 

-0.037 (0.026) 

-0.524 (0.230) 

-1.94 (1.94) 

0.810 
19 

*Standard errors are presented in brackets. 
21nstrumental variable. 

production-evaluated by the number of train-km and the length of the network-higher 
demand implies more input requirements as it was confirmed by the estimation of the labor 
requirement function (see table 2). Moreover, it appears that this phenomenon is also par- 
tially caught by the efficiency indicator and this fact justifies the computation of an in- 
dicator free of this influence. 

The electrification rate, that we interpreted as an indicator of technology, here again ap- 
pears as an element in favor of efficiency. Finally, the autonomy variable has, as expected, 
a negative impact on technical inefficiency (less significant under the Within model). To 
some extent, this confirms the existence of a positive correlation between the autonomy 
enjoyed by a firm and its performance. 

Finally, in columns (e) and (f) of table 3, we present the net measures of inefficiency 
estimated on the basis of the residuals (Gi) of the auxiliary functions. Some notable cases 
aside-CP, DSB, SJ, and TCDD-most of the companies present similar ranks and levels 
of inefficiency under the two models. Otherwise, as expected, these indicators show a lower 
dispersion than those obtained before and dramatic changes in evaluation and reclassifica- 
tion of railway performances that confirms the need and rectitude of net measures of eff- 
ciency to take into account the environment in which these firms operate. 

5. Conclusions 

In this article we have presented a method in order to evaluate the technical efficiency of 
regulated firms such as the European railroads companies. We have stressed and illustrated 
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the fact that, dealing with panel data, the correlation between efficiency and explanatory 
variables must be taken into account and alternative net measures of efficiency are needed. 
We believe that research in the field of firms’ performance and frontier analysis should 
be more oriented in this way. 

Furthermore, the factor requirements function used in our analysis appears as a simple 
and convenient way of modelling the productive activity of firms such as the railways, that 
are highly regulated and do not display strong substitutability possibilities between inputs. 

Finally, we observed a negative correlation between institutional managerial autonomy 
and technical ineffkiency. Of course this result requires additional confirmation but it shows 
at least that when this factor, and other variables affecting the performance, are taken into 
account the spectrum of inefficiency across firms narrows and becomes more reliable. 
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Appendix. Variables definition and sources 

Variable Description 

Labor 

Mean distance: 
passengers 
freight 

Train-km: 
passengers 
freight 

Load factor: 
passengers 
freight 

Km of lines 

Electrification 

Trend 

Autonomy 

Annual mean railway staff (total number of workers assigned to the rail operation) 

Average length of passenger journey 
Average length of haul of one ton of freight 

Train kilometers by passenger trains 
Train kilometers by freight trains 

Number of passengers per train 
Number of freight tons per train 

Length of rail lines operated at the end of year 

Percentage of electrified lines 

Trend: 1, .,28 
(= 1 in 1961; . ; = 28 in 1988) 

Autonomy enjoyed by the railway management with respect to public authorities, 
index of regulatory and institutional environment 

All the data (except autonomy are from the International Railways Statistics yearbook (UK [1961-19881) published 
form 1961 to 1988 by the International Railway Union (UK). Our sample of observations is of cross-section- 
time-series nature: 19 European railroads over the 1961-1988 period. These railroad companies were selected 
on two grounds: availability of data and comparability. When gathering data from each individual company, the 
UIC tries to insure the highest homogeneity and comparability in the definition and the measurement of both 
inputs and outputs. The variable autonomy has been constructed from a survey, as indicated in the text (section 2). 
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Notes 

1. The introduction of environment factors affecting efficiency and the estimation of net efficiency measures 
were previously analyzed by Perelman and Pestieau [1988] and by Deprins and Simar [1988], in the context 
of deterministic production frontier analysis. 

2. This model was first introduced in frontier analysis by Schmidt and Sickles [1984]. Note that the GLS-IV 
estimators must be checked against the Within estimators by the H&T test in order to verify the choice of 
the instrumental variables (Hausman and Taylor [1981] pp. 1388-89). 

3. In order to simplify the presentation, the time-varying regressor r, that by definition is an exogeneous variable, 
is included here in vector Xl. 

4. Note that in this case, the parameters on the auxiliary function (5) can be also obtained by ?iw = & - 
fiw and [w = -&., where the suffix B indicates the Between estimators obtained by performing OLS on cqua- 
tion (2) with all the variables expressed in individual means (Mundlak [1978]). 

5. Note that we assume here a half-normal distribution for oi; this is a particular case of the more general model 
suggested by Battese and Coelli [1988] that considers also normal distributions truncated at points different 
from the mean. The program we use has been developed by T. Coelli who kindly transmitted it to us (see 
Coelli [1989]). 

6. For an application of this type of function, also called inverse production function in the case of single input- 
multiple output technology, see for instance Bjurek et al. [1990]. 

7. Perelman and Pestieau [1987] estimated a production frontier for the European railways using capital and 
labor as the only inputs. They found little evidence of substitutability between capital and labor. 

8. Labor and energy costs. 
9. Details about the definition and the source of the variables are. given in the Appendix. 

10. See, for instance, Wang Chiang and Friedlander [1984]. 
11. One could, of course, argue about this point. From our survey among the railways, it appears that this institu- 

tional environment did vary frequently over the analyzed period for companies such as BR, CFF, and DSB. 
Nevertheless, for a vast majority of the railways, this environment was about the same in the early sixties 
as in the late eighties. 

12. We estimate a labor requirement function under the hypothesis of strict complementarity of inputs. Therefore, 
the term economies ofscate has the usual meaning. 

13. Alternative treatments with time-varying individual efficiency effects has been proposed by Kumbhakar [1988], 
Cornwell et al. [1990], and Battese and Coelli [1991]. 

14. We perform also alternative GLS-IV models as suggested by Amemiya and MaCurdy [1986] and Breusch 
et al. [1989]. The results obtained confirm the case of severe correlation between technical efficiency and 
all the explanatory variables in the model. 

15. Note that Schmidt and Sickles [1984] stated the conditions for the consistency of estimators (other than the 
efficiency indicator). They arc met by our sample that is composed by nearly 30 years. 
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