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Foreword

This 9th International Conference on System Sinmutah Buildings has been the opportunity
to gather researchers coming from 13 countriesgjrgithe last results of their research works.
Some of the presented works were conducted inrtmeef of projects from the International
Energy Agency’s Energy in Buildings and Communitesgramme (EBC).

In the name of the organizing committee, | woulke lio thank:

The authors who wrote highly interesting papersenged afterwards by their peers.
The members of the Scientific Committee who coneltiein excellent reviewing of the
papers, and contributed to maintain the high qualthe conference.

The participants for the interesting and fruitfisalssions they initiated during and
after the presentations.

The research and administrative team of the Theymmdics Laboratory, and
particularly Francois Randaxhe and Isabelle Cosyhs, made this event possible and
successful.

| hope that the diffusion of the present proceesliwgl contribute, even to a small extent, to
improving the energy performance of buildings bgrpoting the development of simulation
tools and by sharing these tools among scienttsieagineering offices.

| wish you a pleasant reading.

Vincent Lemort
Chairman of SSB 2014

Liége, March 31st 2015.Vincent Lemort
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A Convex Approach to Energy Use Minimization of Buidings
Equipped with Hybrid Ground-Coupled Heat Pump Systens

Ercan Atam, Damien Picard, Lieve Helsen
Department of Mechanical Engineering, KU Leuvene&gnelaan 300A, Leuven 3001, Belgium.

1. ABSTRACT

In this paper a convex approach through convexitinas presented for nogenvex optimal
control and non-convex model predictive controldshenergy useninimization of buildings
equipped with the hybrid ground-coupled heat pusgptems. The original non-convex
problems are convexified using a convex enveloperageth. The results of convexified
optimal control problem are corpared with dynamic programming based optimal contro
which is a global andlosed-loop control approach. The comparison ressliow that the
convex approximation of the optimal control problgies almost global optimal results in
terms of responses and cost criteria. The suggestttbd is especially useful foptimal/model
predictive control or optimal design of energy-@ént buildingsintegrated with thermal
systems, where the source and sink temperaturexdeptcoefficient of performance of some
thermal components introduces non-convexity the system.

Keywords: Hybrid ground-coupled heat pumps, Convex optimmgtiConvexenvelope,
Optimal control, Nonlinear model predictive control

2. NOMENCLATURE

Variables Description

CORy, chiller coefficient of performance

CORy heat pump coefficient of performance

CORyc passive cooler coefficient of performance

Ce electricity price

Cg gas price

J total cost

tc control horizon

tp prediction horizon

ts sampling period

P, power used by chiller

Pgb power used by gas boiler power

Py power used by heat pump

Ppc power used by passive cooler

0. cooling load demand

Qcn thermal energy extracted from the building throagtive cooling
Qext heat extracted from ground

ng thermal energy supplied to the building by gasdyoil

Qn heating load demand

Qnp thermal energy supplied to the building by the hpeanhp

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014
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Qinj heatinjectedtoground

Onet net heat injected to ground

Qpc thermal energy extracted from the building thropglksive cooling
Ta ambient air temperature

Tt fluid mean temperature

MNeb gas boiler efficiency

3. INTRODUCTION

In last decades, ground-coupled heat pumps (GCHidPhgbrid ground-coupletieat pumps
(HybGCHP) combined with low-exergy heat emissiorstems received considerable
attention (Chiasson, 2007)(Hackel et al., 2011 ytA&t al., 2013). This attention comes from
having thepotential to reduce the primary energy use reladespace heating and coolibg
70% compared to conventional heating and coolirsgesys (DHC, 2014).For GCHystems
with vertical borehole heat exchangers (BHE), havethe large investment cost of the
borefield represents a major bottleneck. This emplthe trendowards compact, hybrid GCHP
systems which combine smaller boreholes withplementary heating or cooling devices such
as gas-fired boilers and chilles&slthough the design of a compact HybGCHP systeaften
driven by cost considerations to limit the drilliogst without compromising thermal comfort in
the building, sometimes other reasons may also leddytoiGCHP systems, such hsited
drilling area for boreholes, the specific groundrettteristics, regulatioor too high imbalance

of the thermal load. Under normal conditions, tffieiency of the additional heating or cooling
devices being lower, a long-term cost-optimpération boils down to maximizing the use of the
heat pump and passive cooliimy covering the heating and cooling loads withintae
temperature constrainter the heat carrier fluid. Although we have thiakof a qualitative
nature of optimal control policy in our mind, detenation of quantitative values of optimal
load sharing between components requires an geelli control strategy whemultiple
operational constraints such as maximum machineepawd temperature bounds of the heat
carrier fluid have to be taken into account.

A rule-based controller that uses the most efficrmachine at each time stepight be the
simplest algorithm to use. This kind of controlierhowever, noable to make full use of the
temperature constraints of the heat carrier fllkdr example Cullin et al. (2010), proposed
rule-based control strategies coupled with a setpafameters to optimize the system
performance using a simulation based optimizatiethad. Multiple simulations with different
initial-boundary conditions arfteating-cooling demand scenarios have been coesided the
optimization parameters are optimized either mdypuai through a simulation-coupled
optimization program such as GenOpt (Wetter, 20@if)l satisfactory performance was
observed irthe simulations. The main drawbacks of these agpesaare that firstly, they
suffer from a mathematical model-based optimizdtiontrol and hence the suggested rule-
based control methods may be very suboptimal giegen generadnd secondly, the number
of variables to be optimized in a rule-based cdnsroestricted most of the time since few
parameters are chosen to characterizeoptienal control performance.

Ridder et al. (2011) and Verhelst (2012) used, ont@ast to rule-based approaches,
mathematical model-basedntrol methods, which allow global optimizationowkver, they
are based osome simplifications and/or some unrealistic asgiong introduced during the
controller design. For example, Ridder et al. (90dded dynamic programming. Dynamic
programming is a powerful method since it is aetbkop, global optimal control algorithm.
However, the model used in Ridder et al. (2011)dgmamic programming is a vesymple
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first-order model for the ground mean temperatiitee chosen samplingeriod for the system
is one week, which is very long since typical cohaictionsfor buildings may require sampling
times in order of minutes or hours. Mokerer, the realization of the designed controller
requires the measurement of tinelerground field temperature, for which measuremeay
be either difficultor non-accurate. As a result, the approach of Ridtlal. (2011) involves
both some modelingimplifications and a hard-to-realize implementaticAs to Verhelst
(2012), a linear optimadontrol method is applied. The simplification maadéhat work is that
the coefficients of performance (COP) for heat pwang chiller were taken to be constant,
contrast to being functions of source and sink tnapires. COP values wetaken to be
constant because otherwise the optimization prokkera nonlinearnon-convex problem,
which cannot be solved over a couple of years ésiheavhen short sampling times are
considered. Although a mathematical model-basgtimal control was considered, the
simplifications of taking the mentioned CO&s constant values without a formal justification
restricts the validity of the worsf Verhelst (2012). Moreover, the model used fantoa and
emulator are the same, whieliminates the impact of model mismatch and theedimits the
generality of theapproach followed by Verhelst (2012).

The optimal control of HybGCHP systems for totadigyy use minimization is a nonlinear, non-
convex optimization problem due to the appearahbeat pumpcoefficient of performance in
the cost function. This makes the optimization pFobdifficult for short sampling periods in
the order of minutes or hours becaskert sampling periods increase the number of mecis
variables considerablyurrent solvers have difficulty in solving a nomgex, nonlinear
optimizationproblem with a large number of decision variabl&ven in case of a solution,
a global minimum cannot be guaranteed. An approtdrealution to the aboygoblem is the
convex relaxation of the nonlinear, non-convex rapation problem through the use of a
convex envelope approach. The convex envelopefohdion is the largest convex function
majorized by that function. Approximatiaf the non-convex terms by their convex envelopes
will transform the optimizatiorproblem to an approximate problem which is conved #or
which the global minimum can be found, if the pesblis feasible. In convex optimization
problemsa local minimum is a global minimum. Although tleaulation of a convex envelope
for a general multi-variable function is non-detemistic polynomial-timehard, there exist
analytical formulas for a bilinear function or aioaal functionof two variables, the type of
functions encountered in energy use minimizatioHg@iGCHP systems. In this paper, the use
of a convex relaxation method is given for non-@neptimal control and non-convex model
predictive control of HypGCHP systems, by replacihg non-convex term with its convex
envelope. Theesults of optimal control case are compared wytiaghic programming control
results (an approximate global optimal control atfpo) to assess the optimaliby the convex
envelope approach. The proposed approach givesigngnresultsfor optimal control of
HybGCHP systems. The utilization of convex envelapproach for nonlinear, non-convex
model predictive control formulation is aldlastrated. Since model predictive control does no
see the whole control perioolver which the system is controlled, it was notfety
meaningful to comparith dynamic programming which sees the whole aimgeriod.

The rest of paper is structured as follows. In iBacg, the HypGCHP sydsem is described
with the associated operational constraints. Se@ideals witithe formulation of the non-
convex optimal control problem for the total eneagg minimization for HypGCHP systems.
The convexification of the optimization problem rétag from basic elements of convex
optimization and the conveenvelope concept is given in Section 4. The dynamic
programming-based control formulation and solutibthe problem is given in Section 5 where
dynamicprogramming is used as the base reference for aumgpthe results. Section 6
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discusses the applicability of the proposed metimothe context of nonlineanon-convex
model predictive control. Finally, Section 7, card#s with the maifindings of this study.

4. GCHP SYSTEM DESCRIPTION & OPERATIONAL CONSTRAINTS

The hybrid system is presented in Figure 1 andistmef a heat pump, gas-fired boiler, a
passive cooler and an air-cooled chiller. It isuassd that the heat demar@@,) is provided by
heat pump and boiler and the cold demapg (s provided by passive cooler (using a heat
exchanger instead of an active chiller) and chillére expressions for the efficiencie$ énd
coefficient of performanc@COP) of all components presented in Figure 1 sendoy

th ng Qpc Qch
CopPy, =—, = — ,COP,, =— ,COP.,;, = —,
hp Php ngb Pgb pc Ppc ch Pch

where Pp,,, denotes the electricity consumption of the heahpwompressor and the power
consumed by circulation pumps from the borefiettes?;;, denotes the rate of primary energy
use of the gas boilek,. the electricity power used for the circulation mpsrof the passive
cooling installation and finally?.;, denotes the electricity power consumption of thiler
compressor and the circulation pumps of the codlmeer.

@)

QF- =c
L L e huilding‘[\—' L &= building

C’gb T Qh,u T

Toch

J:

borefield

Figure 1: Schematic presentation of hybrid systeeat pump, gas-fired boiler, passive
cooler and chiller.

The coefficients of performance given by the abexgressions depend on the temperatures of
the source and the emission systenexgsessed by

COPhp = fhp (Tfr Tsw,h) ’ COPpc = fpc(Tfr Tsw,c) ,COP;p, = fch(Ta; Tsw,c) ’

where Ty, n, Tswc represent the water supply temperature for headind watersupply
temperature for cooling, respectively.is the ambient temperature aiyds the circulating fluid
mean temperature. The gas boiler efficiengy,, is given aconstant value of unity. The
electricity pricec,(t) varies in the range [0.09, 0.18lro/(kwh) andc,(t) is taken 0.06

euro/(kwWh) Werhelst, 2012) Here, COPs and efficienciemre fitted to TRNSYS data
(TRNSYS, 1998):

COPyyp(t) = ag + a1 T (1), COPp(t) = Bo + P1Ta(t) + BT?(t), COB,, = 12 (1)

whereCOPy,, andCOP,, are fitted for a supply water temperaturelpf , = 40°C for heating
and a supply water temperaturelpf . = 18°C for coolingUsingc, (t) andc,(t), the optimal
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control problem to be solved to minimize the eneugg cost function for HypGCHP system
operation over a time perioty[tf] is

th(k) Qpc(k) Qch(k) ng(k)
/= 2 Ie(k) (cophp(k) COPpC(k)+C0Pch(k)>+Cg(k) ng,,l 2)

where §is the sampling period and “k” is the samplingams. The cost function presented by
Eq. (2) has to be minimized under operational teatpee constraints, heat/cold demands,
maximum net heat injected in the ground and powestaints. Next, we will discuss these
constraints and present their expressions.

4.1 Heat & cold demand satisfaction and circulating flud temperature bounds
The building loads should be satisfied with soneeptable violation margins:

Qn(t) — eny(t) < th(t) + ng(t) < Qn(t) + ey (O (3a)
Qc(t) - Ec—l(t) < Qpc(t) + Qch(t) < Qc(t) + Ec—u(t) (3a)

whereQ,,(t) andQ.(t) are the building heat and cold demands, respégtige ;(t), &, (t)

are time-dependent lower and upper violation marfpn heating demand amg.;(t), £._,,(t)

the lower and upper violation margins for coolirggréand. Note that),, andQ, are assumed
to be given. The cooling of a building requiresthagection to ground during summer. This
increases the ground temperature towards wintechwin turn, increases CQP However,
the ground temperature, which is represented iatlyréy T, , should be kept below the water
supply temperaturd,,; ., for passive cooling of the building. Similarlyedting of a building
requires heat extraction from the ground. This el@ses the ground temperature towards
summer, which, in turn, increases GQMPowever, again the ground temperature represented
indirectly by Ty should not decrease to a value below freezingtioiavoid frost problems.
All these aspects require to put lower and uppentds orfly:

Tf—min(t) < Tf(t) < Tf—max(t) (4)

4.2 Heat exchange with ground

Heat extraction/injection from/to the ground and tiet heat transfer with tlggound are given
by the following equations

COPyp(t) — 1 OB, (t) —1 . ©®
COPy, (1) COP,(t) Qpe(t), (5)
Qnet(t) = Qinj () — Qext(t)-

To limit the degree of thermal build up or deplatia the ground, the followingound may be
put on the net annual heat transfer with the ground

Qext @) = Qext ®), Qinj(t) =

D" Cuer| < Omar ©)

lyear

4.3 Borehole Dynamics

In this section the borefield system shown in Féglirs modeled as a single equivalent borehole
which is sized according to the specified buildiogds to be considered in the next sections.
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This is an approximation neglecting the interacti@etween different boreholes in a borefield.
In the equivalent diameter approach, the heatfeafiom the U-tube is approximated by the
heat transfer from a single pipe with a hypothéticameter through which the heat exchanging
fluid circulates. The objective is the determinatf the circulating fluidmeantemperature
over the borehole lengtff;(t), corresponding to a net (injected - extracted) lpeafile per
unit length,u,,... The one-dimensional radial conduction heat temsfjuation is considered.
Next, the grout and ground regions are divided theymal nodes and an energy balance for
the equivalent borehole is considered. Using thigefivolume technique, the following large-
scale dynamic model is obtained

xe(k +1) = Ae(p)xe(k) + Be(p)unet(k); :V(k) = Tf(k) = Cexe(k) (7)

T
where x, = [Tf Ty ---Tgng Ty ... T, ] . Here, T; is the circulating fluid mean temperature,

Sng

T T
[Tg1 ...Tgng] are grout nodal temperature{{,,.1 ...Tsns] are soil (ground) nodal temperatures

andp is the know parameters vector including thermhaysgcal and other parameters of the
system (diffusivitiesyy, a,, conductivitieskg, kg, different radii ¢4, 75, discretization step
sizes, etc.) and,,,; is the net heat injected to the ground. A fulliekron of (7) can be found
in Atam (2013).

The next step is obtaining a reduced-order modeh fthe large-scale modgiven in Eq. (7)
which has 506 states. As a model-order reductiohnigue, weuse the Proper Orthogonal
Decomposition (POD) method (Holmes et al., 1996)i4s2004).

The reduced-order model is given by
xr(k +1) = Apxy (k) + Brugee (k), y(k) = Crx-(k) (8)
and details can be found in Atam (2013) The modgioof the chosen reduced-orderdel

is four. Figure 2 shows mean and maximum absolusenatch error fof; of reduced-order
models with respect to that of large-scale model amction of model order. The results are
based on simulations of models with a multi- simgut signal consisting of 30 sines. From
Figure 2 we get the maximum absolute mismatch daofy around 0.63°C and the mean
absolute mismatch error around 0.14°C for a reciacddr model of fourth order.

mean abs. mismatch error { C)

4 5 6 7 8 9 10
reduced—order model order

b
(=
1)

30 T T T T T T T T

201 4

D 1 1 1 1 L 1 1 1
1 2 3 4 5 6 [ 8 9 10

reduced-order model order

Figure 2: Reduced-order model Mismatch error as a function of model order.

max abs. mismatch error { C)
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5. NONLINEAR, NONCONVEX OPTIMAL CONTROL PROBLEM FOR TO TAL
ENERGY USE MINIMIZATION

. . . . . ~ On .
Lettlngul = thr U, = ng; Us = Qch; Uy = Qpc; Uy = COPI:lp’ Unpet = Qnetr COPpc = 12:

ng» = 1, we obtain the following optimization problem withe associated constraints from
the related equations defined before in Section 4.

mimimize kz(:) ts {ce (k)| (ﬁl (k) + u41(2k) + BT BlT:Ec()k-?- 5T (k)) + cg(Mu, (k)} (9a)

subject to
Qn (k) — ep_ (k) < uq (k) —u, (k) < Q,,(k) — &,_,,(k), (neating demand satisfaction)(9b)
0.(k) — e._;(k) < uz(k) —u,(k) < Q.(k) — ¢,_,(k), (cooling demand satisfaction) (9c)

Unee (k) = =14 (k) — uy (k) + 1y (), (expression fott, (k) (9d)
x-(k +1) = A,.x,.(k) + B.u,.;(k), (borehole state-space dynamics) (9e)
Tr(k) = Crx,(k), (output equation) (91)

Tr_min < Tr(k) = Crx (k) < Tr_max, (Circulating fluid temperature bounds)  (99)

N-1

Z Unet (k)

k=0

< Qmay (bounding the total net heat injected to the grgund  (9h)

COPyy = ay + a;Crx,.(k), (heat pump coefficient of performance) (91)
uy (k) = COPp, (k)iy (k), (relation between;, CO Py, andii, (9))

With this formulation, the nonlinearity of the aptl control problem comes from Eqg. (9j): a
bilinear term. Note that the rational term incluglify, in the cost function does not create any
nonlinearity because’, is not a decision variable or a function of demsvariables. In the
next subsection, Eq. (9)) will be replaced by tswex approximation.

6. CONVEXIFIED OPTIMIZATION PROBLEM
In this section, before formulating a convex appration of the optimizatioproblem presented
in EQ. (9), we start with the definitions of basigredients otonvex optimization problems.

6.1 Overview of convex optimization

In words, a convex optimization problem is simplganvex function to beninimized over a
convex set.

Definition 4.1 (Convex Optimization Problem: less general fai@iyen a convex functiofi,
convex functiong;, affine functionsh; and the decision variablectorx, the associated less
general convex optimization problem is defined as

mimimize f(x) (10a)

subject to
gix)<0,i=1,..,p. (10b)
hi(x) <0,i=1,..,r. (10c)
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6.2 Convex Envelope
Next, the concept of convex envelope is defined.

Definition 4.2 (Convex envelope). Given a continuous functkapx), its convex envelope,
denoted byonv k(x), over a convex sétis defined as the pointwise supremum of all convex
functions which are majorized I&(x):

conv k(x) = sup{r(x)|r convexand r(y) < k(y) Vy € S}.
In other wordsconv k is the largest convex function such thetv k(x) < k(x) forx € S.

A positive bilinear functiorf (x1, x2) = x1x, has the convex envelope
conv f(x1,%,) = max{x; X, + XoX; — X1%p, 1 X + XXy — X1 %5} (11)

over the rectangular regiaofi = [x;,X1] X [x,, X2], which is called McCormick envelope
(McCormick, 1976). Similarly, the negative bilindanction f (x1, x;) = —x1x, hasthe
convex envelop@vicCormick, 1976)

conv f(xy,X;) = max{—%;X;, — XX1 + F1Xa, — X1X, — XXy + X%, } (12)
over the rectangular regidh= [x;, X1] X [x,, X2].
Using (11)and (12),the equality constramt f(x1, x2) = x1x2isconvexiied by
W 2 X1X; + XoX1 — X1 X3, W = X1Xy + XoX1 — X1Xo
W 2 X1Xp + X2X1 — X1Xp, W 2 XXz + XX — X1X7 49
6.3 Convexified optimization problem

The convexified optimization problem is the same prablas in Eq. (9) except Eg. (9)) is
replaced by (13) with

w = ul(k), X1 = COPhp’ Xy = ﬁl(k)

Notethat all other constraints are already/or candsalyeput into the form given in Eq. (10).
The lower bound for the coefficient of performarmteheat pumpLOP,,, is set to 2 and the

upper boundCOPy,, is set to 6. Similarly, the lower bound#f = th/COPhp,E, is set to
OW and the upper boun%, is set to 3000W, assuming a maximum heat pumpep@iv
6000W.

6.4 Bilinear versus rational function

We formulated the optimization problem in Eq.(QIsthat the resulting notinearity was of
type bilinear. It is possible to formulate the desb in such a wayhat the nonlinearity is a
rational functionf (x,x2) = % over a positiveectangle in the first quadrafa,, a,] %

2

[b1, b,]. In this case, the analytical formula for twvex envelope is given as (Locatelli et al.,
2013)

by — x; a;

conv f(xq1,%x,) = P
1~ 4

x2v/a;(by — aq) } (14)
(by — x1)Vaq + (xq — al)\/b—l

b, —x

2 2

max ) a, p=—*= (ag — x1) + x5,
1 1
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X1 —q by

bi—a _ b{(b, —

N P T
174 (by — x)Va; + (1 — apy/by

6.5 Solution of the convexified problem

The optimization problem is coded using YALMIP (befg, 2014) under MATLAB ancilling
CPLEX (IBM, 2014) as solver. Note that in conveXimyization problems, anipcal minimum
is also a global minimum. This nice property makesvex optimization formulations very
attractive.

6.6 Results for convexified optimization problem

The results for the convexified optimization prablare shown in Figure 3. Simulations are
run for a duration of one year and with a sampfiagod of 4 hours. Figure 3(a) shows the time
evolution of the mean temperature of the circutafinid (T), Figure 3(b) shows the heat pump
power and heating demandhg,, Q5,), Figure 3(c) shows the chiller power and cold dath

(Qcn, Q.) and finally Figure 3(d) shows the evolution otamulated cost/j. These results
will be compared with dynamic programming result$Section 5.

I
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(a) Circulating fluid mean temperature. (b) Heat demand and heat pump power.

9 1500

) A

8000 o g
£ | T " 1000} _/’—_/
= sooop | L"ull.-lll 3 » el
@ | ||III'|I|I,\| | S 800 /

£ 40000 ‘ it @ P
= ™ 800
Gl ‘ L (_,/
i
I i '“'\ 200} /
20001 1 I1i, ] /
f I, 1
| | \
1000 I 11} 4 200 /
' !1 W Il i
o ! ' s L s L ' s s
0 1000 2000 3000 4000 5000 6000 7OOO B0CO 8000 00 1000 2000 3000 4000 SO00 6000 7OOO BOOD 9000

time (h) time {h)

(c) Cold demand and chiller power. (d) Accumulated cost profile.

Figure 3: Controlled system variables for convedfoptimization problem.

7. DYNAMIC PROGRAMMING-BASED OPTIMAL CONTROL

Dynamic programming is a closed-loop, global optiotntrol method (globabptimal up to
approximations due to state-input gridding andrpa&tions). It isbased on thegrinciple of
optimality’ (Kirk, 1970) which simply says that in a multiagfeprocess whatever the previous
states are, the remaining decisions must be optintialregard to the state following from the
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current state. This principle allowlse optimal control problem of K-stage process to be
recursively formulatedstarting from the last stage. lj denotes the function inside the
summation of the cost functignn (9a) andx, u, w states, inputs and measurable disturbances,
respectively, then

Jikn (N = K)) = min {g(x(N —K),u(N = K),w(N = K))} +

In-x-—pn &N — K),u(N — K),w(N — K)),

where/y_g v IS the optimal cost of the-stage policy starting from stage— K to the final stage

N andjy_-1)~IiS the optimal cost of thi€—1-stage policy. To start with the algorithm, we set
Jvn = 0, which is the cost stage number zéfos 0. For dynamic programming-based control
methods, the most importaissue is to have an accurate model with minimum bemof
states and inputdue to the famous curse of dimensionality prob(&tink, 1970)(Bertsekas,
2000).As a result, theptimization problem given by Eq. (9) will be eqalently reformulated
with two inputs instead of four.Kirk, 1970)(Bertsekas, 200€an be referred for details on
dynamicprogramming.

(15)

The requirement of heating and cooling load satigfa gives (ignoring violation flexibilities)

ng (k) = Qn(k) — th(k), (16a)
Qpc(k) = Qc(k) - Qch(k) (16a)
Then, the expression inside the summation in teefoaction (2) becomes
e co (k) c,(K)] .
g(th; Qchs Qn, Q) COPhp; COP¢p, e, Cg) =t [COPhp %) + i’gb l th (k) +

(17)

COP(k) | COP,,

‘. [ ce (k) ce (k)

, [Cg(k) () l

Qcp(k) +¢ Qn + Q
cp s ngb h COPpC c

To put a constraint os Ty = C;x,, we prefer to transform the borehstate dynamics in
reduced-states & = Tx,., where

= (o0 1) (18)

such that¥,, = C,x, =y = Ty. The reason for such transformation is the faat this
allows an easy use of an existing dynamic progrargraolbox (ETH, 2014)

Then, the reduced-order transformed borehole sfaee dynamics becomes
fr(k +1) = Arfr(k) + Erunet(k)r :V(k) = Tf(k) = frl (k), (19)

so that the first state becomes output and herceirttulating fluid temperatut®ounds can be
put on the first state. The optimization problembt solved bylynamic programming is as
follows:

N-1

min Z g( th' Qchl th QC’ COPhp' COPCh' Ce» Cg) (208.)
k=0

subject to
%-(k +1) = A.%,.(k) + B,uy..(k), (borehole state-space dynamics) (20b)
Tr_min < Tr(k) = x,, (k) < Ty_pqx, (Circulating fluid temperature bounds)  (20c)
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IXN - e (B)| < Qmax, (bounding the total net heat injected to the geu (20d)
COPy, (k) = ag + a4 X, (k), (heat pump coefficient of performance) (20e)

. cop
unet(k) = g [Qc Qch] - hp - thu (eXpI’GSSIOI’l founet(k)) (20f)

Note that for g(x, u, w) in (17), we haue= [th Qch]T andw = [Qy, Q., COP,, c., cg]T and
COPy, depends on the stakg, .

Dynamic programming is applied to (20). Typicatiydynamic programming, the feasible states
and feasible inputs are gridded into quantizedeslnd theat a given stage with a chosen
feasible state value, all possible quantized inpuéstried until the minimum of (20a) is
determined at that stage. This is donedlbrfeasible gridded states. Hence, the dynamic
programming control algorithiis aclosed-loopandglobal optimalcontrol algorithm (global
optimal up to thepproximations due to state-input gridding andrpatations). As mentioned
before, for dynamic programming-based control méshthe most important issigeto have

an accurate model with minimum number of statestmplue to theurse of dimensionality
problem. The nonlinearity of the model is not asuesfordynamic programming. Interpolation
Is required when the predicted states ar¢hmgridded states.

In the optimal control problem, the control inpahge for botrth andQ,,, is taken to be [0,
6000]W and is gridded into 60 points. The rangediatputy is taken as [0.5, 15.5]°C and it
is gridded into 50 points. All other transformedtses of the reduced-order model are also
divided into 50 grid points. The control resulte ahown in the next subsection.
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Figure 4: Controlled system variables for dynamiogramming-based control.
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7.1 Dynamic Programming Results

The results for dynamic programming are showngufé 4. When the resulb$ the convexified
solution in Figure 3 are compared to these of Feglyiwe see that they are close to each other,
except that for the convexified problem the cirtinla fluid is more oscillatory around the
upper temperature bound, which is due to the mewdlatory action of the chiller. This
oscillatory behaviour of chiller is caused by tmdlved convex approximation. The cost
profiles are almost the same.

8. APPLICATION OF THE PROPOSED METHOD IN NMPC

The nonlinear, non-convex model predictive contiiVIPC) problem is shortlydescribed as
follows. Given the borehole dynamics

X (k + 1) = Arxr (k) + Briger (k), y(k) = Crx(k), (21)
the objective of NMPC is the minimization of
k+tp
A (~ o, Ua(k) 15 (1) N
mimimize Z ts {ce(L) (ul(l) + 412 + Bt 51Ta(3i) +ﬁzTaz(i)> + Cg(l)uz(l)} (22)

i=k
subject constraints
0, (k) — g, (k) < 1, (k) — 1,(k) < Q0 (k) — ,_,(k), (heating demand satisfaction)23a)
Q.(k) — g,_;(k) < ti5(k) — 01, (k) < Q.(k) — &._,,(k), (cooling demand satisfaction)(23b)

e (k) = =114 (k) — @13 (k) + 11y (), (expression fofly, (k) (23¢)
Tt—min < Ty (k) = C,%; (k) < Ty_may, (circulating fluid temperature bounds) (23d)
N-1
Z e ()| < Omar,  (bounding the total net heat injected to the grgund  (23e)
k=0
COPy, (k) = ap + a,C,%,, (heat pump coefficient of performance) (23f)
@1, (k) = COPy, (k) (k), (relation betweedt,, COPy, andi; (k) (239)
where
X (k+1) = A.x,.(k) + Bl (k), withx,.(k) = x,(k). (23h)
and
U, (s) = 1, (k + t,), k+t.<s<k+t, te <tpx=1,..,4, (24a)
Upee(s) = Upee(k +t.), k4t <s<k+t, t.<t, (24b)

Heret, andt, are called prediction and control horizons, reipely. The hat notation denotes
the internal control variables (the calculated oanhputs) and the resulting predicted states or
variables which are functions of states and inpués the given horizons. A distinction between
the real system variables and the variables irpthdictive controller design (denoted with a
hat) is necessary be- cause the calculated inpdtshe predicted values may not be the same
as the ones in the real time controlled system. drbesed out term (23e) means that this
constraint cannot be applied in NMPC because NMB€3 ahot see all the future. As we see,
the NMPC problem is in a fact a kind of optimal tohproblem over a shorter horizon. As a
result, for the application of the proposed confrexiion to NMPC, the convexification of
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(23f) is done, after which the NMPC becomes conwexdel predictive control. Here, we do
not present the results for convexified NMPC, rathe just wanted to show how the proposed
idea can be used in the context of NMPC.

9. CONCLUSION

In this paper a convexification approach using exnenvelopes for hard-to- solve nonlinear,
non-convex optimization problems involving ratiorehd/or bi- linear terms of decision
variables is proposed for optimal/model predictigatrol- based total energy use minimization
of buildings using hybrid ground-coupled heat pusyptems. The results presented are for an
idealized optimal control case: building interantignored, loads as input, constant COPs for
everything except the heat pump and simplified bolee model. Rather than going a through
detailed application, the objective was to show libg convexification ideas are used in the
considered control frameworks.

The results of the convexified optimal control problewere compared to dynamic
programming based control results. The resulth@proposed method were close to (in terms
of dynamic trends, global cost) these of dynamagpamming, which verifies the effectiveness
of the proposed method. To the authors’ best knidgdethe proposed idea is the first in the
field of optimization or control of energy efficiebuildings equipped with thermal systems.
The overall message of this paper is that giveordimear, non-convex optimization/control
problem of thermal systems, the first step shoeltbtanalyse the given system in terms of the
nonlinear, non-convex terms and then investigatetiadr convex envelopes for the associated
terms exist or not. If they exist, then these teshsuld be replaced with their convex
approximations, thus approximating the original nlamear, non-convex optimization/control
problem by a convex one. Note, however, that aitalytonvex approximations exist only for
a set of non-convex functions. Last but not leasieneral convexified optimization results are
better than linearized optimization results but moé as good as global optimal results. The
accuracy degree of the approximation of the orignmen-convex optimization problem by a
convex one is very case dependent
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COMPARISONS OF MODEL STRUCTURE AND
IDENTIFICATION METHODS FOR MULTIPLE-RTU
COORDINATION

Donghun Kim, Jie Cai, James E. Braun

Ray W. Herrick Laboratories, School of Mechanicagibeering, Purdue University, USA

1. ABSTRACT

Small and medium commercial buildings, such aslretiares, restaurants and factories, often
utilize multiple roof top units (RTUS) to providealing and heating for open spaces. For these
types of buildings, advanced control algorithmsrasetypically implemented due to practical
difficulties such as lack of a building managem&ydtem (BMS), high sensor costs, and high
costs for controller design and programming. Ourkwe focused on development of a plug-
and-play self-learning controller for coordinatiRgUs in order to minimize energy usage and
reduce short cycling while maintaining comfort. eTlapproach relies on learning the
relationships between thermostat responses anddrR7dff cycling. Needless to say, the crucial
and difficult part for the RTU coordination is tdvaose a proper model structure and an
identification algorithm to learn the underlyindatonship between the multiple RTU actions
and multiple thermostat temperatures. In this paper compare and evaluate prediction
accuracies of several linear model structuresydiot multiple-input, multiple-output (MIMO)
autoregressive models with exogenous inputs (ARXJ auto-regressive moving average
models with exogenous inputs (ARMAX) using avaitabite data for a typical small restaurant.

Keywords: RTU coordination, Recursive least square (RLS), ARX

2. INTRODUCTION

Buildings are responsible for about 40% of theltptanary energy usage in the US. In the past
three decades, various advanced control approdunes been studied to reduce energy
consumption especially for large commercial buigginOne of the most popular and widely
studied approaches is Model Predictive Control (WRECwhich an optimal control problem
over a finite prediction horizon is solved at eaampling time using a system model. Many
papers show the capability of MPC to reduce eneampsumption (Privara et al., 2011; Ma et
al., 2010) and demand cost (Braun, 1990). The cl@trcommunicates with the Building
Management System (BMS) where real-time measuredata stored. The control algorithm
relies on future predictions of disturbances sichwtdoor air temperature, solar radiation and
occupancy. The information are obtained througteather forecast or using a model, such as
an ARMA/ARIMA model, driven by sensor data.

Many small/medium commercial buildings, such asiredtores, restaurants and factories,
utilize multiple roof top units (RTUs) to provide&ting and cooling for open spaces. For this
application it is difficult to apply an MPC algdrin because small commercial buildings
typically do not have a BMS system and it would engive to add the required sensors. A
conventional approach for this application reliadacal feedback control, where each RTU is
cycled on and off using its own thermostat thabcsited in the vicinity of its supply diffusers
in the open space. This can lead to poor coordinamong the RTUs where some units carry
the majority of the load, some units cycle on afiidvery frequently, and others operate
infrequently. Due to these practical difficultidbere have been very few advanced control
algorithms developed for these buildings.

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P02, Page 2

Our modelling approach relies only on thermostghails, i.e. thermostat temperatures and
RTU on/off stages, with no additional measuremesguirements. Using the thermostat
outputs, a system identification algorithm is apglito identify the underlying relationship
between the multiple RTU actions and multiple thestat temperatures. This leads to a lower
cost and more practical solution for model-basedJR®ordination in this type of building.
However there are numbers of difficult questiondéoanswered; How to treat unmeasured
disturbances such as internal gains and solartiaaltaWhat is the limitation of disturbance
modelling approaches? How to get or to choose stergly exciting data for these types of
buildings? How to treat the correlation betweenulisances and manipulated inputs, which
will deteriorate model performance? These questiares fundamental issues in system
identification and are out of the scope of thisgrgapstead, we focus on how to choose a proper
model structure and an identification algorithm fiee RTU coordination control. Candidate
identification algorithms are the recursive leagiage method (RLS) using the structure of
multi-input and multi-output (MIMO) autoregressivexogenous (ARX) models and the
recursive prediction error method (RPEM) for awggressive moving average models with
exogenous inputs (ARMAX). The best model strucamd identification algorithm may differ
from system to system. However, it should be fxdsgbd automate the selection process and
use measurement data for a system of interest ke sige-specific choices.

In this paper, we want to find suitable model dimes and corresponding identification
algorithms to describe input-output relationshigsdd on site data for a typical sit-down
restaurant served by four RTUs.

3. SYSTEM DESCRIPTION/ DIFFICULTIES

Some major challenges in modelling small/mediune siammercial buildings controlled by
multiple RTUs are summarized as follows:

1) Unknown but possibly significant inter-zonal couglj namely the state of one zone
affecting the dynamics of neighbouring zones;

2) Unknown supply air duct systems that may be sigaily different for each RTU and
site, making modelling very site-specific;

3) Lack of sensors and BMS system, implying lack dbrimation about measured
buildings performance;

4) Time varying system behaviour due to time varyingtutbances, performance
degradation (e.g., RTUS), etc.;

5) Unmeasured but significant disturbances due topantiuschedules, solar radiation, etc.;

6) Relatively large number of controlled variablegy(ezone thermostat set points) and
manipulated variables (actions of RTUS).

Fig. 1 shows an example small commercial buildiexysd by multiple RTUs that is used as a
case study in this paper. Because of difficultiearid 2), a data-driven modelling approach is
chosen. RTUs are controlled by thermostats, whiehsure room air temperature and provide
ON/OFF signals to compressors. In order to avo&rteed for additional sensors, ON/OFF
modes of the RTU compressors are selected as rmulgs and the thermostat temperatures
are chosen to be the model outputs. To handlecdifies 4) to 6), recursive algorithms are

considered.

4. CHOICE OF MODELS AND IDENTIFICATION METHODS

For MIMO system identification, a polynomial modelg. ARX and ARMAX, and a state-
space model are some standard choices for a btackabdel (Ljung, 1999).
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We chose to consider recursive identification atbars instead of batch algorithms in order to
capture the time varying system properties. Faungee algorithms, numerical stability is one
of the most important issues since the failureasBmeter convergence will show undesirable
closed loop performance. RLS (recursive least sp)amethods have several desired
properties. The exponential convergence propertpaanteed as long as data is persistently
exciting and is independent of the number of patarse Therefore it can be applicable to
buildings served by multiple RTUs. Furthermore ithelementation of RLS for SISO can be
easily extended to MIMO RLS. Therefore it is sedelchs a candidate identification method for
RTU control modelling.

The MIMO ARX model has the following general form

AZY)YR=BZ) ¢ k+ eX
AZY) =1+ AZ' +...+ A 2™, Q)

Na

B(z')=BZ'+..+ B Z".

z'is the backward shift operator such that K = X k-1). y(k) 0 Pandu(k) 02 ™ are the outputs
and inputs, respectivelye(k) 00 *is a white noise process. The matrices A1 ** for
jOfL,...,n} andB 00 " for j{y..,n} are the parameters to be determined based on
input/output (10) data(n,,n,)is the degree of matrix polynomials 6{z"), B z*). We denote a
ARX model with degree ofn,,n,) as ARX(n,,n,).

The number of parameters to be estimated for ARX() iS px(pxn, + mx n)where p andm

are the number of output and inputs. Even for dldmdding having 4 single-stage RTUs, at
least 32 parameters need to be determined. TherafttIMO ARX structure has significant
model complexity.

We want to find simpler model structures. One cdatdi form is as follows.

a(z™h 0o .. 0
O EE) 0 = B e )
0 0 .. a(z)

It is calleddiagonal from matrix fraction descriptioGreen et al. (20125 (z") is now a scalar

polynomial instead of a matrix polynomial. It camdmsily shown that the description is nothing
but a parallel MISO ARX model that is

a(2%)y,(K) = B (2" (K) +---+ B, (), (K) + & (K)
: 3
a,(z%)y,(K) = B, (ZHu(K) +--+B, (z)u, (K) +e,(K)

We denote this MIMO representation as “dARX” to dragize that theNz")in Egn. 2 is a
diagonal polynomial matrix. Some advantages of dAdR
» significantly fewer parameters need to be deterthifer example, with 4 single-stage
RTUs, ARX requires at least 32 parameters while BA&quires only 20.
e itis much easier to be interpret the model paramsgt.e. SISO ARX interpretation can
be directly applied.
* a MISO identification algorithm for ARX can be ajgul.
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Although the degrees @f(z") differ in general, we assume all orders are thees@m, ) for all

i O[1, p] due to lack oprior order information. A similar assumption is apglfer each element
of B(z"). A more simplified structure for MIMO system repeatation may be possible.
Consider the following transfer functioBz): U(2 — Y ¥, whereH(z) is a matrix having
rational polynomials for each entity ard 0 not the time shifting operator. Let denote the
component of the transfer functio@,;(2=n,(3/ d (2wheren; (2, q, (2are numerator and
denominator polynomials. Lep(2 be a least common multiple for all the denominator
polynomials,d ; (2, for alli,j . We assume thai(2 is a monic scalar polynomial such that the
leading coefficient is unity. Then it can be shothat p(2Y(3= H ¥ Y ¥ where H(z) is a

polynomial matrix. Thus we are also interestechmfbllowing structure;
y(k)+ay(k-1)+--+a y(k—n,)=Bu(k—-1)+---+B u(k-n)+ek) (4)

wherea; is a scalalj [1,n.], while B;is a matrix with the size qfxm. We denote this model

structure as “arX” to emphasize that the auto-rEsgjom terms, the coefficients afz*)are

scalars. Stoica and Jansson (2000) compared pogdiesults for this model structure to those
of a space-space form.

Besides ARX models, an ARMAX structure is also ddeed.
AZ)YR=KZ) ¢ k+ C32) (e)
AZN) =1+ AZ +.+ A 2%,
B(z')=BZ'+..+ B Z".
C(zY)=1+GZ'+..+ G Z*.

(5)

The only difference compared to the ARX form is iheusion of C(Z%). It acts as a filter for

a white noise process and is called the movingaaseprocess. The ARMAX structure is much
more complex than the ARX structure since it islm@ar with respect to parameters and
requires a non-linear recursive algorithm, calld&®ERI, that is more complex than RLS. The
next section describes the RLS algorithm but netREPM. For readers who are interested in
the RPEM algorithm, refer to Ljung et al. (1983id@oodwin and Sin (2013).

5. RECURSIVE LEAST SQUARE ALGORITHM AND PREDICTION
5.1 RLS formulation
Before we describe RLS, reformulation of the winiéése process(k) is required.

Taking conditional expectation of Eqn. 1, i.&Z")YR= B Z) ¢ k+ €), with respect to
{Y k-1, ( k-2),..., u k-1), ( k 2),..}leads to

J(klk=1)=(1 - AZy(k)+ B(z)u(k) = ~Ay(k-1)--= A y(k=n,) + Bu(k-1)+--+B u(k-n) (6)
whereg(k |k-1)= E(y(k) | y(k-1),y(k=2)....,u(k = 1),u(k - 2),...).

It is assumed that the current no&® is independent of past inputs and outputs ana s
mean. By taking the difference between Eqn. landEgme can getk) = yk)-y(k k-1),
showing that the white noise process is the ong-atead prediction error.
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2

For a SISO system, the objective of least squaugkié to minimizei-zn:(y(k)—(/(k—lfe) ,
k=1

wheregk-1)" =[y(k-1),y(k-2),--,uk-Du(k-2),-], & =[a,-a,,h.-- ] and nis the size of
data. Sincegk-1)" 8= y(k| k-1), the LS algorithm can be viewed as minimizing siien of
squares of the one step ahead prediction errorthieedptimal solution with data lengthbe
6,. Recursive Least Square methods tend to findrssitian 4,to 6,,, without resolving the
optimization problem with data size of+1.

The transition is;
8(n) = (n-1)+ P(n- 2)p(n- )L+ @ (n- 1] P(n-2)p (- D) (y() - (- 18 - 1),
P(n-1) = P(n-2)- P(- 2}p(n- )( @ (- JP(n-2)p (+ Di'¢ (- ¥ P R2)

The derivation for Egn. 7 is straightforward butasiitted. For MIMO RLS, Egn. 6, i.e.
Y(k| k-1)=- Ay(k-1)---= A, y(k- n)+ B k-1)+--+B uk-n), can be expressed as follows.

(7)

Fy(k=1) ]

k_
y(k=n,) (8)

Ik k=D=[Av A 1B BT

Lu(k=n))
By denotingo=[A,...,A |B,...,B ]and

qu(k—l)=|:yT(k—l) o Y(k=n) d(kD ... U( leno)], Eqn. 8 becomeg(k| k-1)=0¢(k-1).
Theni™ element ofy(k| k-1), denoted ag; (k| k-1), can be expressed as

Y (k| k-)=0@pk-)=¢(k-1JO", whereo is the i"row vector. Because the one-step ahead

predictor form for each element §tk| k-1) is the same for the MISO case, the MIMO RLS
can be solved by independent MISO identification.

5.2 Optimal d-step ahead prediction

For a model-based predictive control, we are isteckin several step ahead predictions under
candidate inputs. Suppose we are interested ighimal output d-step ahead prediction of
y(k+d), given past historical datg(k), y(k-1),--,u(k-1),u(k-2),-- and given candidate current

and future inputsu(k+d-1),u(k+d-2),--,u(k). Here ‘optimal’ means minimal variance. The
one-step ahead prediction was derived in Eqn.4.
Since y(k+2)=-Ay(k+1)- Ay(k)---= A y(k-n_+2)+Bu(k+1)+Bu(k)+---+ Bnbu(k— n+2)+ek+2),
the optimal two-step ahead predictor form can k@ionbd by taking conditional expectation
with respect toy(k), y(k-1),--,u(k +1),u(k),--- and is

ylk+2[k)==AJ(k +1]k) = Ay(k)--= A y(k=n,+2)+ Bu(k+1)+Bu(k) +---+ B u(k—n,+2) (9)

This can be generalized to d-step ahead prediesdollows.

9(k+d|k):—Aly(k+d—1|k)~--—AH_1§/(k+1|k)—Ajy(k)---—A1§y(k—na+d)

(10)
+Blu(k+d—1)+---+Bnuu(k—nb+d)
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6. CASE STUDY RESULTS AND DICUSSION

6.1 Building description

L- . 2_| ]
*;,%—'—v—fmh f_—_}_\w\ o T
, . WESTAREA || ¥3_idf==

ijuguy

w
Figure 1: Locations of sensors and RTUs

A restaurant in suburban Philadelphia (see Fig &) demonstration site for the Department of
Energy Consortium for Building Energy InnovatiorheTindoor restaurant area is about 70ft
long, 65ft wide and 11ft high. For this case stutlg resolution of the existing thermostats was
not sufficient for model construction. Therefoadditional wireless temperature sensors were
located near the thermostats as shown in Fig.1.

The building has 4 RTUs and one of them, RTUL,thasstages of cooling and the others are
single stage. We treated the two-stage unit asdiferent single-stage units. Therefore we
have 4 outputs corresponding to the temperaturdseahermostats and 5 inputs that are the
RTU stages. The temperatures and each RTU ON/OFfe mvere recorded with one-minute
sampling times where each mode was controlled bHyeemostat (a conventional feedback
controller). The data sets for model training web¢ained using the conventional feedback
closed-loop control system.

6.2 Results and discussion

The measured temperature and on/off mode data meeceded from August 15, 2013 to
September 6, 2013. A sample 10 data set is showAgin2. Based on the measured data, the
described identification algorithms were implemerfi& different model structures. A sample
result for the data of Fig. 2with=60is shown in Fig.3for the ARX(2,2) model. Since the
sampling time is one minute, this is equivalenatone-hour look ahead prediction. Each 1/O
variation had its sample mean subtracted suclathat Fig.3 represents the shifted thermostat
and predicted temperatures. The result shows thaeliteg approach can predict thermostat
temperatures one hour in advance very accuratethis case there were 72 parameters to be
determined and all parameters were initialized WitDespite the large number of parameters,
the RLS converged to reasonable values within atvomutdays from the start.
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Figure 2: Example measured thermostat temperatace@N/OFF stages

|[—— measured — ARX(2,2)]
T ]

Figure 3: Example comparisons of measurement dathlahr predicted RLS with ARX(2,2)

In order to measure the prediction error (P.E.uaed the following metric;

4

f%., %Ji(yi(m o) - Y (k+ d| B)). (11)
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wherei is an index corresponding to each thermostat testyre, o represents the average
standard deviation of prediction errors for therfthermostat temperatures, andepresents
the number of data points. In subsequent resuksused all the data from August 15 to
September 6 to quantify, which depends on the prediction horizbpand the model structure
and order.

Intuitively, as the prediction horizom, increases, the -step prediction error has to increase.
Fig. 4 shows howrincreases w.r.t. the horizon for different modalstures and model orders
(n,). For these resultsy was set to one for all the model structures anglas set to 2 for the

ARMAX structure. The number of parameters to lzered depends on the model structures
as summarized in Table. 1.

Table 1: the number of parameters depending on hstdectures in Fig. 4 and Fig. 5
ARX(n,,1) | dARX(n,,1) | arX(n,,1) ARMAX( n,,1,1)

# parameters | 16xn,+20x1 | 4xn, +20x1 n,+20x1 16, +20x1+16x1

For most prediction horizons and for varions ARX and dARX provide better predictions
(i.e., lowerovalues). Even though the ARMAX structure includeRXA the prediction
performance for longer prediction horizon is wotsan for the ARX for alln,. Since the
RLS/REPM algorithm minimizes the one-step aheadliptien, the ARMAX is slightly
superior for shorter prediction horizons as showfig. 4. However, this does not imply that
it is superior for longer prediction horizons.

Fig.5 provides the same information as Fig. 4 buatare clearly shows how changes with

n,. Consider the case where30. The number of parameters for ARX(1,1) is 36 #me
correspondingris about 0.38C. On the other hand, the number of parameterar¥(l5,1) is

35 and the correspondingis about 0.59C. Although the numbers of parameters are similar,
the arX structure shows worse prediction perforreafue this case study. Meanwhile, the
dARX(4,1) has & value of 0.28C. The dARX is superior among the model structuves
investigated.

Before further discussions, it is important to ni@mhow the fithess behaves as a model order
increases. In generaldecreases rapidly until a guessed model order rttetsue order. This

Is the process to capture major dynamics contaimeldta. However even after a model order
reaches its true order, keeps decreasing but slowly. This is the procediedtoverfitting,
where the additional parameters of a higher ordmtehfit to noise process in the model. One
of the goals of this paper is to find a point amwhich ois insensitive.

It is interesting thatis not sensitive to the selection mfeven forn, =1, which is not true for

SISO system identification. This may attributediie MIMO structure. For example, for the
ARX(1,1), the corresponding transfer function faclke y, will have four poles unless there is

a zero-pole cancelation. Likewise, ARX(2,1) wilMea8 poles. Therefore even with smayl
it could have enough coefficients to describe theadhics in the data.

However there is a concern about the models witf1.1t turns out model structures with =1

likely have all poles close ta=10n the complex domain. This results in a trivial dab
structurey, = y_,. The prediction performance of the model looksdysmce it just shifts the

measurement data. However it is useless for anyoger This clearly can be seen in Fig. 5:
arX(1,1) is superior to any other higher order arX{). With this concern, we exclude model

structures withn, =1 for the modelling of multiple-RTU coordination.
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The dARX model structures with, =2 orn, =3provide reasonable prediction accuracy. By
Eqgn. 3, this implies about 2 or 3 poles per eacteamuld be suitable to describe dynamics of
the building at least approximately. Although an XARnodel also provides reasonable

accuracy, a dARX model is preferred since excessivebers of parameters will increase the
parameters uncertainty (Gustavsson, |. et. al. 18@d cause overfit.

1.5

| —=—ARX ——dARX —s—arX —=— ARMAX]

6 [°C]

o ['C)

6 [°C]

90 120 18(
d-step

Figure 4: Standard deviation of prediction errors a function of prediction horizon for
different model structures and orders (samplingetrd min)

d—step=;30 d—step=;60

o
©
d-step=90 : d-step=120
0 ; ; ;
1.5 ; j ;
R A :
g z | —aX
o 45l | || dARX
: arX
d-step=150 : d-step=180 —— ARMAX
% 5 10 15 0 5 10 1g
n n
a a

Figure 5: Standard deviation of prediction errors a function of order ofz*) polynomial
(sampling time =1 min)
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The sensitivity w.r.tn, is shown in Fig. 6. For the ARMAX structure, théeet of n, on o is

shown in Fig. 7. These results show that the ptiedierror is relatively insensitive to the
selection ofn,andn,, even forn, =1 and n, =1. This implies the dynamics can be explained

without any additional zeros; note that bothandn are related to zeros of the transfer
functions.

1 1.5

0.9 ] L ; —

08— ]

0.7 b aRx_ M T SO OO UUPUUOTE SOTPUROUS SOTIOOPINS O _e_nai; -
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05} ° —=—ARMAX | b —=na=4

05 —&—na=5

04 P B PP - A I'Ia=5 T

0.3 .

021 2 3 4 5 D i I I I L i I

Mo 1 15 2 25 3 35 4 45 5

C

Figure 6: Standard deviation of prediction _ o o
errors as a function of order di(z%) Figure 7: Standard deviation of prediction

polynomial errors as a function of order @¥(z")
(sampling time =1 min) polynomial for ARMAX model

7. CONCLUSION

This paper compares prediction accuracies of sklmeear model structures that describe the
relationships between thermostat responses and dril&df cycling for a case study building
served by several RTUs. The purpose of this corspaiis to identify a suitable model structure
and order for a RTU coordination control algoritiRLS is used for ARX types of models and
RPEM is used with ARMAX types as an identificatiaigorithm. We also considered special
forms of ARX, e.g. diagonal matrix fraction destiop, to find a simpler model structure. The
linear models provided reasonable prediction erremound 0.8C s.t.d. for one-hour
predictions. Parallel implementations of a MISO mlastructure, denoted as dARX structure
with 2-3 for n,and 1-2 forn,in this paper, provided reasonable prediction amas while

reducing model complexity. An arX with a low was too simplified model to capture the
MIMO relationship. A more complex model, ARMAX, sked better agreement with the

measurements for a short prediction horizon buailmecpoor as the prediction step increased.
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1. ABSTRACT

In France, 40 % of buildings are heated with eleatidevices causing high peak load in winter.
In this context, optimal strategies (under conatgarelated to comfort and maximum heating
power) have been developed using the dynamic pmograg method in order to shift
electricity consumption used for heating, takingraadage of the building thermal mass.
However, this exact optimisation method is compaite|ly intensive and can hardly be applied
to real-time control. Complementary statisticahte@iques exist that allow for the extraction of
logistic decision models from the optimal controhslation results. These rule extraction
techniques model the relationship between explayatariables and a response variable. In
this study, a generalised linear model was use@usecit is able to mimic the general
characteristics of the dynamic programming reswith good precision and greatly reduced
computational effort (150 times faster than theadgit programming method).

Keywords: Rule extraction, optimal control, load shifting.
2. INTRODUCTION

2.1 Existing control schemes

In modern construction of buildings, the main objexs for the control systems are to save
energy (Nygard Ferguson, 1990), to increase cor(iftathews et al., 2000) and to reduce peak
electricity demand (Greensfelder et al, 2011). TBetsuch objectives, control systems have to
be able to anticipate the weather, the occupamay/ tlze solar and internal gains. Dounis and
Caraiscos (2009) reviewed many advanced contrdemsgs meeting such objectives. For
instance, during a summer period, control systemsised to maintain comfort using passive
cooling (Braun et al, 2001), to reduce energy comgion of air conditioning (Chahwane,
2011), or to control solar protections (Nielserakt2011). During a winter period, control
systems are used to decrease the energy consunoptibe heating system (Le, 2008) or to
reduce peak demand (Malisani et al. 2011).

2.2 Load shifting

Recently, numerous efforts have been made to rezlacticity peak-demand. In Europe, these
peaks mostly appear during winter periods and aeetd heating systems. For example in
France, the building sector represents 68 % offithe electricity consumption (ADEME,

2012). To guarantee the grid stability, some stutlaeve been done on electrical load shifting.

Thanks to electricity demand-side response (DS#),consumer demand for energy can be
modified through various methods such as finano@@ntives or education. Many economical
models are used by the demand side response pragfarm categories may be distinguished:
time based programs and incentive based prograrasn@®h et Kamel, 2011; Federal Energy
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Regulatory Commission, 2006). Examples of applicatf time based programs are Time Of
Use (with fixed electricity prices for off-peak apeak hours), or Real Time Pricing (with
variable electricity tariffs). For incentive baspdograms, an example is the Direct Load
Control, which allows to turn specific appliancesand off during peak demand periods.

At the level of the individual houses, the eledtyipeak reduction can be achieved thanks to a
careful architectural design to efficiently managsar gains (Nygard Ferguson, 1990). An
advanced control system can also be used to réwateng consumption. Such control can be
based on power tariff (Hamalainen et al., 2000g&inet Hamaléinen, 2000) or the use of the
thermal mass of the building to shift part of eletty consumption (Wyse, 2011; Hong et al.,
2011). For instance, Favre and Peuportier (20143l tise dynamic programming method to
shift the building consumption. The proposed mettmasisted in over-heating the building in
the hours before the peak based on weather foreaadt occupancy and internal gains
schedules for the next 7 days. However, this espitinisation method is time-consuming and
can hardly be applied to real-time control.

2.3 Rule extraction

In developing an operational strategies framewexact optimisation results can be used to
extract simplified control rules that are implenadie in real-time.

This approach was first applied in water resourc@nagement. The application was to
developed simplified control rules for reservoirmagement based on the results of offline
model predictive control (MPC) (Wei et Hsu, 200Bhe approach has recently been used in
the building context. For instance, May-Ostendotpale (2013) used many data mining
techniques (generalised linear models, classiboaind regression trees and adaptive boosting)
to extract rules from offline MPC results for a mikmode building operated during the cooling
season. To our knowledge, this approach was ngydied to shift the heating consumption in
building.

The present study is based on the results of FawdtlePeuportier (2014) and its objective is to
develop operational strategies to shift the healagl in building. A new methodology is
proposed to extract decision models from dynamagm@mming results and then compare
them.

3. MODELS

3.1 Thermal model of the building

The building is modelled considering spatial zoolesomogenous temperature. For each zone,
each wall is meshed according to the finite volueehnique with a uniform temperature and
thermal capacity. Another mesh is added for theezoair and furniture. Energy conservation
equations are written on each mesh within the mgldnd form a system of equations:

C; dTi/dt = Gains — Losses (1)

- C; the thermal capacity of the node

- T; the temperature of the node

- Gains the solar and internal gains (due to heating, pacay and other appliances),
- Losses the heat losses by conduction, convection andtiadi
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Repeating energy conservation equations for eac heads to a linear time-invariant system
(Peuportier and Blanc-Sommereux, 1990), temporaiatian terms being added in the
simulation :

CT(t) = AT(t) + EU(t)

Y(t) =]T(t) + GU(t) @)

- T the node temperature vector,

- C the diagonal thermal capacity matrix,

- U the driving forces (climate parameters, heatinhg),e

- Y the output vector (indoor temperatures accourfongir and wall surfaces),
- A, E,], G the state, input, output and feedforward matricespectively.

In order to perform simulation, it is importantkoow the occupancy of the building which
defines the emission of heat by the inhabitants gpliances, and the thermostat setpoint
influencing the heating equipment. Another impar@spect is the weather model influencing
heat losses and solar gains. The data regardingehoccupancy and weather models were
included in the driving forces vector.

The high order linear model (2) needed to be redibeeause its state dimension was too large
to allow a fast convergence of the optimisationodatgm. A reduction method (modal
reduction) was thus applied to lower the state dsran. In this work, the building energy
simulation tool COMFIE was used because it presantiegree of accuracy equivalent to
international benchmarks (Brun et al., 2009) argldhtast calculation time thanks to the modal
reduction method (Peuportier and Blanc-Sommere8Q0)L

3.2 Optimisation algorithm

The dynamic programming method was developed byniael (1957). It is a sequential
optimisation method which examines all possible sviysolve an optimisation problem and
provides, given a discretisation, an optimal setawhmands over a period.

To apply dynamic programming, a state variable dleisg the system is used and discretised
temporally :

x(t) = x; € X;, X, c RNs 3)

whereX; is the set of possible states awndthe dimension ok;. The control vectou can be
chosen in a séf, ¢ R"¢ (the set of possible controls) wheé¥gis the dimension of the control
vector :

u(t) = u, € U, U, c RNc (4)

One can act on the system state through the corarizlbleu. The state space equation of the
dynamical systenfi(.) is thus :

x(t) = x, x(t+1) = f(x(t),u(t)) (5)
A value functionv, is defined, which is the cost to go frortx) to (¢t + 1) :
Ve (X, Xe11) (6)

Under these assumptions, a finite-horizon decipiolem takes the following form :
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Ve = max[z vj (x]-,xj+1)] (7)
=0

subject to the constraints (3) and (4) and thes stpaice equation (3¢ denotes the optimal
value that can be obtained by maximising the objectunction subject to the assumed
constraints. The dynamic programming method is tqgrlied to break this decision problem
into smaller sub-problems. Bellman's principlénisg used:An optimal policy has the property
that whatever the initial state and initial decisiare, the remaining decisions must constitute
an optimal policy with regard to the state resugtiinom the first decisidh

Equation (7) becomes :
t—1

Vs = max[vy(xg, 1) + Z v; (%5, %j41)] (8)

j=1
Figure shows how the dynamic programming operates

t=0 At t=1 t=2 t=3

Xmax 501 I5@ 50

Discarded solution
Greater cost

\"/_) Retained solution
Xmin 1@ 1@ I 1@
1\ Discarded solution
Does not respect
Differents states of x constraint

Figure 1: Dynamic programming description

In Figure , the state variahteis discretised in five states. Optimisation airsaimising the
state variable. In this example, thanks to Bellsamninciple, four solutions can be discarded
either because they trespass the constraints aubedhey reach the same states as solutions
with lower costs.

For the application of dynamic programming in bintgcontext, the chosen state variable and
the cost function are defined in 8 5.2.1.
3.3 Rule extraction: Generalised linear model

The generalised linear model (GLM) framework wasdu® derive simplified decision models
from the dynamic programming results allowing a ke@mputational expense adapted to real
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time control. GLM models the relationship betweegressorg; (explanatory variables) and
response. It consists of three elements:

- a random component (the responsés assumed to be generated from a particular
probability distribution),

- adeterministic component (a linear combinatiomxgflanatory variables;),

- a link function (that provides the relationship e¢n the linear combination of
explanatory variables and the mean of the distobuunction).

We have thus to estimate the following model:

fiEYD = ) gy +b ©)

]
with

- fi() the link function,
- E[y] the expected value of

The unknown parameterg andb are typically estimated with maximum likelihoodi{G
2004).

4. METHODOLOGY

The following section describes techniques empldgezktract decision models from dynamic
programming results. Dynamic programming was usegeherate training data and validation
data to identify a GLM's parameters and to evaluatgerformance, respectively. It was done
in two stages.

As a first step, Test Reference Year-type (TRY)thveadata were used to perform optimisation
using dynamic programming and to elaborate an @tistrategy. This optimal strategy
(training data) was then used to identify the GLptsameters with the same weather data.
This step corresponded to the model identificaimtess (8 4.1).

As a second step, the predictive capacity of thelehwas assessed with a more precisely
recorded local weather data. We compared the Glbbsilts with the optimal strategy
calculated by dynamic programming (validation dafd)is step corresponded to the model
comparison process (8§ 4.2).

4.1 Model identification

Model identification was done in a four-step prac@agure 2). First, all data used by dynamic
programming were collected (Test Reference Yeae-typeather data, electricity tariff,

occupancy). Secondly, the optimal strategy wasoeébd using dynamic programming
(training data). Thirdly, we identified the GLM'safameters thanks to optimal strategy.
Fourthly, the resulting control models were implemeel within the simulation platform

(COMFIE).

4.2 Model comparison

Model comparison was done in a three-step prodeagsire 3). Firstly, all data used by the
optimisation method and the GLM were collected gloweather data, electricity tariff,

occupancy). Secondly, we performed optimisatiorhwiynamic programming and GLM to
determine optimal strategy and operational strategespectively. Finally, we compared
performances of operational strategies againsbphienal strategy.

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P03, Page 6

TRY weather

Jccupanc
e Electricity tariff Occupancy

Optimal strategy calculated/
Training data

GLM'’s parameters
identified

GLM implemented within
COMFIE

Figure 2: Model identification

Local weather

datn Electricity tariff

Optimisation
data collected

Optimal strategy Operational strategies
calculated/ calculated/
Validation data GLM'’s strategies

Performance assessment

Figure 3: Model comparison

5. CASE STUDY

5.1 Building description

The building under study is a single-family housesdd on an actual experimental passive
house being part of the INCAS platform built in Beurget du Lac, France, by the National
Solar Energy Institute (INES). The studied housetha floors and a total living floor area of
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89 m2 (Figure 4). The North facade has only twolsmimdows whereas 34 % of the South
facade is glazed. The building's fagcades includgébtioU,,, = 1.1 W.m 2. K™1,SF = 0.6)
and triple on the Northl,, = 0.7 W.m 2. K~1,SF = 0.45) glazing windows of various

dimension. The south facade also includes solaegtion for the summer period. The house
Is highly insulated with a high thermal mass asashm Table 1.

Table 1: Building description

External Ground Intermediate Ceilin Interior
wall floors 9 partition
15 cm thick 20 cm 16 cm concrete
concrete concrete slah  screeds and
Composition| 20 cm of 20 cm girders Alfgsgmwgfol 4 crcvg(fjlglass
extruded external 12 cm concrete 9
polystyrene | insulation slab floor
U
(W.m2K) 0.15 0.15 2.2 0.09 0.96

The main thermal bridges as well as the buildimgigihtness have been carefully designed and
implemented. The house is heated by an electresastance integrated in an efficient heat
recovery ventilation system. According to thermaldation results using the thermal model
described in § 3.1, the annual heating load is\1/4h k.

Figure 4: view of the house (wes and south fagades
5.2 Optimisation parameters

5.2.1 Dynamic programming parameters

The chosen state variable for dynamic programnsitige total energh, stored in the building,
calculated as follows(Favre et Peuportier, 2014) :

Nnodes

Ee= ) G(Ti=Tyep) (10)
i=0
with
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T,f the reference temperature chosen at 0°C,
Npoaes the number of nodes

An upper and lower bound of this state variable deffhed according to its initial value. Then
it was discretised in 800 nodes.

To ensure thermal comfort in the building, indoemperature had to be maintained between
19°C ([Tynin) and 26°C Tnax)- We considered a typical four people family ocgy: the
building was non-occupied only during the workirayd from 8 a.m. to 5 p.m. Each occupant
emitted 80 W due to their metabolism, and integaahs from appliances were also considered
during occupied hours. The heating power was irrdhge of 0 WR,,;,,) to 5000 W B,,..)-

The model of the building was mono-zonal and thiedpation was done over 34 days (which
was the maximal decision problem's horizon solwedymnamic programming), with one hour
time step, to generate training and validation dake goal of dynamic programming was to
minimise the heating cost of the building by det@ing a set of commands (heating powegr
with constraints on thermal comfort and heating @owlhus, the finite-horizon decision
problem took the following form:

t=tf
min Z Celec_tpt (11)
P t=0
with constraints
Tmin < T(t) < Tmax (12)
Pmin < P(t) < Pmax (13)

with

- P; the heating power at time step
- Ceec ¢ the electricity cost at time step t.
- tf the duration of the optimisation period

5.2.2 Electricity tariff
To shift electricity demand, a time-of-use pricings considered (Table 2):

Table 2: Electricity prices
Off-peak hours Peak hours High peak hours
9a.m.to5p.m.
10 p.m.to 12 a.m.
Cost per kWh (€) 0.0864 0.1275 0.255

Hours 12 a.m.to 9 a.m. 5 p.m. to 10 p.m.

5.2.3 Weather data

Meteonorm data from Chambery (to generate traideit@) and local weather conditions data
(to generate validation data) measured at the Cagnairport which is 300 meters away from
the building, were used to perform simulations.t Rsference Year-type (TRY) were used to
develop GLM (model identification process) becatiese weather data represent the typical
long-term weather patterns. Thus, GLM's resultsewastjusted with the long-term average
climatic conditions. Then, we used local weatherditions data (model comparison process)
to assess GLM's behaviour in real conditions. Thisal weather data corresponded to
measurements at the Chambéry airport (France) ffanuary 1% to February 1%, 2012.
Meteorological features are summarised in Table 3.
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Training data Validation data
Minimum temperature (°C) -9.10 -14
Average temperature (°C) 1.44 -0.22
Maximum temperature (°C) 11.50 11.33
Average global horizontal irradiance (W3n 58 60
Maximum global horizontal irradiance (W 486 569

5.3 Performance evaluation

Objective criteria for evaluating the predictiveatjty of the model were required. Therefore,
the following indicators were used to assess itfopmance:

- the mean absolute error (MAE), between heating p®Wecalculated by dynamic
programming and GLM,

- the average heat power,

- the cumulative cost,

- the percentage of high peak hours which are lodtedh

- the percentage of peak hours which are load shifted

- the thermal discomfort ratEl,,;, representing the number of hours when the indoor
temperature falls below 19°C (in %),

- the thermal discomfort ratEl,,,, representing the number of hours when the indoor
temperature rises above 26°C (in %).

6. RESULT ANALYSIS

6.1 Explanatory variables

Explanatory variables that can be measured in imgjldrere used to develop GLM. Thus, to
determine the heating powPrat time steg + At, we used explanatory variables at time step
t + At : outdoor temperaturg,,;, global horizontal irradianck, and electricity tariff ).
Explanatory variables at time stegvere also considered: indoor temperafjye and heating
power.

6.2 Models developed

To apply generalised linear model (GLM), we hadlédine the link function. That is why we
changed the response variable as a proportion efnman heating power (5000 W). For
example, a heating power at time step At of 2500 W, corresponds to a predicted variable
by GLM of 50 %. The statistical model used by GLdvthus a multiple logistic regression and

the link function is the logit functiorf,(x) = In(-=). This model was used to relate the
proportion of maximum heating power to predictoriafles x; through the logistic link
function :

E(P)
ln(l——E(P) = Z a;x; +b (14)

Five models were developed, each one using airoef the training data (Table 4). Training
data were divided into three groups: off-peak hatwaming data (TBpH), peak hours training
data (TD»H) and high peak hours training data @eb).

In the implementation, the heating power at tinep st+ At was set at 0 W in the following
cases :

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P03, Page 10

- during high peak hours for GLM_2, GLM_3, GLM_4 a@dM_5 models,
- during peak hours for GLM_3 and GLM_5 models.

These choices were done in order to ensure lodtthghiluring peak and high peak hours.

Table 4: Training data

Off-peak hours Peak hours High peak hours
GLM_ 1 TDopH TDpH TDwnpPH
GLM 2 TDopH TDpH -
GLM_3 TDopH - -
GLM 4 TDopH TDpH TDhpPH
GLM_5 TDopH TDpH TDwnpPH

As a more specific example, GLM_3 and GLM_5 moadedse different because they did not
have the same training data. Indeed, GLM_3 warddaonly on off-peak hours training data
(TDopH) Whereas GLM_5 was trained on complete traininta d@Dopr, TDpH, TDwew).
However, in the implementation, the heating povidmae stept + At was set at 0 W during
high peak hours et peak hours for both models. SEme logic was applied for GLM_2 and
GLM_4 models.

6.3 Results

Each GLM model was implemented in the building ggesimulation tool COMFIE. Table 5
summarises GLM models' results obtained on vabdatlata. The dynamic programming
reference results are described in the DP column.

The resulting model predictions of GLM_1 and GLMard the original optimised sequence
are presented in Figure 5. We can clearly obséraeGLM_1 and GLM_2 did not follow the
dynamic programming's behaviour. For example, weses that the GLM_2 model performed
significantly worse than dynamic programming, vattery high thermal discomfort reié,,, .
(93 %) and an indoor temperature exceeding 30°G{8). GLM_1 had a similar behaviour
with a significant cumulative cost (137 €) and ghhmean absolute error (111 %).

Figure 6 shows that predictions of GLM_4 and GLMarB also different from the optimised
results. For instance, we can see that GLM_4 anMl GlLhad a significant cumulative cost
(105 € and 92 € respectively) and a high averageep¢1347 W and 1309 W respectively).
Moreover, GLM_4 and GLM_5 had a relatively largeamebsolute error (88 % and 71 %
respectively).

However, Figure 7 illustrates the interesting betnawvof GLM_3. Firstly, due to its design, no
electricity was consumed during high peak hourspmeak hours. Secondly, it had a cumulative
cost and an average heat power close to dynamgggoning (72 € and 1023 W compared to
68 € and 936 W for DP). Thirdly, its mean absokr®@r (40 %) and mean relative error (9 %)
were reasonable. Finally, GLM_3's computationaktimas 150 times smaller than the dynamic
programming method, using a desktop computer.
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GLM 1 GLM 2 GLM 3 GLM 4 |GLM 5 DP
Average heat ;354 1811 1023 1347 1309 936
power (W)
Cumulative 137 158 72 105 92 68
cost (€)
High peak
hours load 0 100 100 100 100 99
shifted (%)
Peak hours
load shifted 0 0 100 0 100 88
(%)
Tlmin (%) 0 0 8 0 0 0
Tlmax(%0) 3 93 0 2 0 0
Tmin/ Tmax | 21.2/26.15 21.4/30.6 18.4/23.8 220671/ 19.6/26| 19/23.4
MAE (%) 111 153 40 88 71 -
Electricity tariff —=—~0Dynamic programming ——GLM_1 —=—GLM_2
7 14
=6 =12
=5 1 iw0g
$4 8 8
R, I/f _ 6 Z
£3 {4 - 4 E
5 J o
(4] aﬂ .......... - O
1 25 49 73 a7 121 145
Time (hours)

Figure 5: Heating power calculated by dynamic praagming, GLM_1 and GLM_2 (Third

Heating power (kW)

week)
Electricity tariff —=—0Dynamic programming —+—GLM_4& —=—GLM_5

T 14
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o

2 -4 5

1 2 ﬁ
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Figure 6: Heating power calculated by dynamic praaming, GLM_4 and GLM_5 (Third

week)

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P03, Page 12

Electricity tariff —— Dynamic programming GLM_3
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Figure 7: Heating power calculated by dynamic praxgming and GLM_3 (Third week)

The GLM_3 model presented a satisfactory behavaodr seemed a possible candidate to be
used as simplified control system. However, on sootasions, it did not respect the thermal

comfort constraints. Therefore, an improved colgrolvas considered that switched heating

on as soon as the indoor temperature was below.19°C

6.4 Application controller

An ideal on-off controller was considered. It waplked during peak and high peak hours as
GLM_3 did not work during these periods. Its cohteav switched between the minimum
heating power (0 W) and the maximum heating pow80Q W). The ideal on-off controller
was switched on when the indoor temperature févibd9°C € and was switched off when
the indoor temperature rose above 19°%Jih order to respect the 19°C set point tempeedtur
Assuming that tended toward 0, the deadband of the on-off cdiatr¢t¢) tended toward O.
The use of this ideal on-off controller aimed aessing maximum performance of GLM_3 +
controller.

The control law was the following :
- During off peak hours

GLM_3 Tin(t) <T,
P(t+ At) = { o e (15)
0 Tin(t) > Tmax
- During peak and high peak hours
_ (Controller on Tin(t) < 19°C — ¢
P(t+40 = {Controller off Tin(t) = 19°C+ ¢ -0 (16)

The obtained results are showriliable 6 We can notice the interesting behaviour of GLM_3
+ controller. Firstly, thanks to the on-off contesl GLM_3 + controller respected temperature
constraints (the lowest temperature reached was)1Jhen, we can see a slight deterioration
of peak hours and high peak hours shifted. For @kanGLM_3 + controller had 92 % of high
peak hours which were load shifted in comparisah wie 100% of GLM_3 (and the 99 % of
dynamic programming). Similarly, GLM_3 + controllead 95 % of peak hours which were
load shifted. It was less efficiency than GLM_3 @1%) but it was better than dynamic
programming (88 %). Finally, GLM_3 + controller hadcumulative cost (72.9 €) and an
average heat power (1029 W) close to GLM_3 and miymarogramming.
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Table 6: GLM_3 + controller results

M 3 | StM3+ 1 hp
— Controller
Average heat )3 1029 936
power (W)
Cumulative
cost (€) 72.2 72.9 68
High peak
hours load 100 92 99
shifted (%)
Peak hours
load shifted 100 95 88
(%)
Tlmin (%) 8 0 0
TImax(%) 0 0 0
Tonin/ Tmax 1283;g/ 19/23.8 | 19/23.4
MAE (%) 40 41 s

Consequently, adding an on-off controller with GLB1enabled to improve the GLM_3's
behaviour and to respect temperature constraiigaré-8 shows the GLM_3's behaviour both
with and without the on-off controller. To plot GLN+controller's graph, the heating power
was averaged over one hour time periods.

Electricity tariff == Dynamic programming GLM_3 = GLM_3+controlier
7 | 14
6 =12
= 5 7T 94— i | 10 E
[ | b
[
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B, | ! | ¢ £
2 L. &
=2 ' 5
g | =
1l ! o
o

et

Time (hours)

Figure 8: Heating power calculated by dynamic pragming, GLM_3 and GLM_3 +
controller (Third week)

7. CONCLUSION

Dynamic programming method has been used to staty $hifting of heating systems in an
energy-efficient building. Due to its computatioeapense, a statistical technique (generalised
linear model) has been introduced that allowsHerextraction of logistic decision models from
the dynamic programming results. This method mottedsrelationship between explanatory
variables and a response variable. The resultseshtivat generalised linear models were able
to imitate the general characteristics of the dyisggrogramming results, with a much smaller
computational expense and limited overshooting h&f $etpoint. To improve the GLM's
behaviour, an on-off controller was added that cvgtl heating on as soon as the indoor
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temperature did not respect temperature constraihes results showed that the GLM+on-off
controller respected temperature constraints aatttiere were a slight deterioration of peak
hours and high peak hours shifted. Therefore, enteaction (generalised linear model) is a
promising technique for developing operational oontstrategies. Given their simple

mathematical formulation, generalised linear modsdsild be implemented in real-time

building systems control. Amongst possible perspest the method could be extended for
multi-zone building model but this would requiretéde into account interaction between the
several zones of the building and consequentlefme a specific explanatory variable.

NOMENCLATURE

Latin

A state matrix

a; regression parameters
regression parameter

C diagonal thermal capacity
matrix [J.KY]

Celec ¢ electricity price at time [€]

C; thermal capacity of node i
[J.K7]

E[.] expected value (first
moment)

E input matrix

E, total energy stored in the
building [J]

Q) dynamical system

1) link function

G feedforward matrix

Gains solar and internal gains [W]

Iy global horizontal radiation
[W.m?]

] output matrix

Losses heat losses by conduction,
convection, and radiation
[W]

N, dimension ofJ;

Npodes number of nodes

Ng dimension ofX;

SF Solar Factor  (glazing

transmittance) [-]

Pmax

P min

t

Vo

Xj

heating power [W]

maximum heating power

[W]

minimum heating power

[W]

heating power at time[W]

node temperature vector
[°C]

temperature at node i [°C]
indoor temperature [°C]
maximal temperature [°C]
minimal temperature [°C]
outdoor temperature [°C]
reference temperature [°C]

high thermal discomfort rate
[%]

low thermal discomfort rate
[%0]

control vector
driving forces [°C] / [W]

window overall heat transfer
coefficient [W.m2.K 1]

set of possible controls at
timet

value function at time

finite-horizon decision

problem

state variable describing the
system

explanatory variables
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X; set of possible states at time ~ Abbreviations
t DP Dynamic Programming

Y output variable GLM Generalised Linear Model

Y outputs vector [°C] MAE Mean Absolute Error

Greek TDypy High peak hours training

At time step data

te controller's dead band [°C] TDopy Off-peak hours training data
TDpy Peak hours training data
TRY Test Reference Year
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Assessing simplified and detailed models for predige control of
space heating in homes

Kun Zhand, Narges Roofigari E. Humberto QuintartaMichaél Kummert

@ Polytechnique Montréal, Montréal, Canada

1. ABSTRACT

A model of a real system is required for predictoantrol to determine the best control
sequence when disturbance forecasts and futurensysitus are considered over a defined
time horizon. The selected model should strikalarce between its accuracy and simplicity.
This paper presents a comparison between diffenedeling approaches for predictive control
of space heating. The case study is electric basddweating in homes within cold climate
regions with the objective of reducing peak eledlyidemand (and saving costs if tariffs
include a peak power charge). Detailed TRNSYS n®dethe selected house are developed
and predictive control is implemented by using Gpn&® the optimization tool. This approach
iIs compared with optimal predictive control algbnits based on simpler models. These models
are obtained by parameter identification using dggaerated from the detailed TRNSYS
models. Both approaches use perfect forecasthdéandcupancy and the weather data in order
to focus the analysis on model differences. Reslitav that MPC can deliver a significant
reduction in power demand during on-peak periods toth modelling approaches (55% with
detailed model, 33% with simplified model). Thealletd model delivers significantly better
savings but implies a calculation time that is mthren 2 orders of magnitude higher. The
potential of both approaches is discussed in théegb of residential heating control to support
a smart grid.

Keywords: simplified model, model predictive control, TRNSYSenOpt

2. INTRODUCTION

In cold climates, the peak power demand on ther&atgrid is generally reached during the
coldest day(s) of winter, due to the significanbtcbution of space heating to the peak load.
In the Canadian province of Québec, the most relmsidrical peak was reached on January
22" 2014 at 7h26 AM, while the temperature was beld®°C across most of the province
(Hydro-Québec, 2014). It is estimated that residéptectric heating accounts for 30 % of the
grid peak electrical demand, with a market shaf@®d¥ (Kummert, Leduc , & Moreau , 2011).
Critical peak events typically represent some 5feh year, generally occurring during a
morning peak (approximately 6 AM to 9 AM) and ateafioon/evening peak (approximately
4 PM to 8 PM). Utility companies place a high varekWh used during these critical peak
events, and this paper looks at the potential ddficeng the peak power demand of residential
heating in a typical house during these two dad#gpkpperiods. The analysis focuses on the
coldest day of the year, which is Januari} i the typical weather file used in the study.

Model predictive contrahas shown potential for load shifting and energy ewsts savings by
taking into account predictions of process stateise decision making. (Oldewurtel F. , Parisio,
Jones, & Morari, 2010) and (Oldewurtel F. , et 2012) compared the current practice, Rule
Based Control (RBC), with prediction-based appreachnd confirmed additional energy
savings by using a Stochastic Model Predictive @b{EMPC) as well as a predictive non-
stochastic controller, so called Certainty Equinake(CE).
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MPC has been practically applied and theoretidalhgstigated in chemical engineering since
1960s (Morari & Lee, 1999) and lately it has dramereasing interest for supervisory control
in building engineering field (Coffey, 2013).Theea of MPC proposed for building
supervisory control can be dated back as earlg 4988 (Kelly, 1988) but it does not witness
a steady growing research until the last decaded, et al., 2013).

The MPC research on buildings has seen a widetyarfesystems including ice and building
thermal mass storage (Henze, Felsmann, & Knab&)20@ (Henze, Le, Florita, & Felsmann,
2006), window operation for mixed natural and medte ventilation in an office building
(May-Ostendorp P. , Henze, Corbin, Rajagopalane&iann, 2011) and (May-Ostendorp P.
Henze, Rajagopalan, & Corbin, 2013), VAV contMgng & Jin, 2000) and (Nassif, Kajl, &
Sabourin, Simplified model-based optimal controM#&V air conditioning system, 2005a),
(Nassif, Stainslaw , & Sabourin, 2005b) and othestesns proposed in the Model Predictive
Control in Buildings workshop in Canada (IBPSA-Cadaa2011) such as thermally activated
building system with ground coupled heat pump (&t Sourbron, Antonov, & Helsen ,
2011), chiller and cooling tower system (Ma & Bdliir011), and so on.

Among the research issues in MPC on buildingsfdtemost is the choice of building models,
which determines the effectiveness and efficientgamtrol strategies. The main building
models utilized by researchers can be divided timtee categories: physical models built by
building energy software programs (e.g. EnergyPTIINSYS), grey box (e.g. RC network)
and data-driven black box models. Because of thmptexity and high-computation
requirement of the physical models, they are mastigd with other optimization tools (e.g.
GenOpt) for offline predictive control (Coffey, 28 and control rules extraction (May-
Ostendorp P. , Henze, Rajagopalan, & Corbin, 20&mpler models can be used for real-
time online MPC due to their better suitability fonline parameter identification and their
lower computational requirements.

A simplified model for the transient heat transterough a multilayer structure can be
developed based on simulating the heat transfethbyconcept of lumped resistance and
capacitances. There exist two general approachesbfaining proper values for this network
of lumped resistance and capacitances. One apprediased on physical characteristics of
building elements. This approach requires knowledgeut details of building elements
including zones specifications, constructions anditemals. Sturzenegger et al. in
(Sturzenegger, Gyalistras, Semeraro, Morari, & Bmi014) developed a Toolbox for
generation of bi-linear resistance-capacitance tsdziesed on this approach. Lehmann et al. in
(Lehmann, Gyalistras, Gwerder, Wirth, & Carl, 20180 proposed an intermediate-
complexity (12" order) bilinear model for a single room. The otheproach is based on
parameter identification. This approach requirefigent excitation conditions that yield
determining a precise model. This approach candonned in time or frequency domain.
Also there exist different mechanisms for identifythe parameters. Time domain input/output
data-based techniques include extended Kalmanmsfijtéduchuk, A. Cruickshank, O'Brien, &
Gunay, 2014), maximum likelihood, prediction ermnminimization and subspace system
identification (Candanedo, Dehkordi, & Lopez, 2Q14)his approximation results in a
simplified model which in general is not adaptaiolgparameter variations. The model may or
may not describe long-term dynamics depending ennithmber of time constants of the
corresponding RC network. Madson and Holst in (Mad& Holst, 1995) suggested using a
two time constant model for a single-story buildiddney utilized maximum likelihood method
for identifying the model parameters. (Wang & XRB0Q06) combined physics law
approximation with parameter identification basedaperation data to obtain a simplified
model of a thermal zone in a building yielding altipie time constant model that takes into
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account internal mass and multilayer external wadl/thermal dynamics. They used a genetic
algorithm to identify the parameters correspondothe internal mass.

3. OBJECTIVE AND METHODOLOGY

The objective of this work is to contrast two madglapproaches in assessing the potential of
MPC to reduce the power demand associated witredpeating during critical grid peak event.
The first method uses a detailed (physical) bugdmodel implemented in TRNSYS and a
generic optimization tool (GenOpt) to perform cohtptimization. The second approach uses
a simple RC network to model the same buildingetbgr with a parameter identification
method and an optimization process implementedatidd. Both methods are compared using
a simulation environment based on TRNSYS and comdpieenOpt to TRNSYS (detailed
model) or Matlab to TRNSYS (RC model).

3.1 Methodology

The following steps are the common path for thel@mgntation of the two approaches. More
details can be found in the corresponding sub-@esti
* Define the main assumptions (optimization probléon}his study
* Implement a TRNSYS model of the selected buildmgdt as a reference that will be
used to assess the different control strategies
» Define a cost function that includes on-peak/ofépelectricity cost and penalties for
constraints violation
* Implement the MPC approach with both models
o Couple GenOpt and TRNSYS and compare differenhopétion strategies
based on the detailed TRNSYS model
o Develop a simplified RC model in Matlab, perfornragraeter identification,
couple Matlab to TRNSYS and implement the optim&@/strategy in
Matlab.
» Assess both control strategies using the detaiRdIYS model — this means that the
first control strategy will have no modeling erras, the same model is used both to
develop the control strategy and to assess it®ieance

3.1.1 Main assumptions — optimization problem

The considered problem is to reduce the electdealand for heating in a typical house during
the two periods representing critical conditionsthe electrical grid. For the sake of this study,
the critical period is defined as 5:30 AM to 9:3And 4:30 PM to 8:30 PM. Electricity is
not considered to be free outside of these on-pe&kds but its value is significantly reduced
— the context is to assess the potential of peakgsfor a utility, not to optimize a customer’s
electrical bill with a realistic on-peak / off-petiff.

The control system is allowed to modify the setpoin the basement and the living area of the
house, but not in the bedrooms (which are alsotretaly heated). It is assumed that the
thermostat setpoint can be adjusted between 283 °C when the rooms are occupied;
between 18 °C and 23 °C when they are not occuf@edupancy in the living area and
basement is assumed to be the same, during a rggrearod (6:30 AM to 8:00 AM after the
occupant wake up and before they leave the houskeqa evening period (4:30 PM to 10 PM
after the occupants return from school/work anateethey go to their bedrooms).
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Figure shows the on-peak periods as yellow anec$hee occupancy periods as blue rectangles.
The allowable range for the thermostat setpoin#gsis shown by dotted lines.
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Figure 1: Occupancy, on-peak periods and allowablege for thermostat setpoint

Only one day is considered in the optimization gfuddnuary 12. That day is the coldest day
in the typical weather year (CWEC) for Ottawa. ®uulation is run form January'o
January 1% to allow for building pre-conditioning, as the mizbne building model in
TRNSYS (Type 56) is initialized with unrealisticiperature profiles (uniform temperature
across zones and building envelope).

Uncontrolled disturbances such as weather varialpdesperature, solar radiation, etc.) and
internal gains (from occupants, lighting and appies) are considered to be known to the
optimization process (perfect forecasts). This piitvide a higher bound for the performance
of both MPC algorithms and isolate the differenattsbutable to different models from other

influences.

3.1.2 Selected house

In 1998, the Canadian Centre of Housing Technol@yHT) built twin houses for research
purposes according to the R-2000 standard (incdeasergy performance and air tightness).
The houses (Figure 2) are typical North-Americamg«rame buildings with brick facing, and
have five main zones (basement, two floors, garagg attic) and the liveable area is
approximately 210 fa Home automation systems simulate occupancy lyedicly appliances,
lights, water valves and incandescent bulbs (farimal gains due to humans). Measures are
collected by 23 meters and more than 250 sensoxsdiong 12000 readings every 24 hours
(Swinton, et al., 2001).

FAMILY ROOM &

H BASEMENT |5

| f '
B
‘ 4 E
| — T 'r

Figure 2: CCHT house drawings

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P04, Page 5

3.1.3 TRNSYS model

The TRNSYS model of the CCHT house has five thernuales (first floor, second floor,
basement, garage, and attic) and schedules fan#hénternal gains (people, appliances and
lighting). The basement and first floor are assumoeok living spaces, while the second floor
is a sleeping space with a different occupancyilerddther zones are not occupied. No detailed
HVAC system is modeled and the idealized convectigating available in the TRNSYS
multizone building model (Type 56) is used, assiireasonably accurate representation of
electric baseboard heating commonly used in Quéliee.maximum heating power in living
room, sleeping room and basement is set to 7.5KW,&md 5kW to represent the capacity of
installed electric baseboards.

Type 56, the multizone building model in TRNSY Sthe main element of the system model.
This component (TRNSYS “Type”) has all the detaitut house’s geometry and materials,
and optional inputs for external heating/coolingl anternal gains. Other elements of the
TRNSYS model define the shading and besement-ground coupling moddlype 1244).
Infiltration is set to a constant value of 0.075AC

3.1.4 Cost function

The cost functiod , in equation (1), represents a measure of the pderaand for the on-peak
and off-peak hours but not the real cost of eleityrior power.

1=3{RU, + tma(oT -, )+ max{o.T, -7 J} M

In this cost function the first term represents ltleat power demand costs, whétedenotes

the heat power at time R denotes the heat power price. As the optimizatigjedtive is to
minimize power demand during peak hours, a relptikagger weighting factor is assigned for
the on-peak power by setting the price to be liP@diof that in off-peak periods.

The second term in this cost function is a penéliyction that guarantees the desired
temperature comfort levels. i.€.,<T, <T, , whereT, denotes the temperature afdandT,

represent the lower and upper bounds at fimespectively.// denotes the weighting factor for
this penalty function. Its value is selected toll@00 by trial and error to implement a soft
constraint on the room temperature without compsamgi numerical stability. The penalty
function is evaluated as zero when the room tenperas between the defined intervals but is
much larger when the temperature does not obegaiméort limits.

The actual cost function implemented in the two M&gproaches is slightly different (see
details in the corresponding sections below), et performance presented in the Results
section is always assessed using the cost fundésaribed here above.

4. IMPLEMENTATION

4.1 Optimization with GenOpt

GenOpt is a generic program developed mainly faldimg system optimization with an
extended library of optimization algorithms. It cha used with any text-based simulation
program (Wetter, 2001).

As illustrated above, TRNSYS is used for the buidisimulation. Before launching the
optimization in GenOpt, templates of input and otifides have been created in TRNSYS. In
each optimization, GenOpt updates the variablesset points in this case, in the templates.
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GenOpt then searches for the minimal cost functeloe among all the optimization results.
In this study, the “Hybrid Generalized Pattern $bkaAlgorithm with Particle Swarm
Optimization” Algorithm is employed (Wetter, 2011).

The cost function is calculated inside of TRNSYS wall as penalty function and all other
constraints, so that GenOpt only needs to readdhignated parameters in corresponding files.

4.2 Optimization with Matlab

In this section, the procedure for developing alimerMPC-based heating control is presented.
The following subsection derives the simplified rabithat is required for this control approach.

4.2.1 Simplified model and parameter identification

The concept of thermal zone can be utilized to rilesdhe heat flux in a building. Once a
thermal zone is specified, a lumped RC networkd=stribe the zone temperature at each time.
The model may or may not describe long-term dynardiepending on the number of time
constants of the corresponding RC network. In Wosk we use a network consisting of six

resistances and three capacitances as shown ireRdgln this figureg,, ¢ and ¢, denote the

overall heat that is being injected in the zonéss Tieat includes the (controlled) heating power,
internal heat gains and solar radiation.

¢s
R1 Ts C1

-
R4 ol -
Tamb N U CH
Rs b -
Rs T, G

Figure 3: RC model schematic
Therefore, the following model describes thermalatyics in the model.
% =A.x+B.U+EW 2)
Where the vectorx:[TS T, Tb]T denotes the matrix of system states consistingléeping

room, living room and basement temperatutes= [U, U, U,] denotes the control inputs

which are heat addition rates (heating power) to chea zone, and
W:[;qG_S B Bebo Po Tam Tg] represents the disturbance inputs wheee .,

#s , andg. , denote the internal heat gains correspondingdb eane ¢, denotes the solar
radiation incident on the South facade (used a®x@ydor the total solar gains}),,,, denotes

the ambient temperature arfig denotes the ground temperature. The tridlét,Bc,Ec) IS
obtained as follows and consists of parametersathibe identified.
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_[i+i] 1 0 1o, 4 14, 0@ 1 (3)
RC1 RG RC C G G RG
I - ‘(1+1+1] . B0 = 0| E50 = 0 2 > o
RC, RLC, RC, RC, RC, C, C, C RG
1 101 1 o o L o o L @ 1 1
0 —| + +—
RC RCs RCs RCs = G G RG RG

Wheren,, a, and a, denote multiplication coefficients applied to Swar radiation for each
thermal zone.

We used prediction error minimization for the puwp®f identifying the twelve parameters.
As such, we consider the discrete time form ofdtyeation (2) as follows:

x(k +1) = Ax(k) + BU (k) + EW(K) (4)
Where the triple{A,B,E)00**¢ denotes the discretized form p&.,B.,E,) by using zero-
order hold method.

We assume the availability of the information abthé state vector, control inputs and the
disturbance inputs and estimate the parameter ¥#ha¢ result in the minimal error between
the predictions and true states by solving thewalhg problem for the parameter identification
of the three-zone building:

Givenx(k), U (k) andw(k) fork = 01,...,N , find the matrice#, B and E that minimize the
error functiorg:

E:z(%(k +1)—><(k+1))T($<(k+1)—x(k+1)) (5)

Where f((k) denotes the model state at tilkand depends on the 12 parameters, narRely
R,R,R,R,R,C,C, C;, a,, a,, a,, as follows:

s(k +1) = Ax(k) + BU (k) + EW(K) fli)r: 0L N-1 (6)

In this identification problemN denotes the number of training samples and therefoe

period of time selected for training will b ><fi hours wheref, denotes the sampling

frequency t}l/wourb' In the next section, we use the identified baddthermal model for the
purpose of centralized control of zone temperasetpoints.
The identification and validation algorithms candaenmarized by the following steps:
* Identification
a) [Training Step]: The optimal control input (Power edt)
Uk) = [Us(k) U, (k) Ub(k)]T corresponding to the obtained temperature

setpoints from the GenOpt optimization are congders the control input during
the first 12 days of January. This choice ensunes the generated input/output
training data provides enough excitation. The gpoading outputs, i.e., the zone

temperature'ﬁs(k), T,(k) and Tb(k) for k=0]1,...12x24x f -1 are “measured”
(received from the TRNSYS simulation) and the disamce inputs W(k) for
k=0}1,...12x24x f_ -1 are collected. Note that due to the modellingc$tne, all
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of the states of the system are measurable anefdinerthere is no need to observe
the states.
b) The one-step ahead predicted outputs, ie.,

k1) =[fk+1) Tk+1) T(k+Dffor k=01..12x24xf, -1  are
formulated based on current system stales= [Ts(k) T(k) T, (k)]T, current
control input) (k) =[U (k) U,(k) U,(K)]", current disturbance inpit/(k) for
k=0]1...12x24x f_ -1, and the unknown model, i.e(A, B, E) and by using
equation (6).
c) The prediction error minimization problem is solveg using interior point
algorithm, yieldind A, B, E).
d) Finally, the parameters are identified as follows:
* The diagonal values of the matr& give the capacitance value§( C,,
C,).
Once the capacitance values are determined,
« The 4" column of the matrixE gives the solar radiation coefficient values
(al’ aZ’ a3)

+ The 8" and the B columns of the matriE giveR, R,, R;, R, values.
« A, andA,, give R, andR;.

* Validation

a) The optimal control input (Power heaty(k) =[U (k) U, (k) U,(K)]"
corresponding to the obtained temperature setgp&iom the GenOpt optimization
are considered as the control input durin§ 82y of January. The corresponding
outputs, i.e., the zone temperaturd:k+1):[Ts(k +l) Tl(k +l) T, (k +l)]Tfor
k=11x24xf_,... 12x24x f_ -1 are “measured” (received from the TRNSYS
simulation) and the disturbance ian((k) fork =11x24x f_,... 12x24x f_ -1

are collected. As mentioned previously, all ofshees of the system are measurable
and therefore there is no need to observe thesstate
b) The one-step ahead predicted outputs, ie.,

Mk +1)= [‘fs(k +1) T(k+1) T,(k +1)]Tfor k=11x24x f_,... 12x24x f_-1
are calculated based on current system stdies= [Ts(k) T(k) T, (k)]T, current
control inputU (k) =[U (k) U, (k) U,(K)]", current disturbance inpi(k) for
k=11x24xf_,... 12x24x f -1, and the previously determined model, i.e.,
(A, B, E) and by using equation (6).

c) The root mean square deviation (RMSD) between #esnored outputs and the one-
step ahead predicted outputs corresponding tduadketzone temperatures during
12" day of January are calculated and obtained as 0.87nd 0.5 °C for sleeping
room, living room and basement respectively ancctiveesponding RMSD for the

24 hours-step ahead predictions are obtained ad.0.5 and 2.05 °C for sleeping
room, living room and basement respectively.
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4.2.2 MPC Approach

This section presents the optimal set-point satuiiacthe MPC problem for the building. In this
structure the following dynamic thermal equatidmet tvere developed in Section 4.2.1, govern
the control design through performing the preditdibased on the control input information.

x(k +1) = Ax(k) + BU (k) + EW(K) (7)
We are now in position to state our MPC problem.
At any timet, ,k0{022,...}, given x(k) and{w (k)W (k +2),...,w(k + P -1}, find the input
sequencdU (k | k),U(k +1]k),...,U(k + P=1|k}} 0O?, that minimizes the cost functiai{k):

P-1
Jk) =Y UT(k+i[K)R(Kk+i) (k+i|k) (8)
i=0
Where the prediction equations are as follows
x(k +i+11K)= Ax(k +i|K)+BU(k +i|K)+ EW(k +i|k) fori=01...,P-1 ©)

andx(k | k) = x(k)
Moreover, the constraints of the problem are givgn

Sk +il(k+i|k)< sk +i) fori=01...,P-1 (10)
Gk + i)x(k +i +1|k) < gk +i) fori=041...,P-1 (11)
Gog(k + i)x(k +i + 1 k) = gog(k +i) for i = 04,...,P-1 (12)

In equation (8), the prediction horizon is represented bf and
{U(kk)U(k+1|k),...,u(k+ P -1} denotes the set of designed control inputs that minimize
the objective functionR(k + i) 00>° denotes a positive definite matrix representing the input
penalty matrix corresponding to the time instdnti for i = 01,...,P—1. In equation (9)
(A, B, E) represents the linear state space model as previously given in edqéatiBquation

(10) represents the constraints on inputs. Equation (11) représests of state constraints at
each time instank +i +1 fori = 0L,...,P—1. These constraints represent the lower and upper

limits of temperature, i.e., the temperature comfort zone. Finally,iequaR) represents a set
of equality constraints on zones temperatures, namely, the zonassthasigned to have equal
temperatures and the zones that are assigned to have a certain tempeatatird he
constraints stated in equation (10) (11) and (12) can be translai@ustoaints on control input
by using equation (9) and represented in the form of linear constaaiftdows

S(k+i)J(k+i|k)< gk +i)
Glk+i)(Ax(k+i[K)+ BU(k+i[k)+ EW(k +i|K))< g(k+i)  oF o ag
i=0L...,.P-1
Geq(k +i)(Axk+i|K)+BU(k +i|k)+EW(k +i|k)) = g.q(k +i)
The optimization algorithm can be summarized by the followiagss
« Atanytimet,, k0{012,..}:
a) Ts(k), T, (k) andTb(k) are “measured” (received from the TRNSYS simulation).

b) The MPC optimization problem is solved by using active sgardhm, yielding
Uk +i|K), fori = 04,...,P -1.
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c) The zone temperatur&ss(k), T (k) and T%(k) corresponding to the optimal
control signals are obtained from the internal ni@devided in equation (9).
d) TD(k):lTDs(k) T5(k) TDb(k)J are sent to the TRNSYS model to be used as

thermostat set-points'l'(js(k) Is actually ignored in this study)

e) Only the first control signal, i.e., the heatingyao, is applied and the optimization
process is started again at the next time stepdneg horizon).

5. RESULTS

All the results presented in this section are &uary 12, as an example of a very cold day that
would cause a critical peak event on the electgeal. From the utility’s point of view the
objective is to reduce the peak power demand afgelset of houses where demand-shifting
strategies would be implemented. The main criteniged to assess the performance of different
control strategies has therefore been selecteleaavterage power used during the on-peak
period, rather than the absolute peak power forgarécular house. The maximum power
during the on-peak period is also reported in dseiits.

5.1 Base cases

Two base cases are considered for comparison WRE kesults: constant setpoint and night
setback cases, as shown in Figure 4 and Figur&é h&ating power in the sleeping zone is
reported only for reference, because it will notffected by predictive control strategies.

The constant setpoint profile in Figure 4 resuitaisignificant electrical demand during the
on-peak periods; while the demand is actually lodw@ing most of the day (Januaryid a
sunny day, which is often the case for extremeld days in Québec). The average power
demand during on-peak periods is 6 kW.

The night setback setpoint profile shown in Fighreeads to a large increase of the heating
power at the end of the 2 setback periods, whiale wet between 7:45 and 16:00, and between
21:30 and 6:00 (the setback periods are chosenabyanhd error so that the temperature can
reach the thermal comfort requirement just wheritireg room is occupied). This results in a
higher power demand at the beginning of the morwoingeak period but since the setback
period starts within the on-peak period, the ovegpalformance (indicated by the average
electrical power demand during the on-peak pericds)arginally worse than for the constant
setpoint scenario, at 6.6 kW.

In both Figure 4 and Figure 5, we can see thabhdating power drops suddenly at around 19 h
because dishwasher (1.7 kW) and dryer (8.1 kWjuareed on at this moment. Other drops are
due to one or more zones overheating due to irltgemas or solar gains.
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Figure 5: Night Setback

5.2 GenOpt + TRNSYS MPC

The setpoint profile obtained by MPC with GenOpsh®wn in Figure 6. The optimal control
strategy reduces the heating setpoint during urmeduperiods (even though the “cost”
associated with electricity within these periodsesy low), and ramps up the setpoint to the
maximum allowed value approximately 3 h beforedhepeak periods so that the building is
preheated (the preheating is shorter in the aftaTnd he building is then left free-floating until
it cools down to the lower setpoint limit.

While the general shape of the setpoint profileesponds to what was expected, the jagged
profile is somewhat surprising. The sudden chanmgeke setpoint can be attributed to two
phenomena. First, there is a lack of feedback ¢ootptimization process in case of a sudden
drop: once the setpoint drops faster than theatwhich the building cools down naturally,

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P04, Page 12

there is no difference in the cost function urftg setpoint reaches some constraints. Second,
GenOpt algorithms are sensitive to numerical nimigkbe cost function and building simulation
programs often results in noisy numerical resdlte optimization process was also found to
be sensitive to initial values, as will be showiplein Section 5.4.

25

20

Temperature [C]

Tsetpoint

15 T{living)
T(Basement)

— (Qheatitotal)

Qheat(sleeping)

)]
T

Heating Power [kW]

Figure 6: MPC with GenOpt

The average power demand during on-peak peria2i$ ikW, which is a significant reduction

(over 50 %) compared to the base cases. The camgpurtie is very significant, with a 12-day

simulation (with a 1-day optimization) taking mahan 16 h of computing time on an i7-4770
CPU (3.5 GHz) — the same simulation with a conssatpoint or night setback profile takes
about 20 seconds.

5.3 Matlab (RC-model) MPC

The internal model required by the online MPC applowas obtained using first 12 days of
January as the training samples. For the purposalofe control with MPC, the optimization
problem was solved by using FMINCON function in MIBB. The prediction horizon is set
to 24 hours as in the case of the GenOpt optinczaatiowever, other tests have shown that
similar results are obtained for any predictionizam longer than 4 hours. A receding horizon
is applied and the process is repeated at evegydtap. It can be clearly observed from Figure
7 that the online controller decides to preheatlitheg room around 1:15 AM, a long time
before the peak period starts. The strategy thiéerslifrom the GenOpt-TRNSYS results in
that some heating is applied during the first oakpperiod. This results in a lower cooling
down rate that seems to miss the minimum allowadlige at the end of the morning occupancy
period. Preheating is then used again before t@ngeon-peak period, although not using the
maximum available power. Again, the profile is sémes jagged, which can be partly
attributed to the same reasons as for the GenONSMS results. In addition, the model used
internally by the optimization algorithm is not 1@®accurate (as shown by RMSD values in
section 4.2.1), which leads to corrections at ésnh step given the receding horizon method.
The MPC results are also sensitive to initial valaed to cost function parameters, as discussed
below.
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Figure 7: MPC with MATLAB

The average power demand during on-peak perioglsast 4 kW, which is not as impressive
as the GenOpt-TRNSYS results but is still a sigatfit reduction (33 %) compared to the base
cases. The computing time is very acceptable, with 12-day simulation taking about 4
minutes (12 times longer than the constant profil¢,about 250 times faster than TRNSYS-
GenOpt).

5.4 Sensitivity of the optimization processes

During the development of the optimization methodgl several different initial conditions
were tested. The results presented above for th©@eTRNSYS optimization rely on initial
values that are based on a previous study (Kumebaift 2011).

If initial values are set to 21 °C for the wholeydéhe optimization process reaches a very
different solution with large oscillations shownHRigure 8. Even though the difference in cost
function (power used during the on-peak periodg)nly marginally affected, the solution is
clearly less desirable than the one obtained witfofmed” initial values. The computational
time is also affected (more than doubled).
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Figure 8: GenOpt-TRNSYS MPC with poor initial vaue

Very large oscillations can be observed on setgemiperatures and heating power. This can
be partly explained by the fact that the exacteaithe setpoint has no impact on the building
behavior once it is above the temperature thatdcbalreached with full power or once it is

below the temperature that would be reached inffoeging, without heating. So there is no

impact on the cost function when GenOpt tries \diferent values of the setpoint. To illustrate

this, consider the situation at 11 AM. GenOpt reduthe setpoint drastically, which results in

no heating power being required. The building reach temperature close to 23.5 °C in free-
floating, while the setpoint is at 20 °C. For tipairticular time step, the results and the cost
function would be exactly the same for any setpbelbw 22.5 °C. So the value of 20 °C is

somewhat arbitrary and affected by numerical at&faOne possible workaround to avoid such
behavior would be to impose an additional penattyapid changes in the setpoint.
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Figure 9: MPC with MATLAB Sensitiviy with off-peadst of 0.1
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The Matlab (RC-model) MPC is also sensitive to mation parameters. The result obtained
by assigning different values for the heating pomaetrix, i.e., the off-peak cost of 0.1 instead
of 0.01 is depicted in Figure 9. It can be conctuthat if we consider higher cost for the heat
power during the off-peak period, no preheatinggplied in the morning, nor in the afternoon.
While it can be expected that preheating will beedess interesting as the cost of off-peak
power rises, the ratio of 0.1 is still sufficientiygh that some level of preheating would be
expected to lower the overall cost.

5.5 Adding heuristics to the GenOpt-TRNSYS optimization

Simplified setpoint profiles were shown to decrgagecomputational requirements of complex
optimization processes while delivering almost shene cost savings, e.g. in (Braun, 2006).
Figure 10 illustrates the “Jump and Trim” profikehere 5 setpoint values are optimized (versus
96 for a daily optimization problem with a 15-mime step). This method delivers almost the
same savings (48.6% as shown in Table 1) as th©@@emRNSYS optimization, with a much
reduced computational time (20 minutes vs. 16 Hours

v

20+

/
)
P

Temperature [C]

Tsetpoint

15 L T(living)
T{Basement)
Qheat(total)
Qheat{sleeping)

Heating Power [kVv]

Figure 10: Jump and Trim profile

The “Linear Setpoint” profile differs from Jump atrén in that the temperature drops linearly
during each 4h stretch instead of one time stephasvn in Figure 11; while “Exponential

Setpoint Profile” lets the setpoint decrease expbaky, with two different time constants

during the two on-peak periods. The exponentidilprdelivers 49.4% savings while the linear
profile 37.9%; but both methods show about the sgdaction in computational time (down

to 20 minutes).
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Finally, the last heuristic method considered irtd the lowest power demand during the peak
time, which might be interesting in the perspectta utility company allowing a given power
usage to selected customers during critical peaktsyFigure 13 illustrates the results of this
approach. The average power usage during on-pe@kipés slightly higher than for the other
optimization results, but the maximum power regegsit any 15-min time step by the house
is the lowest of all, at 4 kW (vs. 5 to 8 kW foethther results).
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6. DISCUSSION

Table 1 summarizes all the approaches mentionedeaBmwer cost means the final value of
cost function in each optimization and the reducpercentage is based on the “constant set
point” case. Average and maximum power demand ateithe mean and maximum values of
the heating power during the on-peak periods.

The GenOpt-TRNSYS MPC results in the lowest cogjniicant cost savings are obtained
from the online Matlab (RC-model) MPC. The latt@plies considerably lower computational
efforts compared to the GenOpt-TRNSYS approacdepscted by the Indicative CPU Time.
The Exponential profile shows near-optimal resullsle its computational time is much less
than the “full” GenOpt-TRNSYS MPC. Jump and trinsults in savings very close to the
exponential profile. The GenOpt-TRNSYS MPC hasrthrimum electricity cost while the

Min Power Demand method has the lowest power denvamidh is just over 4kW.

Table 1: Summary of Results

Power | Power Cost| Average Power| Max Power | Indicative
Cost | Reduction | Demand (peak)| Demand CPU
[] [%] [KW] (peak) [kW] | Time[-]*
Constant 51.4 0.0% 6.0 8.1 16 sec
Night Setback 56.3 -9.5% 6.6 15.9 19 sec
MPC with GenOpt 23.2 54.9% 2.6 5.6 16.3 h
MPC with Matlab 34.5 32.8% 3.9 6.8 4 min
Jump and trim 26.4 48.6% 3.0 4.9 18 min
Linear 31.9 37.9% 3.6 7.7 25 min
Exponential 26.0 49.4% 2.9 5.4 21 min
Min Power Demand 31.2 39.3% 3.5 4.2 6.7 h

* Indicative CPU Time is the time taken to run ada& TRNSYS simulation including the GenOpt or Mahtl
optimization process (only one day is optimizéd)e figures above show that the heating power lrofi
during off-peak is affected by the different stoags, with large peaks at the beginning of

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P04, Page 18

preheating periods. These large peaks would algds=nt with more conventional setbacks
strategies, but not with a constant setpoint. Timgaict on overall system efficiency, capital or

maintenance cost is probably negligible for elechiaseboard heating, as considered in this
study. However, this impact needs to be takenastmunt if other heating system types were
considered (e.g. hydraulic heating with boiler eathpump).

6.1 Limitations of the present study

This study considers the performance of differemttiol strategies for the coldest day of the
simulated period, and measures that performanchdwverage power use during on-peak
periods. This is in line with the paper objectiwdich is to compare different model structures
and to adopt the point of view of a utility tryibgassess potential strategies to be implemented
in a large number of individual houses. It coulduised to deal with critical peak demand events
that typically occur a few times per year. Differeantexts would obviously require a different
cost function and might require a performance campa on a longer period.

The selected house is a relatively lightweightding, and results would be different for very
light or heavy buildings.

Two main simplifications were made in this studydeveloping predictive control strategies.
First, perfect forecasting was assumed for integaats, occupancy and weather. Second, the
model used to assess the results is the same medeté one used internally by the GenOpt-
TRNSYS approach. The Matlab (RC-model) approactihenother hand used a simplified
model internally but was assessed with the detdiRNSYS model, which can be seen as more
realistic, as all models will likely have errorsngpared to a real building. Results need to be
confirmed using realistic forecasts and even mawilkd models for the assessment or
experimental validation.

The obtained profiles are sensitive to optimizap@anameters (cost function and initial values)
and to numerical noise. The unintuitive shape ofisoesults, such as the lack of pre-heating
before the afternoon on-peak period in some of treams to indicate that the optimization
results may still be quite far from the actual optm. With this in perspective, the simplified
(heuristics-based) GenOpt-TRNSYS methods defingelgm to be more interesting than the
“brute force” approach.

Further work will address these points, first byastigating the sensitivity of optimization
methods and alternative implementations, then lplementing the developed algorithms in
real buildings.

7. CONCLUSIONS

Two different approaches were compared to optitfiegower usage of electric heating during
critical peak events in a typical Canadian housefdet forecasts were assumed in both cases.
Both methods were tested in TRNSYS using a detaigiding model. One method (GenOpt-
TRNSYS) used the same model internally to perfdrenaptimization, while the second method
relied on a much simpler (RC) model implementeMatlab.

Both methods deliver a significant reduction in gowsage during the on-peak periods. The
GenOpt-TRNSYS method delivers the largest savingzé than 50 %) at the cost of a very
high computational effort (simulation time increddsy a factor of over 3000 compared to the
base case). The RC-model approach delivers lesgssipe savings (33 %) but at a much more
reasonable computational cost (simulation timegased by a factor 12 compared to the base
case). Heuristic methods restricting the possibtpant profiles to predefined shapes were
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shown to deliver near-optimal savings with sigrfidy reduced computational power
(simulation time increased by a factor of 60 tocB@hpared to the base case).

Both methods are sensitive to optimization paramedad results need to be confirmed on a
wider set of test cases to assess the optimalip@ined results and their robustness. Realistic
forecasts should also be introduced prior to imgletation into real buildings in order to
validate the proposed methodology.

ACKNOWLEDGEMENT

The authors gratefully acknowledge Martin Kegel {f@a@tENERGY, Natural Resources
Canada) for providing the original TRNSYS modetlod CCHT house.

REFERENCES

Braun, J. E.-H. (2006). Assessment of demand Igitising building thermal mass in small
commercial buildingsASHRAE Transactiond12 PART 1, 547-558.

Candanedo, J., Dehkordi, V., & Lopez, P. (2014mAti-level architecture to facilitate MPC
implementation in commercial buildings: basic pijphes and case studiroceedings
of eSim 2014 conference.

Coffey, E. B. (2013). Approximating model predi@igontrol with existing building simulation
tools and offline optimizationlournal of Building Performance Simulatior(3% 220-
235.

CSTB. (2012)Réglementation Thermique 2012 - Regles d'applicafio-Bat.CSTB Edition.

Henze, G., Felsmann, C., & Knabe, G. (2004). Exalnaof optimal control for active and
passive building thermal storagaternational Journal of Thermal Sciences,(23
173-183.

Henze, G., Le, T., Florita, A., & Felsmann, C. (BRGensitivity Analysis of Optimal Building
Thermal Mass Controllournal of Solar Energy Engineering, 129, 473-485.

Huchuk, B., A. Cruickshank, C., O’'Brien, W., & Gunad. (2014). Recursive thermal building
model training using Ensembleroceedings of eSim 2014 conference.

Hydro-Québec. (2014, 01 2ydro-Québec demande a ses clients de poursuiurs &fforts
de réduction de la consommation d'électricité engo@ de pointe et les remercie de
leur collaboration.Retrieved August 01, 2014, from http://cnw.ca/OBl}V

IBPSA-Canada. (2011Model predictive control in buildings workshdpetrieved September
10, 2014, from http://www.ibpsa.us/conferences

ISO-1. (2008). ISO 10211:2008 - Thermal bridgeduiiding construction - Heat flows and
surface temperatures - Detailed calculations.

ISO-2. (2008, June). ISO 10456: 2008 - Building enats and products - Hygrothermal
properties - Tabulated design values and procedresletermining declared and
design thermal values.

ISO-3. (2008, April). ISO 13370: 2008 - Thermalfpemance of buildings - Heat transfer via
the groung - Calculation methods.

ISO-4. (2013). ISO 13790: 2013 - Energy performasfdauildings - Calculation of energy use
for space heating and coolirgnergy performance of buildings - Calculation oéegy
use for space heating and cooling

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P04, Page 20

ISO-5. (2008). ISO 6946:2008 - Building componeatsd building elements - Thermal
resistance and thermal transmittance - Calculatiethod.

Kelly, G. (1988). Control system simulation in NorAmerica.Energy and Buildings, 108),
193-202.

Kummert, M., Leduc , M.-A., & Moreau , A. (2011)slng MPC to reduce the peak demand
associated with electric heatinijlodel Predictive Control in Buildings Workshop.
Montréal.

Lehmann, B., Gyalistras, D., Gwerder, M., Wirth,, & Carl, S. (2013). Intermediate
complexity model for Model Predictive Control oftégrated RoomEnergy and
Buildingg58 ), 250-262.

Ma, Y., & Borrelli, F. (2011). Hierarchical Predi¢ Control Energy Efficient Buildings.
Model Predictive Control in Buildings Workshdyontreal.

Madson, H., & Holst, J. (1995). Estimation of comtus-time models for the heat dynamics.
Energy and Buildingss7-79.

May-Ostendorp, P., Henze, G., Corbin, C., RajagopaB., & Felsmann, C. (2011). Model-
predictive control of mixed-mode buildings with eulextraction. Building and
Environment, 4@), 428-437.

May-Ostendorp, P., Henze, G., Rajagopalan, B., &®¢C. (2013). Extraction of supervisory
building control rules from model predictive contiaf windows in a mixed mode
building. Journal of Building Performance Simulatior(3% 199-219.

Morari, M., & Lee, J. (1999). Model predictive camit past, present and futul@omputers &
Chemical Engineerings67—682.

Nassif, N., Kajl, S., & Sabourin, R. (2005a). Sirfiptl model-based optimal control of VAV
air conditioning system. Montreal: Proceedings loé ©9th international building
performance simulation association (IBPSA) confeeen

Nassif, N., Stainslaw , K., & Sabourin, R. (20050)ptimization of HVAC control system
strategy using two-objective genetic algorithmternational Journal of HVAC&R
Research, 1(B), 459-486.

Oldewurtel, F., Parisio, A., Jones, C., & Morari, (2010). Energy efficient building climate
control using Stochastic Model Predictive Contnotl aveather predictiongsmerican
Control Conference (ACCjpp. 5100 - 5105). Baltimore, MD .

Oldewurtel, F., Parisio, A., Jonesc, C. N., Gyahisa, D., Gwerderd, M., Stauche, V., . ..
Moraria, M. (2012). Use of model predictive contanld weather forecasts for energy
efficient building climate controEnergy and Building$45), 15-27.

Privara, S., Cigler, J., WM&, Z., Oldewurtel, F., Sagerschnig, C., &&kova, E. (2013).
Building modeling as a crucial part for buildingepictive control.Energy and
Buildings, 56 8—-22.

Sturzenegger, D., Gyalistras, D., Semeraro, V.,apM., & Smith, R. S. (2014). BRCM
Matlab Toolbox: Model Generation for Model PredretiBuilding Control American
Control Conference.

Swinton, M. C., Moussa, H., & Marchand, R. J. (200@ommissioning Twin Houses for
Assessing the Performance of Energy-Conservingriaobies. Thermal Performance
of the Exterior Envelopes of Whole Buildings VIII.

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P04, Page 21

Verhelst, C., Sourbron, M., Antonov, S., & Helseh.,(2011). Towards MPC for office
buildings with TABS connected to a GCHP system ialer model.Model Predictive
Control in Buildings Workshopontreal.

Wang , S., & Xu, X. (2006). Simplified building meldfor transient thermal performance
estimationlInternational Journal of Thermal Scien¢4S), 419-432.

Wang, S., & Jin, X. (2000). Model-based optimaltcolof VAV air-conditioning system using
genetic algorithmBuilding and Environment, 36), 471-487.

Wetter, M. (2001). GenOpt® -- A Generic Optimizati®rogram. Proceedings of the 7th
IBPSA Conference. Retrieved from http://gundogt/GO/

Wetter, M. (2011).GenOpt, Generic Optimization Program, User Manuarsion 3.1.0.
Retrieved July 01, 2014, from http://gundog.lbl.4&@/

Woystrcil, e. a. (2013). Model-based optimizationcointrol strategies for low-exergy space
heating systems using an environmental heat soliBtle.Conference of International
Building Performance Simulation Associati@hambéry: BS2013.

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P04, Page 22

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



SECOND SESSION
INTEGRATION OF
RENEWABLE ENERGY
SOURCES IN BUILDINGS







P05, Page 1

Impact of storage tank control and hydraulic configiration on
solar heat pump performance

J. Veeken, J. Verheyen, M. Sourbron

KU Leuven (University of Leuven), Department of Ndanical Engineering, Technology Campus De Nayer,
Sint-Katelijne-Waver, Belgium

1. ABSTRACT

For a solar heat pump system, combining solar taegwollectors and a heat pump, with a
combined storage tank, the system performance @uated for different hydraulic
configurations and controls of the storage tanke fiesults show the importance of an adequate
hydraulic configuration and control of the storagek to support the process of combined heat
production by the heat pump and solar thermal cwits and heat distribution to space heating
and domestic hot water. Adapting demand side teatyer levels and correctly inserting the
produced heat from heat pump and solar thermagcolis in the storage tank increases the
system efficiency substantially. The Seasonal Perdace Factor (SPF) changed from 3.72 to
5.56 by changing storage tank sensor positionseaingbints of the heat pump control, correctly
addressing the produced heat to storage tank lamelghanging the positions from where the
stored heat is extracted from storage. The SPfease is caused by an augmented share of
solar energy in the overall system balance, areasad heat pump efficiency and a reduced
storage thermal losses. This work concludes tieastorage tank is a crucial factor in these
system types with two collaborating heat sources.

Keywords: solar thermal, heat pump, hydraulics, control

2. INTRODUCTION

This research is conducted in the framework of IEélar Heating and Cooling (SHC)
Programme task44, investigating space heating antestic hot water systems that have an
increased renewable energy share, lower electdetygand than competitive solutions, lower
primary energy demand, and lower CO2 emission d#pgron the electricity mix feeding the
heat pump. IEA Solar Heating and Cooling (SHC) Paogne task44 operated from 2010-2013
to contribute to better understanding of S+HP (Saled Heat Pump) systems (task44.iea-
shc.org/).

Both heat pumps and solar thermal collectors haiaed considerable popularity in the
European and Belgian market. The similarity of éhigends is striking, though unfortunately,
it remains unknown to what extent these componangsinstalled in combined systems.
Combinations of heat pump and solar thermal systapmpdied for residential heating and
domestic hot water production are considered p@tigninteresting to contribute to the targets
as set by the EPBD (energy performance of buildaigsctive) and RESD (directive on the
promotion of energy from renewable sources). Tlsgyséems are able to improve the energy
performance of buildings and augment the share@fgy from renewable energy sources. The
potential of these combined systems is gradualtficoed and elimination of pitfalls for long-
term successful commercialization is aimed at.

The combined solar heat pump installation has fgplsuheat at the required conditions
(Figure ): (1) the correct quantity, (2) the reqditemperature and (3) at the right moment in
time. Domestic hot water is characterised by &@eéalemand, which implies a high thermal
power and at a relatively high temperature of 48K0Space heating has a more flat demand
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throughout the day, at a lower temperature of 28:45Because of the increasing insulation
levels, the yearly heat demand for space heatibgdsming equal to the yearly heat demand
for domestic hot water.

| ;: —_— (%( High temp. heat

C 45°C (use)
60°C (storage)
Solar thermal collector DHW buffer Domestic Hat Water
(DHW)
_Dq_
— |- +| = . = Average temp. heat
@ | : 25-45°C
Heat pump SH buffer Space Heating (SH)
Low temp. heat

Low temp. -10-10°C

heat source,

Figure 1: Two heat suppliers (solar thermal collast and heat pumps) deliver heat at two
temperature levels for Space Heating and Domestic\Water.

Solar thermal collectors and the heat pump protheeequired heat by using either the sun or
a low temperature heat source such as the grouheé autside air. Compared to a boiler using
fossil fuels, these renewable energy sources lame, the point of view of the installation that
is, (1) limited in heat quantity, (2) limited in depower and (3), in the case of solar energy, not
always available. These properties have an impomggercussion on the design and the control
of solar heat pump systems.

Heat for space heating and domestic hot waterdias produced and delivered by either the
heat pump or the solar thermal collectors. Heatgsican deliver heat at a performance factor
(supplied heat versus required electricity usedhm range of 2.5 to 5, while solar thermal

collectors do that at a performance factor of raydi®-100, although factors above 250 are
also measured (Goovaerts et al.,, 2014). Thereftbeesolar heat pump system should be
designed and controlled to give priority to theasdhermal collectors.

The typically peaked domestic hot water demand téwedlimited availability in time and
thermal power of solar energy, imposes the usderial buffering in the solar heat pump
system. The typical system configurations depiegdaoncepts of various combinations of
components within SHP systems in the publicatiorHeyning et al. (2008) are used in the
task44-project as reference combinations (Figure 2)
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Figure 2: Overview of existing SHP system confijares; numbering according to original
publication [Henning et al.; 2008].

This paper focusses on a variation of solar heatpsystem nr. 4, with a combi-storage tank
storing heat for both space heating and domestiahter production. A version of the system
was installed as a test-setup and a simulation haddéis system was made in the Polysun

software, as shown in Figure 3.

Figure 3: Solar heat pump system configuration witmbi-storage tank as implemented in
the Polysun software.
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The simulation analysis in this paper focussesenrhpact of the hydraulic configuration and

control settings on the overall performance ofgbkar heat pump systems. Starting from the
reference system as it was installed in the tasipséhe position of hydraulic connections are
varied, and therefore the reserved storage volameither domestic hot water, space heating
or the heat exchanger of the solar thermal colisctBurthermore, control strategy is varied by
adapting dead band parameters and applying adeptdab| strategies to have a better control
to heat the different sections in the combi-stortag.

3. SIMULATION MODEL
The parameters of the reference system are preseniable .
Table 1: Parameters of the reference system.

System component Parameter value
Building
Heated area (m?) 140
Specific heating energy demand (kWh/m?2/yeat) 15.6
Domestic hot water use (l/day) 140
Domestic hot water draw-off temperature (°C) 45 &fe Table 2)
Ground coupled heat pump
Heat pump heating power (0/35) (kW) 5
Single U ground loop length (m) 86
Solar collector
Flat plat solar collector area (m?) 8.6
Combi-storage tank
Volume (liter) 512

3.1 Building and domestic hot water

Further details on the building, of which a viewpigsented in Figure 4, can be found in Dott
et al. (2013). The IEA SHC Task44 DHW draw-off plefs used in this paper which is based
on the EU mandate M/324 tapping cycle M (CEN/TC1380l 2003) and (FprEN 16147 2010)

and is expressed as a medium tapping profile (Hatlal., 2013). This can be considered as
valid for a family with an average household size.

Figure 4: View of the buildings showing South anestNacades [Dott et al., 2013].
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Table 2: Domestic hot water profile as adoptedhia simulation model (Haller et al., 2013)

Legend: S=Small; Sh=Shower; FC=Floor cleaning; DBsh washing; HC=Household
cleaning; Ba=Bath tub; Sunday only: bath tub repda@vening shower

Nr. Start time Energy Qorw Type Flow Rate Min. Temp.
(h:min) (KWh) (Litre/h) ToHw,set (°C)
1 07:00 0.100 S 240 45
2 07:15 1.315 Sh 600 45
3 07:30 0.100 S 240 45
4 08:00 0.100 S 240 45
5 08:15 0.100 S 240 45
6 08:30 0.100 S 240 45
7 08:45 0.100 S 240 45
8 09:00 0.100 S 240 45
9 09:30 0.100 S 240 45
10 10:30 0.100 FC 240 45
11 11:30 0.100 240 45
12 11:45 0.100 240 45
13 12:45 0.300 DW 240 55
14 14:30 0.100 S 240 45
15 15:30 0.100 S 240 45
16 16:30 0.100 S 240 45
17 18:00 0.100 S 240 45
18 18:15 0.100 HC 240 45
19 18:30 0.100 HC 240 45
20 19:00 0.100 S 240 45
21 20:30 0.700 DW 240 55
22 21:15 0.100 S 240 45
23 21:30 1.315 Sh 600 45
Total 5.530
Sunday only
23 21:30 3.520 Ba 600 45

The climatic conditions used for the simulations taken from the Polysun database for
Brussels, Belgium.

3.2 Ground properties

The characteristics of the ground, considered sgprtative for the Belgian context and used as
boundary condition for the simulations of SHP syseare adopted from T44 [Haller et al.,
2013] and Geotrainet [McCorry et al., 2011].

« Soil warming (average difference between the eautface temperature and the air

temperature): 0.8°C
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* Axial temperature gradient: 0.03 K/m

* number of earth layers: 1

» density of earth layer material: 2500 kg/m3

» specific heat capacity of earth layer material: 8QRgK)
» thermal conductivity of earth layer material: 2 WK)

» thickness of earth layer 1: 400 m

3.3 Combi-storage tank

The combi-storage tank volume of 512I is dividedl isothermal layers in the reference
simulation model. Layers 1 and 12 contain the n@wf the other layer added with the volume
of the bulge (Figure 5). The upper part (layer$28-is reserved for domestic hot water
production, while the lower part (layers 1-7) fggase heating. The solar collector heat
exchanger is located on the side of the combi-gitank with 4 inlets so heat enters the storage
volume at layers with the corresponding temperaftirgure ). In the reference system, no
separate cold volume at the bottom of the tanérissieen for the solar collector heat exchanger.

The domestic hot water is heated by an interndédatainless steel heat exchanger of 25m
and a surface area of 6.45mz2.

Storage tank with
connections and the layer | |Isothermal layers in storage tank| |Layer volume
they are connected to simulation model (litre)
k]
12 t
12 4 f+ s 1;.‘;} -
91.7%—
10 Layer 11 40.2
’ La'gg:g:ﬁﬂ 40.2
g La&g&? 40.2
7 Layer 8 40.2
b i Layer7 40.2
4 x L%%?Lfs 40.2
4 L L%’*;ﬁis 40.2
4 u Laggggd 40.2
: 40.2
i d, "= L?g.‘?-[.a A0.2
Lag;%[ 2 :
i Layer 1 —o%- 55
LA
Figure

Figure 5: Combi-storage tank layout in the simuwatmodel

3.4 Reference system control parameters

In the reference system the domestic hot watenymtamh is controlled by a temperature sensor
located in the upper tank layer (top layer 12),kiray with a set point of 55°C and a dead-band
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of +1°C/+5°C. This means that the heat pump stalnisnever the upper layer temperature is
lower than 56°C and stops at a temperature of 60°C.

The space heating control is equal to the domastievater control, with a temperature sensor
located in layer 7, a set point of 35°C and a desad of +1°C/+5°C.

The domestic hot water always has priority to sgaeaing. In these simulations no clock is
installed in the controller to limit domestic hoater operation to certain hours. Both space
heating and domestic hot water controllers are ydveativated.

3.5 Evaluation criteria

The system performance is evaluated by compariagéasonal performance factor, taking
into account all electrical users in the systena{lpemp compressor, solar collector pump, heat
pump circulation pump and ground loop circulatiamp):

+ kWh
SPF = QSH QDHW ( therm) (1)
Pcompr + Pcirculators (kWhelec)

Additionally, a parameter ‘Availability’ checks thene the system can provide domestic hot
water at the required temperature level, as aca@oli for user comfort. Space heating demand
Is always met in the different simulation runs, géfhimeans that thermal comfort is always

supplied. Therefore, this criterion is not evadabaturther on.

Table 3: Hydraulic connection and control paramstadaptations towards improved system

performance
Adap- Lay-out of combi-storage tank
tation Heat pump to DHW-layer Heat pump to SH-layer TanbSH
Layer in — Volume (I) | Layerin—| Volume () | Layer in —| Volume (l)
Layer out Layer out Layer out
Ref. 12-8 216 4-1 176 7-4 161
1. 12-8 216 4-1 176 7-4 161
2. 12-8 216 7-4 161 6-4 121
3. 93%-59% 12-8| 216 52%-30% 161 43%-25% | 121
7-4 6-4
4. 93%-59% 12-8| 216 52%-30% 161 43%-25% | 121
7-4 6-4
5. 93%-71% 12-9| 176 52%-30% 161 43%-25% | 121
7-4 6-4
6. 93%-78% 12-10 135 52%-30% | 161 43%-25% | 121
7-4 6-4
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3.6 Hydraulic connection, control and simulation parameers

In different steps the system performance is irsgddy adapting hydraulic connections and
control parameters.
1. Correcting a control error where the heat pump sea©ON with an OR-function on

SH and DHW requirements but was set OFF with an Aitigtion on SH and DHW
set point. The layer control was adapted from layer dead-band control to two-
layer set point control

2. Creating a cold zone at the bottom of the storagk by reducing and moving the

space heating volume to layers 7-4 (161 | inste&t96 )

Space heating storage with heating curve contspéad of a fixed setpoint

Lowering domestic hot water set point from 55°C30tC

Reducing the domestic hot water volume to layet2 9176l instead of 216l)

6. Reducing the domestic hot water volume to layerd 20135I instead of 216l)

a ko

Table 3 shows these steps with their impact orbttifer volumes.
4. DISCUSSION AND RESULT ANALYSIS

4.1 General overview

In a general overview, the different adaptatiorsadlyy show an important increase in system
seasonal performance (Figure 5). The SPF of tsiesyincreases from 3.72 to 5.56, while no
changes are made to the size of the major systenpawents, such as the solar thermal
collector area or the storage volume. Only hydcacbnnections and control parameters are
changed.

m— W _el SPF
6 1400
55 - 1200
1000
5 =
'S 500 EI
& 4.5 : =
600 i
4
400
3.5 200
3 0
0 1 2 3 4 5 6

System variations

Figure 5: General overview of the simulation resuthowing SPF and systems electrical
energy use

It is interesting to go through the different stépexplain the cause of the changes in system
behaviour.
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4.2 Step 1: fixing erroneous control

In the reference system, the control logic hadmportant logical error where SH or
DHW operation from the heat pump was switched oamthe one of the set point values
was trespassed (OR-function). However, the heaippoperation was only switched off
when both SH and DHW set point values where satsfiThis means that the storage
volume was always heated to DHW set point value D$Witches off at 60°C in layer
12) even if SH operation was switched on: SH isimegl when layer 4 drops below 36°C
and should switch off when layer 4 reaches 40°G,due to the logical error in the
control, the heat pump only swiches off when lay2reaches 60°C. This means the the
whole storage volume is heated because in SH-operthe heat pump injects in layer 4
and ejects from layer 1.

70
65 e
7 SN =N Top layer
60 NN T layer 11
\ \ T
__55 iy - layer 10
G
=50 S\ \ layer 9
S \ layer 8
™ 45 \
@ 4 layer 7
o \
5 40 "\{ _ / —layer 6
F g \&ﬁv‘%ﬁ —layer 5
|
30 ayer 4
—layer 3
25 —layer 2
20 —Bottom layer
ONTUIONTONONTONONT OO NS OD
b I o B o o T B I I I T O TR I I T ol = g L o
Time (h)

Figure 6: Storage tank temperature levels with vgr@ontrol logic in the reference system

Figure 6 shows that at hour 1 the SH set poineispassed (layer 4 drops below 36°C), while
the DHW set point criterion was satisfied (layerid2bove 56°C) and that the whole storage
tank is heated up afterwards until layer 12 read@¥C at hour 6. Together with this
adaptation, in this first adaptation the heatingtaa of either DHW- and SH-layers is changed.
Where in the reference system the one-layer dead-t@ntrol was applied, now the two-layer
set point control is installed. This means thaid tamperature sensors are installed, one in the
upper layer of the specific tank volume and onthanlower layer (respectively layers 12 and
8 for DHW and layers 4 and 1 for space heatinfyfhd upper temperature sensor reading drops
below the set point, the heatpump starts heatiagphrt of the tank volume, until the lower
temperature sensor reading is higher than the |lsetgpoint temperature.This ensures that the
whole reserved storage volume is heated up by e¢he gump, while in the reference system
the implemented dead-band was not always able tioislon all circumstances. It does however
imposes the use of two temperature sensors pephegi operation mode (SH or DHW).

These measures show the importance of correct agioimiplementation: the system SPF
increases from 3.72 to 4.30, while the systemdaraat consumption drops with 14.7% from
1182 kWh to 1008 kWh.
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4.3 Step 2: Reducing SH volume and ensuring cold storagrolume for solar heat
exchanger

In the reference system, the upper part is heatetbimestic hot water (DHW), while the lower
part of the tank is kept warm by the heat pumppacs heating (SH) connection which is
located at the bottom of the tank. Therefore,libat exchanger (HX) of the solar thermal
collectors always ‘sees’ warm water, hamperingrdotat to be stored in the storage tank.

70
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Figure 7: The effect of reserving cold storagetfo solar heat exchanger on the temperature
profile in combi-storage tank on February 5-6 (Tiapure-without cold volume; bottom
figure-with cold volume)
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This is solved in the second adaptation (first ytlc adaptation), where the lower part of the
tank (layers 1 to 3, 135 litre or 26% of the steraglume) is kept cold for the solar collector
heat exchanger.

The amount of reserved storage volume for spacinigga reduced from the volume in layer
7 to 1 to the volume in layers 7 to 4 (296 | to 161

Figure 7 shows the effect adaptation step 2 habetemperature profile in the combi-storage
tank on two typical winter days, where both daygehan important amount of solar radiation.
The upper part of Figure 7 shows the result fosgstem 1, while the lower part for the adapted
hydraulic lay-out. The average tank temperatunests, while more solar heat has been stored:
17.0 kWh instead of 15.4 kWh, or an increase of 1@t an annual base, the solar fraction
(this is the share of solar heat in the whole lieshand) increases from 45.2% to 45.7 %.
Although the annual impact is rather limited, tkample of Figure shows the impact on colder
days with limited solar radiation. On these dalge,system is able to capture more solar heat,
which reflects in an SPF increase from 4.30 to Awith a corresponding decrease in electrical
energy consumption of 11%. Note that the incréaSPF is not only caused by an increased
share of solar heat, but also by a decrease dgaddosses with 2% and mostly by a more
efficient heat pump operation due to the lower allestorage temperatures: the SPF(only heat
pump) increases from 3.5 to 3.9.

This measure does not influence the availabilitdgahestic hot water, nor the heat supply for
space heating.

4.4 Step 3: Heating curve control

In the 3¢ adaptation, the temperature control for the spaeging layer is adapted from fixed
temperature control (at 35°C) to heating curve mnt This further reduces the average
temperature of the storage tank and increasesRRe®4.90. The storage tank losses reduce
with another 4% and the SPF(heat pump only) ines&sfrom 3.9 to 4.3.

4.5 Step 4-6: Domestic hot water temperature and volume

In the last three steps, the parameters of the sienieot water part are adapted. First, the
temperature set point is reduced from 55°C tot 50°Khis increases the SPF to 5.36. By
reducing the storage volume for domestic hot watethe last two steps, the system-SPF
eventually ends up to be 5.56. For this last systhe SPF(heat pump only) eventually is
increases up to 4.7, the solar fraction become®4&nd the storage heat losses are 6% lower
than after the second adaptation, where the cdidnafor the solar collectors was introduced.

Two remarks should be made for this last adaptatibhe temperature setting of 55°C was
originally chosen in the project, to prevent thevgth of legionella bacteria, although this is
not specifically requested by law for residentipplecations (in Belgium). Reducing the set
point temperature to 50°C increases the risk ofdsecgrowth.

Furthermore, by reducing the storage volume for ekt hot water, the availability of DHW
decreases to a small extent, certainly in wintentm®with a low solar irradiation (Figure 8).

Therefore, this measure of reducing the domestic viiter storage volume should be
introduced with care, because the comfort is aéswahsing. The system performance results
should not be evaluated without also evaluatingidevered comfort.
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Figure 8: Availability reduction by reducing themestic hot water storage volume

5. CONCLUSION

Where typical simulation studies focus on paramatelysis and optimal design or control
issues, this paper demonstrates that a huge gaitesfound in a correct control and design of
the storage tank and its hydraulic connections slim@lation study clearly shows the important
impact the storage tank has on the overall systerfoypnance. With equal system design
parameters such as heat pump power, solar themwliattor area and storage volume, the
seasonal system performance factor is increased 3:@2 in the reference system to 5.56 in
the best tuned system. This is achieved merelghlaynging the hydraulic connections of the
storage tank, by adapting the reserved storagenesifor the solar heat exchanger, for space
heating and for domestic hot water and by chantiegcontroller settings and adapting the
temperature control.

The design and installation guidelines that aneenfthese results are the importance to have a
cold volume in the storage tank in order to optlynaenefit from the solar thermal collectors
(which have a substantially higher performancediatttan the heat pump), to avoid mixing of
the different storage layers at different tempeesgiand to reduce the high temperature storage
volume as much as possible. This last measurddbeuimplemented with care in order to
avoid a decrease in delivered comfort and to atleedyrowth of bacteria due to lower storage
temperatures.

From these results, it must be concluded that gighlity and high performance of a solar heat
pump system not only depends on system paramei@isas the installed solar collector square
metres, the COP of the heat pump or the voluméefktorage tank, but also on installation
related aspects, such as the hydraulic conneciodsontrols of the storage tank. This is an
important conclusion for integrated system supgliéut evenso for quality label schemes
which have the ambition of increasing confidencthmperformance of these kind of systems.
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1. ABSTRACT

This paper presents a dynamic model of a passiusehtocated in Denmark with a solar
absorber, a horizontal ground heat exchanger cdupigh a HP/ORC unit. The
HP/ORC reversible unit is a module able to worlaagrganic Rankine Cycle (ORC) or as a
heat pump (HP). There are 3 possible modes thdttod®e chosen optimally depending on the
weather conditions, the heat demand and the temuperavel of the storage. The ORC mode
is activated, as long as the heat demand of theehmucovered by the storage, to produce
electricity based upon the heat generated by tle swof. The direct (free) heating is used
when the storage cannot cover the heat demane didihse. Finally, when direct heating is not
sufficient to cover the heat demand because of peather conditions, the HP mode is
activated.

Dynamic simulations of the whole system are presefir different typical days of the year
in Modelica language. A peak of 3.28 kW of powereached in ORC mode with a heat input
of 59.5 kW from the solar roof (23.9 kWh are proeldi@uring a typical summer day). In a
representative winter day, 5.81 kWh are consumetidheat pump with a daily average COP
of 4.3. Conclusions regarding control strategied anhancement of the global system are
drawn. A control strategy with a low storage tenapare set-point (50°C) allows reducing
electrical consumption from 20% up to 60% when carag to higher set-point (60°C). The
system performance to produce power could alsoptienized if an extra tank is included to
store heat uniquely to produce electricity with@iC during the peak electricity consumption.
Finally, the paper points that this technology ipramising way to achieve Plus Energy
Building at low price and higher efficiency compate competitive systems, as photovoltaic-
thermal solar heat pump.

Keywords: Net Zero Energy Building, Reversible Heat Pump/@rgd&ankine Cycle, Solar
energy.

2. INTRODUCTION

According to the European commission directive @a@an commission, 2011), all new
buildings in Europe should be Net Zero Energy Boddfrom 2019 (Jagemar et al, 2010;
Kurnitski et al, 2014). In this context, heat pungp®uld play a major role (Bettgenhauser et
al, 2013; Hepbasli and Yalinci, 2009). This papefestigates a heat pump which presents the
ability to operate as an organic Rankine cycle @ithincreasing the costs significantly
(Dumont, 2014(a)). This reversible HP/ORC unitasigled to a passive house (Figure ) with a
large solar absorber and a horizontal ground scweaeexchanger (Innogie, 2013).
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Staorage
HP/ORC unit

Ground heat exchanger

Figure 1: The reversible HP/ORC unit integratedhe house (Dumont, 2014)

The paper is organized into 4 parts. Firstly, theersible HP/ORC unit is introduced. Then, the
models of the components are presented. Thereadsellts from simulation on typical days are
described and discussed. Finally, prospects andusians are discussed.

A simplified scheme of the system, operating in QR@le, is presented in Figure 2.
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Figure 2: Simplified scheme of the unit (ORC mdBe)mont, 2014(a))

Dynamic modelling of the whole system including thaar roof, the ground source heat
exchanger, the storage tank, the reversible HP/OfCGand the house is necessary to simulate
the performance of the system. These simulatiomg twe evaluate the performance with
different climates, house envelope, storage sidecantrol strategies.

3. MODELING

3.1

In this chapter, the model of each sub-system &criged. The control strategy is also
introduced.

Introduction

In the law of conservation of energy, if the masd aolume (or time constant) are negligible,
then the equation becomes independent of time., Thigsmportant to evaluate the inertia of
each component, fast transients should not be takenaccount because their influence is
negligible. Furthermore, the system composed ofsygbems having very different time
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constant requires very long simulation time. Tiroastant f) are evaluated experimentally or
estimated with Eq. 14 and compared in Table 1.

_ 0.63.M. AT (14)

T =

m

In this equationM is the mass of the system, is the typical flow andiT is taken equal to
10°C. This results from an energy balance assuthiaigflow and specific heat are constant.
The time constant is reached when the increasemperature has reached 63% of its final
value.

Table 1: Time constant of the different sub-systems

Sub-system Method Time constant [min]
Reversible HP/ORC unit Experimentation 5
Solar roof Eq. 14 18
Storage Eqg. 14 87
House Simulation 3133 (50h)
Ground source heat Experimentation (see section 3.6)
exchanger

The inertia of the unit is, therefore, neglectedaase of its very low time constant. Solar roof,
house and storage dynamics are of course modédhedgrbund source heat exchanger inertia
is discussed in section 3.6.

3.2 Reversible HP/ORC unit

The unit has been tested in a wide range of camditexperimentally (Dumont, 2014(a)).
Following that, semi-empirical models have beenbcaled to fit the measurements. In heat
pump mode, the sub-cooling is imposed at 2 K apditrer-heating at 6 K. In ORC mode, the
sub-cooling is imposed by the NPSH (net positivetisn head) of the pump and the over-
heating is optimized (by adjusting the pump spetd)maximize the electrical power
production. As shown in Dumont (2014(b)) the polynals used to evaluate the outputs of the
reversible unit.

3.3 Storage

The water tank storage system is described byagbalifferential equations which consist of
derivatives with respect to time and space fonanmnpressible fluid. The spatial equations are
discretized according to the finite volume methbgimola/Modelica solves the dynamic part
of those equations using DASSL solver.

Figure 3 shows the structure of the tank model. Water tank model can be divided into three
subsystems: tank subsystem, one parallel intere éxchanger subsystem and one counter
flow internal exchanger subsystem.
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DHW return Unit supply

Floor return .

Figure 3: Water storage unit with internal coilsagram.

The tank subsystem comprises the water tank, autet and the bottom inlet that are part of
the floor heating circuit. The tank is discretizezsing a modified version of the incompressible
CelllDim model adding an additional heat port, vahiepresent a model of a stratified tank
and ambient losses (Quoilin et al, 2014). This gsilesn is discretized into 20 cells, where the
energy and mass conservation equations are apphednomentum balance is neglected and
the pressure is assumed to be constant in the whnle Each layer is described by one
temperature variable. Each control volume takes atcount water inflows, water outflows
and conductive heat transfers with neighboringrsgad with the environment.

The heat exchangers are modelled using the FlowXidmmponent (Quoilin et al, 2014) and a
wall component. The bottom heat exchanger - pattefeversible unit circuit and responsible
for supply heat in DH and HP modes - is modelladgian original Flow1Dim component and
a wall component. The top heat exchanger - the dbleot water coil - is discretized using a
modified version of Flow1Dim with a Countcurr conmamt (Quoilin et al, 2014).

The fluid properties for the selected medium, Stad@ater, are computed using the
ThermoCycle library (Thermocycle, 2014). The dimens and thermal constant of the tank
model are summarized in Table 2.

Table 2: Water tank with two heat exchangers mpdedameters

Parameter Value Parameter Value

Tank total height [m] 1.44 Top Heat exchanger area (on¢ 2.5

side) [nf]

Height bottom HX inlet [m] 0.54 Tank capacity jim 0.5
Height bottom HX outlet [m] 0.09 Internal volume bottom HX [d 0.011
Height top HX inlet [m] 0.09 Internal volume top HXJ] 0.025

Height top HX outlet [m] 1.225 U-value between inside of tank 2.7

and ambient[W/rfK]
Total heat exchange area of tank with 3.27 U-value of the heat 4000
ambient [nd] exchanger[W/rfK]
Bottom Heat exchanger area3m 1.8

3.4 Solar roof

Since the recently patented roof (Innogie ApS, 320%3being tested for the first time, no
performance data is available and the solar roofadeled with the classical correlation (Eq.
15) based on the ambient temperatuig,(,) and on the mean temperature of the heat transfer
fluid (T,,,) with the areaA = 138.8 m) of the roof and the solar irradiance absorbed by
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collector per unit area of absorbéx. U is evaluated through the model of Klein (Klein75%.
Finally the energy balance (E4)6) allows to evaluate the exhaust roof temperatutk the
massM (104.6 kg, the specific heat}), and the mass flow rate of the working fluid this
case 30% glycol based water solutian)(

Qcol = A = U(Tn — Tamp))

M. Cp -dTm = Qcol — M. Cp -(Tw,roof,ex - Tw,roof,su)

(15)
(16)

3.5 House model

The present simulation model relies on a simplifiadti-zone building model. The building is
divided into 5 zones based on the house layout taeduse of the spaces. The main
characteristics of the building are presented meza Table 3.

Table 3: House main characteristics
Unit Zone 1 Zone 2 Zone 3 Zone 4 Zone §

Floor area m2 41.8 18.2 7.8 19.1 45,7
Volume m3 117.2 455 19.5 47.8 114.3
Slab U-Value W/m2.K 0.08 0.08 0.08 0.08 0.08
Roof U-Value W/m2.K| 0.09 0.09 0.09 0.09 0.09
External wall area m?2 none 20.4 4.5 24.8 41.6
External wall U-value] W/m2.K none 0.15 0.15 0.15 0.15
Window area ) 0.84(W)| 6.7(E)
(orientation) m2 | 14.7S)) 24(8) | 084W) gaany| 2.4(S)
Window U-value W/m2K 0.63 0.68 0.8 0.8 0.8
Window solar factor - 0.5 0.5 0.5 0.5 0.5
Infiltration rate ACH 0.3 0.3 0.3 0.3 0.3
- Kitchen Main Hall Living
Space activity ] Dining | Bedroom Bathroom| - iars | Bedroom
Lighting W/m2 5 5 3 3 5
nominal power
Appliances wWimz | 3 3 3 3 3
nominal power
Only
Air temperature o , Only . Only imposed| . Only
S : C 20 imposed | imposed | . imposed
etpoint . . in zone | .
inzone 1| inzone 1 1 in zone 1

The Modelica model diagram of the house is preskeiméigure 4. It is composed of models
developed based on the Modelica Standard Librargemn¢version 3.2) and also use the
“MixingVolumé and “RadiantSlabs.SingleCircuitSlabnodels developed in the Modelica

library “Buildings’ (Wetter et al, 2013). Hourly schedules are assgedito the occupancy, the

domestic hot water use, the lighting and appliancesach zone (Bertagnolio, et. al., 2013).
The weather data used for the external temperandehe solar irradiance are provided by the
DMI - Danmarks Meteorologiske Institut - (Wang €t2010).
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Figure 4: House model diagram in Dymola/Modelica

Each zone model is based on an equivalent R-C nletwoluding 5 thermal masses (Masy,
2006), corresponding to one occupancy zone, sudexdiby external glazed and opaque walls
(Figure 9.

infitrati =G | J . -C
nilration Qsensrbre roc + Whghf + Wapp( +Qs heating Qs cooling

/ c

27

ventilatiar

R, opaque,frontages,out R, opaque,frontages,in

far p
\
; Copaque rontages
Rroofout % Rrootin

Figure 5: Zone Model — Equivalent R-C Network Model

Massive walls are simulated using first order Ri@d-port networks”. A 2RC module is
associated to each massive waligre §. The parameter of each “two-port network” are
adjusted in order to produce wall admittance tratiante for a 24 hour period (Masy, 2006).
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The wall stationary U-value equals the invert af thihole two-port resistance. Ventilation
system were not considered by means of computatgmalation at this stage. To control
indoor temperature rise a louver system is included

healn healut

=Rz

ArcH

heaCap

Figure 6 - Capacitive wall and equivaledymola/Modelicamodel diagram

A PID controller controls the floor heating flow tegulate the ambient temperature (zone 1)
inside the house close to the set point which aseh equal to 20°C.

3.6 Ground heat exchanger

The ground heat exchanger is composed of a 30Qsrletey circuit disposed one meter deep

in the ground. 36 thermocouples are disposed dwemhole system (on third is 0.5 meter

depth, the second third at 1 meter depth and stefe at 1.5 meter depth). Measurements in
a second basis on the horizontal ground source éweatanger showed that the ground

temperature is very stable whatever the heat iaptgt. This temperature varies from 7°C in

winter to 12°C in summer (day 182) with fall andisg temperatures of 10°C. For the moment,

the temperature of the ground exchanger is thezefiogposed following the measurements.

3.7 Global model

Figure 7 presents the flowchart of the global mazt@hbining the storage, building, roof,
reversible unit and ground. The external inputsrae¢eorological data (ambient temperature
and Direct Normal Radiation on hourly basis— Wanhgl£2010) and occupant behavior in the
house (detailed in house model sub-section). The sitep is fixed at 900 s. The consumption
of auxiliary pumps is neglected, they represerd than 10% of the system consumption.

Some parameters have to be fixed: Roof water ftpayind water flow, storage water flow and
temperature set points of the storage. Practictily,following values are used for the flow
based on real values measured in the house:

- Roof water flow = 0.6 kg/s,
- Ground water flow = 1.5 kg/s,
- Storage water flow = 0.6 kg/s
- Floor water flow = 0.4 kg/s.

These flows should be optimized in future invesiges to increase the energy efficiency of
the system (Wystrcil, 2013). The influence of teemoints values of the storage is investigated
later (section 4.4).
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Figure 7: Flowchart of the global model

3.8 Control strategy

The control strategy is based on the following ide@asure the heat demand is covered while
maximizing the net electricity production (Figure &hat is the reason why the first control
variable which is used is the storage temperature.

If the storage control temperatu(&s;,) is below a fixed low temperature thresh@lt;, ;o).

the heat pump mode is activated to guarantee teedpeating (SH) and the domestic hot water
(DHW). The heat pump cold source is the ground beehanger or the solar roof depending
on which one is the warmest. If the storage corigwiperature is above the high temperature
threshold(Ts¢, rigrn), the ORC mode is activated if the roof temperatsiaove the minimum
temperature to get a net electrical produc{ifykc min)- If the storage control temperature lies
between the high and low threshold, the former miedeept to avoid excessive chattering
between modes reducing performance and reliallifyractice. Finally, the by-pass mode is
used if the storage temperature cannot be increasd the ORC mode is not able to produce
a positive net electricity production. In the byspanode, only the roof pump is running to
homogenize the roof temperature. This control sgpatis relatively simple and should be

improved in future works.
Organic
Rankine Cycle

Stand-by

Troor > Torcmin

Direct
Heating

Heat Pump
(roof)

Tground > Troof

Heat Pump
(ground)

Figure 8: Control strategy of the global model
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4. RESULTS FROM SIMULATIONS

Three typical days are simulated to evaluate tawieur of the system with different inputs:

a winter day (day 1), a spring day (day 62) andrarser day (day 182). To ensure steady-state
conditions and for initialization each simulatiangtarted 3h before the day considered. The
two set points of the storag&{, 10w andTs¢, nigrn) are 40°C and 50°C in this section. For each

simulation, the following variables are plotted:

- Storage temperature from™.6ell T'sto,ctrt)
- Outdoor temperaturd’(,,;),

- House ambient temperature — zon&}L {..),
- Exhaust roof temperaturé, (s ¢x),

- Heat flow for floor heating@yo0r),

- Heat flow for domestic hot wate@ ),
- Heat flow from unit Qyp;c),
- Electrical unit power consumption(-)/production(#y,,),

The mode in operation is detected by looking atpitwver and heating variables. If electrical

unit power consumption is negative (resp. positiveineans that HP (resp. ORC) mode is
activated. If heat flow coming from unit is pos#iand there is no electrical consumption, then
DH mode is operating. Finally, in all the otheressthe bypass mode is enabled.

4.1 Winter - Day 1

Figure 9 shows the regulation mechanism duringfitseday of the year. When the storage
temperature decreases down to the low thresholtev@0°C) because of SH and/or DHW
demand, the heat pump is activated to heat thag#do the high temperature threshold (50°C).
This control leads to 3 starts of the HP usingdhmuind heat exchanger as heat source. The
total electrical consumption of the heat pump &l%Wh, leading to a daily average COP of
4.34 (Eq. 4).

COP..... = f(th + Qqp) dt (17)
unit J‘ Wel dt

The ambient temperature in the house is fairly veglulated around the set point (20°C) thanks
to the regulation of the floor heating flow.
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Figure 9: Dynamic simulation of the reversible uriupled to a passive house for tieday

of the year
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4.2 Spring - Day 62

Figure 10 shows the main inputs and outputs fgpeal spring day. In the morning, the HP is
needed to keep the storage temperature highethitbdow threshold temperature (40°C). From
10 AM to 12 PM, the direct heating increase theragfe temperature until the storage
temperature reaches the roof temperature (60°G3. Agat coming from the roof allows to
avoid the starting of the HP before next day. Tieetecal consumption of the HP is 1.68 kWh,
leading to a dailY'OP,,,,;; of 10.48 (Eq. 3).

20000 T T T T T T T a
15000 | i P B floor
> 10000 FARE QDHW
5000 i i 4 —a .
A /\ 5! Qunlt
0 - . ] T 1—w |
74 E I O Oy €
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 0
Hour
100
—T
80 In
....... T
60 Ext
T
40 roof
) 20 T
i g . sto
ok J. Y Tkl Mot O YT =T | | | | | | | | | | | | | | | N Y | 0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 0
Hour

Figure 10: Dynamic simulation of the reversibleturdupled to a passive house for th8962
day of the year

4.3 Summer — Day 182

Figure 11 shows the main variables for a typicahser day (182 day). Different inferences
can be drawn. Firstly, the only heat demand affigctne storage is the DHW (at 8h and 21h)
because the house temperature is always abovertipetature set point (20°C). It leads to the
use of only two modes (ORC and bypass). Directihg&t used only a few decades of minutes
to heat the storage when the temperature is bélevotwv threshold value (not necessary all the
days, see Figure 11). The ORC mode is activatso@s as the roof temperature reaches 70°C
(i.e. the minimum value to start the ORC). The ieal production of the ORC reaches a
maximum of 3.28 kW with a heat input on the rooB68fkW (23.9 kWh are produced by the
ORC during day 182). This leads to an efficiency &% to be compared with the theoretical
one (7.5%). The main reason is that the model tetthe ORC is based on the performance
of the unit tested experimentally. Several facliéeslow expander efficiency, high sub-cooling
and no thermal insulation explain this differensee( Dumont et al 2014(a)).

4.4 Control strategies

A lot of parameters have to be optimized in thigleloThe two main parameters of the control
flowchart (Figure 8) are the high and low set-piof the storage. Two different control
strategies are therefore investigated for the withdy and spring day. The first strategy control
usesTsto,10w= 40°C andl, nign= 50°C and the second strategy respectively 40U%6aAC.
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Figure 11: Dynamic simulation of the reversibletuwoupled to a passive house for the "f82
day of the year

Looking at the summer day results (Figure 11)cthrol strategy is not influencing the results
since storage temperature is always higher Than,,,. Table 4 presents a comparison in

terms of minimum DHW temperatur@,,,), electrical energy production (+) /consumption
(-) of the unit ¥,;), number of times the mode changes, the daily (&P 17) and house
temperatureT(,,,s.). For day 182, the daily ORC efficiency is eva@ahtith Eq.18.

_ fWel dt (18)
- eroof dt

Several conclusions can be drawn from this comparigirstly, the temperature of the
domestic hot water, which always needs to be aC49east, is always guaranteed. But, if for
some reason the DHW consumption happens at aatitféime, the storage temperature in the
top should be sufficient at any time in the daythis case, the second control strategy offers
more security in terms of temperature level. Aisas observed that the first strategy needs
more mode changes compared to the first one. Thiklde an issue in terms of control and
reliability. Nevertheless, the electrical consuraptis 20% lower with the first strategy on D1
and 2.45 times lower for D62. This lower consumpfiar strategy one results from less energy
in the storage (lower average temperature over)timghest COP due to lower condensation
temperature and more heat coming from direct hg#liacause the lower storage temperature).
To complete, further investigations should be penfed to evaluate the decrease in efficiency
due to start and stop of the unit. Finally, thedeoambient temperature is very slightly affected
by the control. In conclusion, a strategy with &leo storage leads to a significant reduction of
the electrical consumption but, on the other h#satjs to the possibility of slightly low DHW
temperature and more mode changes.

Y]

Table 4: Comparison of different control strategies

Day D1 — Winter D62 - Spring D182 -Summer
Strategy 1 2 1 2 1/2
Topuw [°C] 46.1 53.6 47.6 44.7 70
W, [KWh] -5.81 -7.33 -1.68 -4.12 23.9
Mode changes [-] 6 4 4 3 2
Thouse [°C] [19.6:21.6] | [19.7:21.7]| [19.5:25.5]19.5:25.6 [19:28]
COPunit/ -] 4.34 3.54 10.48 2.91 0.06




P06, Page 12

5. CONCLUSION

A dynamic model of a reversible HP/ORC unit intégdain a passive house was developed.
The electrical production in summer reaches 23.% kMdile the consumption of the HP in a
typical winter day reaches 5.81 kWh. Based on tifiesteresults, the electrical production of
the house is estimated to be the double of theggnasnsumption. This indicates that this
technology is a promising way to achieve Plus Ep@&gjlding at low price.

Three main conclusions can be drawn. First, annopéid control strategy with a low
temperature set-point on the storage allows higi®@P and energy savings up to 20% in a
typical winter day.

Also the production of electricity during the suestidays does not match with the demand. A
possible improvement would be to store the headyed during the day to shift the electricity
production of the ORC in time to match the eledlyidemand of the house. A second, large,
thermal storage is therefore necessary to stofieisuft heat for the ORC production shifting.

Finally, the simulations show that the solar roofduces huge amount of heat. This heat is
unused if the storage has reached the roof temyerand if the roof is too cold to start the

ORC. A solution to avoid this loss of heat at l®mperature could be the valorisation of the
surplus heat in an external district heat network.

More simulations need to be performed to evalulgesystem annual performance and to
compare it with competitive products. An estimatafrthe price of this system compared to
competitive products (heat pump combined with Pt éxample) can be drawn. First, the
reversible unit presents almost the same compor{®uisiont, 2014(c)) as a classical heat
pump (meaning the same costs if produced in laggesy. Also, the solar absorber presents a
cost close to PV panels (Abdul-Zahra et al, 20I#)s shows that the price of the described
system is close to competitive products. Furtheestigations will present a detailed analysis
of the investment and running costs (or beneflitsgonclusion, this technology is a promising
way to achieve Plus Energy Building at low priced amigher efficiency compared to
competitive systems as photovoltaic-thermal sodat [pump which performance is half of the
HP/ORC system (Fang, et al., 2010).

NOMENCLATURE

Variables

A [m Area 1 [-] ORC daily efficiency
C, [J/(kg.K)  Specific heat Q [W] Heat rate

DNI Direct normal irradiation 7 [9] Time constant

A Difference T[°C] Temperature

| [W/nY] Solar irradiance U [W/(mP.K] Heat loss coefficient
M [kg] Mass W [W] Power

m [kg/s] Mass flow W [J] Energy

Subscripts

amb Ambient ex Exhaust

app Appliances Out outdoor
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cd Condenser ORC Organic Rankine Cycle
ctrl Control sc Sub-cooling
DH Direct heating su Supply
DHW Domestic hot water Sto Storage
el Electrical Roof Solar roof
ev Evaporator
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Integration and Evaluation of Innovative and Renewdhle Energy
Technologies in a Canadian Mid-rise Apartment

M. Kegel, J. Tamasauskas, R. Sunye
Natural Resources Canada, Varennes, Canada

1. ABSTRACT

This paper presents an analysis of the impact nbws energy efficiency measures towards
achieving net zero energy in comparison to usingtgloltaics to offset the energy
consumption. Using TRNSYS, an energy model of a&glmewly constructed four storey mid-
rise apartment was developed complying with theeturenergy code for the Montreal region
in Canada. Standard energy efficiency improvemsunth as reduction of base electrical loads,
high efficiency fans, building insulation improvent@nd heat recovery were evaluated as well
as several high efficient systems such as airrtbest pumps, ground source heat pumps and
solar assisted ground source heat pumps. Thegeasditated that air to air heat pumps are a
more cost effective approach to reducing the bagdenergy consumption in comparison to
using photovoltaics as well as the reduction okbelsctrical loads and recovering heat from
the building exhaust. Little benefit was found iloging the building insulation level beyond
the minimum levels. When taking the additional laatlie required by a photovoltaic system
into account, the higher capital costs of the gdosaurce heat pump systems become cost
competitive.

Keywords: Net zero energy, air to air heat pump, ground solmeat pump, solar thermal,
photovoltaics

2. INTRODUCTION

The residential sector accounts for 16% of Canasketendary energy consumption and 15%
of the greenhouse gas (GHG) emissions (Natural lRess Canada, 2009). Although energy
efficiency standards have improved over the ydhese has still been a steady increase in the
residential sector annual energy consumption ashmawses are continuously built, while the
existing housing stock remains. With the Americaci&ty of Heating, Refrigeration and Air
Conditioning Engineer’'s (ASHRAE) vision of marke#alble net zero energy buildings by 2025
(ASHRAE, 2008) research must be conducted to dpvaldesign guide for building owners
and building designers. Furthermore, with halfraf existing building stock constructed today
being still in existence by 2050, it is importahat building energy efficiency strategies are
well suited to future net zero energy targets.

To achieve net zero energy two standard approaarebe taken:

* Adoption of a high efficient building envelope witie use of passive gains and meeting
the remaining loads through renewable energy seurce

* A combination of a reasonably good building envelath a high efficient heating and
cooling system and a high share of renewable energy

The question still remains however at which pdimio longer becomes cost effective to reduce
the building loads and meet the remaining load wetilewable energy sources. The Canadian
Green Building Council (CAGBC) recommends a buigdenergy intensity of 100 kWh/m?2

(CAGBC, 2014), while Natural Resources Canada basmmended to reduce the housing



P07, Page 2

energy consumption by 50% (Parekh, 2010). By mgetiase targets the building or house is
considered to be net zero ready, where it econdiyiceakes sense to add renewable energy
sources to make the building net zero.

This paper examines and evaluates several endiggety pathways to make a 4-storey mid-
rise apartment located in Montreal, Canada becosheearo. The analysis is conducted on a
newly constructed mid-rise apartment designed tetritee current National Energy Code of
Canada for Buildings (NECB) (NRC, 2011) and eneefficiency improvements made in
regards to building insulation, reduction of elaetl loads, heat recovery and the use of heat
pump systems. An economic analysis for each cortibmaf systems is performed to make
the mid-rise apartment net zero through the usehafttovoltaics. Net zero in this paper
considers that the photovoltaic system generatesuas electricity as the building consumes
on an annual basis. Excess electricity is sold hadke grid at the same rate electricity is
purchased.

3. METHODOLOGY AND SIMULATION

To perform the analysis an energy model of a typiad-rise apartment was developed using
the TRNSYS simulation tool (Klein et al., 2010).€TBhape and dimensions of the mid-rise
apartment were taken from the Department of En@d§)E) benchmark models (DOE, 2013).
The mid-rise apartment is four floors, with eaabofl comprised of 8 equally sized apartment
units. Each apartment unit has a floor area of 8&mna includes a kitchen, two bedrooms,
living room and a bathroom. The total heated flamza of the building is 3,135 m?2 with a
footprint area of 784 m2. The building has a 15%efdration to wall ratio. The 3D model and
floor plan is shown in figure 1. Thé®and ¥ floor was grouped into one zone to reduce the
number of thermal zones in the model. The apartmg@itds are maintained between 21°C and
23°C and relative humidity above 30%. Lighting, wgancy and receptacle schedules were
assumed to follow those outlined in the NECB. Eggairtment unit has its own 110 L domestic
hot water (DHW) heater, with a hot water draw gdeofissumed to follow that of the IEA Annex
42 DHW Load profile (Knight et al., 2007) for Camaghpproximately 184 L of hot water per
day per apartment unit). The energy models weanausing the Montreal TMY2 weather file
and 5 minute timestep. It is also estimated thatdlof area can have a 172 m2 PV array facing
south at a 45° tilt angle such that there is ndisigpof the panels on one another.

W N Zone N Zone NE
Zone #1 #2 one
i 16.9m
11.6m Corridor Zone
7.6m sw S Zone S Zone SE
Zone #1 #2 Zone
463 m
(b)

Figure 1: (a) 3D model (b) Floor plan of mid-rispartment

3.1 Base Case

The reference mid-rise apartment characteristiag wet from the NECB minimum efficiency
requirements for the Montreal region (Zone 6). K&g characteristics of the reference building
are summarized in table 1.
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Table 1: Mid-rise apartment characteristics

Characteristic Description
Roof Insulation Level 0.181 W/m2°C
Wall Insulation Level 0.248 W/mz2°C

Windows 1.98 W/m2°C
Double Glazed
Heat Recovery Ventilato None

Packaged Terminal Air

Heating and Cooling Conditioning (PTAC) with
electric resistance heater

Permanent Split Capacitange

Fans (PSC) (1 WILJs)
Domestic Hot Water Electric
Humidification Electric

Standard TRNSYS components were used to modelfitairig HVAC systems and operating
schedules. Although the simulation was run withraibute time step, the heating and cooling
capacity of the HVAC system was modulated constatdl maintain the desired room
temperature setpoints. As the standard TRNSY Sauliioning components do not model part
load performance, each apartment suite coolingesystvas modeled with the Type 42a
(conditioning equipment, 3 independent variablesingonent relating the total cooling
capacity, sensible cooling capacity and comprgssaer draw to the outdoor temperature and
indoor dry bulb and wet bulb temperature. The captiapacity was then modulated with a PID
controller (Type 23) to the desired room tempermand the capacity was transferred to the air
stream using the Type 693 (flowstream loads, @mmonent. The part load performance was
then calculated using curves determined by the Di@&hderson et al., 1999). The annual
energy end use breakdown is shown in figure 2.

Space Heating Interior Lights
36.1% %
9.7% Exterior Lights

4.3%

Receptacles
15.7%

Humidification
5.4%
Space Cooling
AC/HP Elec

Fans 3.4%

Domestic Hot 9.6%

Water
14.7%

Figure 2: Baseline energy end use breakdown

The annual energy consumption, utility cost and@nmtensity is summarized in Table 2. The
utility cost was estimated using the most receattekity rates from Hydro Quebec (2014) of
approximately $0.07/kWh.
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Table 2: Baseline annual energy consumption, utddast and energy intensity

Characteristic Value
Annual energy consumption 595,982 kWh
Annual utility cost $43,461 CDN
Annual energy intensity 190.1 kWh/m2

3.2 Photovoltaics

To achieve net zero, the use of photovoltaics (WM)be investigated to determine at which

point it becomes economically feasible to instai\asystem to offset electricity consumption

compared to conventional energy efficiency measwssg TRNSYS and the manufacturer

published characteristics of a monocrystalline Rvig) (Grape Solar, 2014), it was estimated
that a PV system could produce 285 kWh annuallysgaare meter of array area facing south
and at a 45° angle (manufacturer rated performant5 W/m?). Thus to make the baseline
mid-rise apartment net zero, a PV array area afteqmately 2,100 m2 would be required. The

average of the estimated installed PV cost of $8\@@ported by Luukkonen et al., (2013) was
used for the analysis, which also assumes thergfisient land space to install the PV system,
which may not be the case. Table 3 summarizesiih@@ated PV cost and array area to make
the baseline building net zero.

Table 3: Baseline PV requirements to achieve net ze

Characteristic Value
PV Array Size 2,100 m?
PV Array Cost $1,269,000 CDN

3.3 Standard Energy Efficiency Improvements

To quantify the benefit to reducing the annual ggeronsumption of the mid-rise apartment
compared to simply adding PV to make it net zeewegal energy efficiency measures are
investigated. From the energy end use graph (figlirepace heating, lighting and receptacle
loads, fans and domestic hot water heating makasipver 85% of the energy end use. Thus
energy efficiency measures addressing these ersl arge selected to reduce the energy
consumption. These measures include:

* Reduction in base electrical loads through eneffigient lighting and appliances
* Reduction of fan power using electronically comntedamotors (ECM)

* Reduction in the space heating load through a &ifitient building envelope

* Reduction in the space heating load through thereeavery from exhaust air

To perform the economic analysis the incrementsiscof implementing the energy efficiency
measures are estimated from RSMeans (RSMeans, @91®)Il as contractor surveys.

3.3.1 Reduction of base electrical loads

The base electrical loads were modelled based ®mettommended appliance and lighting
loads. Energy Star® packages are often offered Gamd have substantial energy savings
compared to standard equipment in new housing dprednts. A 60% reduction in lighting
power and a 25% reduction in appliance electricalsamption were assumed for this case
(Energy Star®, 2014). The estimated incrementakdos the efficient base electrical loads are
$25,000 CDN.
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3.3.2 High efficient fan motors

Each apartment unit has a central heating andrapsiistem with a two speed indoor blower
assumed to draw 1 W per L/s of airflow. ECM motare variable speed and can have
significant savings compared to PSC motors. Foatiaysis, the ECM motors are assumed to
be two speed and conservatively draw 0.5 W peroL/airflow (Gusdorf et al., 2002). The
estimated incremental cost for the ECM motors i9@J CDN total.

3.3.3 High efficient building envelope

The building envelope insulation levels were sehtominimum levels outlined by the NECB
for the Montreal region. This efficiency measureleates whether there is a benefit to heavily
insulating the building using realistic construatioractices to further reduce the space heating
loads. The estimated incremental cost to improedrilulation level of the building envelope
is $145,000 CDN. Table 4 summarizes the proposedgds.

Table 4: Proposed building envelope insulation ioy@ment

Characteristic Baseline Proposed
Roof u-value 0.181 W/m2°C 0.125 W/m2°C
Wall u-value 0.248 W/mz2°C 0.188 W/m2°C

Window u-value 1.98 W/m2°C 1.31 W/m2°C
Double Glazed Triple Glazed

3.3.4 Heat Recovery

Due to the improved air tightness of the buildiingsh air must be brought in to each apartment
unit. Heat recovery ventilators are only requiresvaver in colder Canadian regions (Region
7A and higher) (NRC, 2011). This measure evalu#itesbenefit of adding in suite heat
recovery ventilators to recover the exhaust heppréximately 33 L/s of fresh air is brought
into each apartment unit. The anticipated total ¢msnstall heat recovery ventilators in all
apartment suites is $84,000 CDN.

3.4 Energy Efficient Systems

Building upon the above four energy efficiency meas, four efficient heating systems for
each scenario are compared to evaluate the impaelexrting high efficient heating systems
to meet a net zero energy target. The systems are:

» Conventional air source heat pumps (ASHP)

e Cold climate air source heat pumps (CC ASHP)

e Ground source heat pumps (GSHP)

e Solar assisted ground source heat pumps (SA GSHP)

In each case the packaged terminal air conditiosysgem with an electric heating is replaced
by a reversible air source or water source heafppsyatem.

3.4.1 Heat Pump System Modeling

As the cyclic on-off operation of a heat pump caveha significant impact on the energy
consumption of the system, it is important to téke into account in the energy models. As
the standard TRNSYS models of the air to air haatgpsystems are not well adapted to taking
into account the part load performance, the aiaitoheat pumps were modelled using the
TRNSYS Type 42 components relating the heating €142b) or cooling capacities (Type 42a)

to outdoor and indoor ambient temperatures andyaggpthe estimated loads to the air stream
using the Type 693 component. The capacity of theoaair heat pump is modulated with a
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PID controller and the compressor power draw cateal according to the estimated percent
heating/cooling demand. A schematic of the modgHitnategy is provided in figure 3. The part
load performance curves for the conventional aaitdheat pumps were estimated from DOE
(Henderson et al., 1999) and the cold climate ievedriven heat pump performance curves
were derived from the performance measured by wediSh Energy Agency (Filliard et al.,
2009).

TempAmbient Air Type 42 . ’\ Equation
Available Capacity Editor HP Power Dray
& Power
DB and WB Supply Al /

/

I
]
2
s
,\ Type 23 o
Apt Unit Temg PID % Heatina/Cooling Requir %
«Q
/| °
o
Q
V

[\ Type 693 ::
Supply Ail l/ Airstream Supply Air

Figure 3: Air to Air Heat Pump System Model

For the apartment unit water source heat pumps, IFNType 919 was used. Unlike the air
to air heat pumps, the Type 919 component can g&kentrol signal and modulate the
heating/cooling capacity of the heat pump. The p@at performance curves of the water
source heat pumps were estimated from DOE (Hendetsal., 1999).

3.4.2 Conventional air source heat pump system

This efficiency measure evaluates replacing eadhrtaent suite packaged terminal air

conditioning system with electric heating with anta air heat pump system. The benefit of

air source heat pumps (ASHP) are that the spacénbdaads are met by upgrading the

available energy in the colder outside ambientlainoderate climates the ASHPs operate
very efficiently delivering between two to threen@is the energy consumed. As ambient
temperatures decrease, the heating capacity ankeély of the heat pump drastically decrease
not always making them suitable in a Canadian ¢ém&o avoid space temperatures falling

below the desired setpoint each apartment unitrigeaystem is also equipped with a full sized

back-up electric heating coil. Thus if the heat pusiunable to meet the space heating load,
the electric back-up heating coil provides suppletaleheating.

As a preliminary analysis two standard air soureat [pump sizes are evaluated — the smallest
market available size of 1.5 tons (5.3 kW heatiagacity) and a 2.0 ton (7.0 kW heating
capacity). The heat pumps have an ARI rated coeffiof performance of 3.3 in heating mode
and 3.1 in cooling mode (Carrier, 2008). A fullyesl back-up electric resistance heater
supplements the heating capacity of the heat puwaypable of operating efficiently down to -
20°C according to the manufacturer performanceesirv
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A comparative energy analysis between the 2.0 nortlze 1.5 ton system is first performed to
determine the optimum air source heat pump sizé¢h®mid-rise apartment units. While the
2.0 ton system has a higher fan power and will atgeat a lower part load, the increase in
available heating capacity at lower temperatureg oudweigh the benefits of the smaller 1.5
ton system. Table 5 summarizes the results ofbeatr source heat pump sizes implemented
into the baseline apartment building, highlightthg 1.5 ton system as being a better choice.
While this analysis focuses on evaluating existaygtems, future work will look at the
optimum air to air heat pump size for this typéoilding.

Table 5: Optimum air to air heat pump size analysis

Characteristic 1.5 ton ASHP 2.0 ton ASHP
Annual energy consumption 487,526 kWh 508,434 kWh
Annual utility cost $35,021 CDN $36,308 CDN
Annual energy intensity 155.5 kWh/m? 162.2 kWh/m?

3.4.3 Cold climate air source heat pump system

With the degradation of performance and heatingaciép of conventional air source heat
pumps at lower ambient temperatures, these sysaeesften not a suitable choice for the
Canadian climate as the potentially inefficient bbap heating system must operate more
frequently. Relatively new to the market and gagnimerest in Canada are cold climate air to
air heat pumps, which maintain their capacity aoefficient of performance much better at
lower temperatures through the use of variable @apaompressors. Furthermore, with the
variable capacity compressors, the cold climatéoa@ir heat pump can modulate to reduce the
on-off cycling often seen in conventional air sauheat pumps.

The cold climate air source heat pump (CC ASHR)cetl for the analysis has a rated heating
capacity of 11.1 kW with a rated heating COP of&hd a rated cooling capacity of 10.0 kW
and cooling COP of 3.5 (Mitsubishi Electric, 201While the rated heating and cooling
capacities exceed the building heating and coalglgand requirements, the variable capacity
compressor of the heat pump permits modulation dimv0% of the rated capacities to meet
the heating or cooling loads without having to eyah and off. Performance curves of the cold
climate air source heat pump were estimated froenirtkierter compressor type heat pump
performance published by the Swedish Energy Agé€Rithard et al., 2009).

For this scenario, the CC ASHP replaces the packtageninal air conditioning system with
electric heat. The cold climate air source heatpisrequipped with a small back-up electric
heater in the event ambient temperatures fall hacktis insufficient heating capacity to meet
the space heating requirements. While the analy$iiss paper uses existing technology, future
work will evaluate the optimum cold climate airaiv heat pump size for this type of building.

3.4.4 Ground source heat pumps

Instead of using the ambient air as an energy sadlareneet the space heating load, ground
source heat pumps (GSHP) use the thermal enenggdstothe ground. The ground remains at
a fairly stable temperature and if sized correptiyvides a renewable energy source for space
heating and cooling. The borefield was sized follmmthe Kavanaugh and Rafferty equation
(1997) taking into account the annual ground imfieda peak monthly ground load and peak
hourly ground load. For the mid-rise apartmentdiod, a required borefield of 30 boreholes
(6 x 5 configuration) at 100 m length spaced 6.apart was calculated to meet the thermal
loads of the building. The design fluid temperasui@ space heating and cooling were set to
0°C and 35°C, respectively. The apartment unit GSttBre sized to meet the space heating
load resulting in unit sizes rated between 1.5 &moins of cooling (5.3 kW and 10.6 kW). A
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separate GSHP for each apartment unit was decided in the event that there could be
simultaneous heating and cooling loads. Future wlfkook into using one unique heat pump
for the entire building as it could be a more afétctive approach. The borefield was sized,
such that neither a back up boiler was required¢et the space heating demand, nor a back-
up cooling tower to meet the space cooling load bbreholes were also sized to ensure the
borefield energy would not become depleted duentordbalance in the heating and cooling
ground loads. A schematic of the proposed systeshasn in figure 4 below.

—
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Figure 4: Ground source heat pump schematic

The benefit of the GSHP system is that the systilinas the renewable energy of the ground
providing a uniform, constant source temperaturétfe heat pumps. At design conditions, the
GSHPs have a heating COP of 4.6, essentially gaihié units of energy for every 1 unit of
energy input into the system. The downfall, is hirgh associated cost with the borefield. For
this analysis, borefield drilling costs of $80/mdssumed — the midpoint of the range of
borefield drilling costs reported by Kummert andiider (2008).

3.4.5 Solar assisted ground source heat pump system

Close to 15% of the mid-rise apartment energy esdisifor domestic hot water heating. Thus
with the space heating demand efficiently being et heat pump system, addressing the
domestic hot water energy consumption will becompgdrtant as it may represent the highest
energy end use. This section evaluates the potemsia of solar thermal collectors in
conjunction with a ground source heat pump systemeet the space heating and cooling loads
in addition to the domestic hot water demand.

A south facing evacuated tube solar thermal arraynted on the roof of the apartment is
proposed angled at 45° - the latitude of MontrEshcuated tube collectors (Vitosol 300 SP3)
were selected with the performance characteritkesn from the Directory of SRCC Certified
Solar Collector Ratings (2006). Ensuring the sotdlectors do not shade one another, a total
of 40 collectors are proposed to be installed emtird-rise apartment roof for a total collector
area of 172 m2. Thermal energy is stored in a IDI0Storage tank.

As a preliminary analysis, the borefield was siasduming the solar energy injected into the
ground would help offset the peak monthly grounaidi@nd annual ground imbalance. The

solar thermal system would inject heat into theugbloop when the supply fluid temperature

falls below 0°C. Through the use of solar energ$5% reduction in the borehole depth was

estimated (30 boreholes, 6 x 5 configuration, 6&eep). To make more use of the solar energy,
the domestic hot water is also supplemented bygdter thermal system. Figure 5 provides a
schematic of the proposed system.
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Figure 5: Solar assisted ground source heat punsgesy schematic
4. RESULTS AND DISCUSSION

4.1 Standard Energy Efficiency Results

Energy models of the following energy efficiencyasere combinations were developed to
evaluate the energy saving potential versus cast @WV system to achieve net zero energy.

Reduction of base electrical loads

Reduction of base electrical loadsusedof ECM fan motors

Reduction of base electrical loadsp@i&CM fan motors and building
insulation improvement

Reduction of base electrical loadspfis®CM fan motors and heat
recovery on the apartment unit exhaust air

Reduction of base electrical loadspfis8CM fan motors, heat
recovery on exhaust air and building insulatimpiovement

¢ Measure 1:
e Measure 2:
¢ Measure 3:

¢ Measure 4:

¢ Measure 5:

From RSMeans (2013) and contractor surveys thenattd energy efficiency measure cost
was estimated and summarized in table 6.

Table 6: Estimated incremental costs for standdfidiency measure combinations

Energy Efficiency Measure Estimated cost
Measure 1 $25,000 CDN
Measure 2 $32,000 CDN
Measure 3 $177,000 CDN
Measure 4 $115,000 CDN
Measure 5 $260,000 CDN

Figure 6 presents the results of the standard gnefficiency measure impact. Figure 6a
summarizes the final energy consumption intensityelach measure, figure 6b presents the
annual utility costs with no PV system, figure Gampares the PV array cost difference to
achieve net zero energy (NZE) over the baselineggnsonsumption and figure 6d presents
the cost comparison between using a PV array andffltiency measure to achieve the same
level of energy savings. A negative cost indicdled it is economically more beneficial to
install a larger PV system than implement the psepoenergy efficiency measure. A positive
cost indicates that it is more beneficial to impéthe energy efficiency measure to save
energy rather than using a PV array.
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Figure 6: Comparison of the base case and enerfiiericy measure (a) annual energy
intensity (b) annual utility cost (c) PV array castachieve NZE and (d) cost difference
between the efficiency measure and using PV teaelihe same energy savings

As can be seen in figure 6d, all energy efficienn@asures are beneficial in comparison to using
photovoltaics to offset the same amount of endrpyvever, comparing the energy efficiency
measures among one another, it is seen that thgoadaf building insulation is not beneficial
as the cost difference between the energy effigiemeasure and PV array to achieve the same
energy savings significantly decreases (Measumd3dveasure 5). This is further highlighted
in figure 7, where the cost difference between dheided PV array cost and the energy
efficiency measure cost for Measures 3, 4 andd@imparison to the Measure 2 is shown. A
negative cost difference highlights that a PV arsay more suitable economic choice than the
energy efficiency measure. Due to the already ddmgilding envelope, it becomes difficult to
economically justify further improving the buildimgsulation. The building owner is better off
in this case to use a PV system to offset the imglénergy consumption. There is a benefit
however to installing heat recovery ventilatorsopposed to using a PV array. Future work
will investigate the breakeven point of adding lasion versus the incremental PV array cost.
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Figure 7: Cost difference between the efficiencgsnee and using PV to achieve the same
energy savings in comparison to energy efficienegsure 2

4.2 Energy efficient system results

To evaluate how the energy efficient systems compaachieving energy savings with a PV

system, each heat pump system was evaluated ibabe case and five standard energy
efficiency measures combinations identified in ®ect4.1. From RSMeans (2013) and

contractor surveys, table 7 summarizes the estinatxemental costs for each heat pump
system compared to the defined base case heatthgomiing system (packaged terminal air
conditioner with electric back-up heating).

Table 7: Estimated incremental costs for proposeat pump systems

Estimated incremental
Heat pump system cost
1.5 ton ASHP $102,500 CDN
CC ASHP $166,250 CDN
GSHP $396,500 CDN
Solar assisted GSHP $414,250 CDN

For the GSHP and the solar assisted GSHP systam$jorefields were resized for energy
Measures 3, 4 and 5 as the building heating anlingpleads changed. The borefield size and
estimated incremental cost in comparison to the lzase with the same energy efficiency
measure is summarized in table 8.

Table 8: Estimated borefield size and incrementsk ¢or the GSHP heat pump systems

Heat pump system Borefield Estlmate(iér;fremental
Measure 3 GSHP 5x5,95m $343,250 CDN
Measure 4 GSHP 5x4,93m $300,500 CDN
Measure 5 GSHP 4x4,85m $259,000 CDN

Measure 3 Solar Assisted GSHP 4x4,98 m $382 15
Measure 4 Solar Assisted GSHP 4x4,76m $352708
Measure 5 Solar Assisted GSHP 4x3,80m $331C01089
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4.2.1 Conventional air source heat pump system

Figure 8 presents the results of the conventionaloairce heat pump evaluated in each of the
standard energy efficiency models outlined in sec#.1. Figure 8a compares the annual
energy intensity for each case, figure 8b comptresnnual utility cost with no PV system,
figure 8c compares the PV array cost differencadbieve NZE over the baseline energy
consumption and figure 8d presents the cost cosgametween using a PV array and the
efficiency measure to achieve the same level ofggngavings. A comparison to the base case
with no energy efficiency measures is also provided
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Figure 8: Comparison of the air source heat pumpaf@nual energy intensity (b) annual
utility cost (c) PV array cost to achieve NZE ad{i ¢ost difference between the efficiency
measure and using PV to achieve the same energygsav

From the results it can be seen that the use @iirasource heat pump is profitable with an
increased heating load on the building. By redud¢ivginternal gains through Energy Star®
lighting, appliances and the ECM fan motors, theting load increases and the air source heat
pump has a larger beneficial impact compared toguBV to offset the energy consumption.
Similar to the base case, all efficiency measuredaneficial over using a PV array to achieve
the same energy savings. However, when comparagesults of Measure 3 with Measure 2,
it can be seen that the benefit of adding insutatm reduce the space heating load is still
difficult to economically justify compared to a RWray. While the energy efficiency measure
as a whole is economically beneficial in comparispuasing a PV array, the incremental benefit
of improving the building envelope has no advantgythe cost difference decreases. A similar
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conclusion can be drawn with the use of heat ragoventilators (Measure 4) and the
combination of improved building envelope and uskeat recovery ventilators (Measure 5).

4.2.2 Cold climate air source heat pump system

Figure 9 presents the results of the CC ASHP etedua each of the standard energy efficiency
models outlined in section 4.1. Figure 9a comp#resannual energy intensity for each case,
figure 9b compares the annual utility cost withR\ system, figure 9c compares the PV array
cost difference to achieve net zero energy oveb#seline energy consumption and figure 9d
presents the cost comparison between using a RY and the efficiency measure to achieve
the same level of energy savings. A comparisorhéobiase case with no energy efficiency
measure is also provided. It should also be ndtatithe CC ASHPs already have ECM fan
motors and thus there is no difference betweenggrdeasure 1 and Measure 2.
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Figure 9: Comparison of the air source heat pumpaf@nual energy intensity (b) annual
utility cost (c) PV array cost to achieve NZE ad{i ¢ost difference between the efficiency
measure and using PV to achieve the same energygsav

A similar trend to the conventional ASHP systersaen with the CC ASHP. A cost benefit is
seen for all efficiency measures, especially ahéigheating loads, where there is a benefit
towards implementing the CC ASHP system to redume dnnual energy consumption
compared to using a PV system. However, simildhéoconventional ASHP, as the building
heating load is reduced through building insulatoimeat recovery, the energy saving benefit
of the CC ASHP is unable to overcome the cost@fitbiremental PV system required.

Comparing the cold climate ASHP results to the emional ASHP, it can be seen that the
conventional ASHP system has a lower annual energysity for Measures 2 through 5.
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Although the cold climate ASHP has improved perfance at lower ambient temperatures and
a variable capacity compressor, the system issigiflificantly oversized for the requirements
of each apartment unit and thus operates at lowlpads (below 40%). Future work will
investigate the optimum size for a cold climate AASH

4.2.3 Ground source heat pump system

Figure 10 presents the results of the GSHP evaluateach of the standard energy efficiency
models outlined in section 4.1. Figure 10a comptresnnual energy intensity for each case,
figure 10b compares the annual utility cost withR system, figure 10c compares the PV
array cost difference to achieve net zero energy tive baseline energy consumption and
figure 10d presents the cost comparison betweemyasPV array and the efficiency measure
to achieve the same level of energy savings. Athegaost difference indicates the PV array
is more cost beneficial than the efficiency measwtgle a positive cost indicates the efficiency
measure is worthwhile implementing to offset thergy consumption to achieve net zero
energy. A comparison to the base case with no gredfigiency measures is also provided.
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Figure 10: Comparison of the air source heat purpannual energy intensity (b) annual
utility cost (c) PV array cost to achieve NZE ad{l ¢ost difference between the efficiency
measure and using PV to achieve the same energysav

In this scenario, the GSHP alone did not demorestrdtenefit over using a PV array system to
meet the same energy saving target. This is atéibto the cost associated with a larger
borefield requirement to meet the space heatind.|8& the space heating load increases
through a reduction of interior gains, the GSHReysbecomes more cost competitive. Similar
to the air to air heat pump systems evaluated #émefit of adding insulation to reduce the
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building heating load is not advantageous in comparto using a PV array - even with a

reduction in the borefield size. However, contriaryhe air to air heat pump systems, the use
of heat recovery ventilators is beneficial as thedr cost of the energy efficiency measure
combined with a reduction in the borefield sizejnuhtely makes the GSHP system cost
beneficial over using a PV array.

4.2.4 Solar assisted ground source heat pump system

Figure 11 presents the results of the SA GSHP ateduin each of the standard energy
efficiency models outlined in section 4.1. FiguleXompares the annual energy intensity for
each case, figure 11b compares the annual utdgywith no PV system, figure 11c compares
the PV array cost difference to achieve net zesyggnover the baseline energy consumption
and Figure 11d presents the cost comparison betwsiag a PV array and the efficiency
measure to achieve the same level of energy savingemparison to the base case with no
energy efficiency measures is also provided.
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Figure 11: Comparison of the air source heat purpannual energy intensity (b) annual
utility cost (c) PV array cost to achieve NZE ad{l ¢ost difference between the efficiency
measure and using PV to achieve the same energysav

The use of solar energy to reduce the borefielelam meet a portion of the domestic hot water
load is beneficial in all cases in comparison tmgis PV system to meet the same electricity
savings. Similar to the GSHP system, by reducirghtbrefield size through the use of heat
recovery ventilators to meet a portion of the heatoad, the greatest cost difference savings
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is achieved. The high cost of improving the buigdenvelope insulation is unable to compete
with the reduced cost of the borefield and use\af P

Comparing the results of the GSHP system onlyedSA GSHP system, it is interesting to see
that the use of solar thermal energy has a bemgfiteducing the borefield size and meeting a
portion of the domestic hot water load, the incratakcost of the solar thermal system is able
to outweigh the cost of a PV array.

4.3 Heat pump system comparison analysis

Comparing the heat pump systems analyzed, it is tbe¢ the conventional ASHP system and
the SA GSHP system are the most favourable setects both systems had similar cost
differences between the efficiency measure andhtioégded PV array cost. The conventional
ASHP system was found to be the most suitable feaddres 1 through 3, with the SA GSHP
being the most suitable selection for Measures d &anThis is highlighted in Figure 12,
comparing the estimated simple payback period @héat pump systems without a PV array
and figure 13 with a PV Array. Without the PV arrétye conventional ASHP system has the
lowest simple payback period for all Measures nagdjetween 10 and 22 years. With the PV
array to achieve net zero energy, the simple paypadod significantly increases due to the
current low utility rates in Montreal. Here, theneentional ASHP has the lowest simple
payback period for all Measures with the exceptibd and 5, where the SA GSHP system is
better. Simple payback periods range between 23arny@ars for all systems.

SA GSHP Measure 5
GSHP Measure 5
CCASHP Measure 5
ASHP Measure 5 21.9

SA GSHP Measure 4
GSHP Measure 4
CCASHP Measure 4
ASHP Measure 4 13.9

SA GSHP Measure 3
GSHP Measure 3
CC ASHP Measure 3
ASHP Measure 3 18.8

SA GSHP Measure 2
GSHP Measure 2
CCASHP Measure 2
ASHP Measure 2 9.7

SA GSHP Measure 1
GSHP Measure 1
CCASHP Measure 1
ASHP Measure 1 10.4

SA GSHP No Measure
GSHP No Measure
CC ASHP No Measure
ASHP No Measure 12.1

0.0 5.0 10.0 15.0 20.0 25.0 30.0 35.0
Simple Payback Period (Years)

Figure 12: Simple payback period for the heat pusysems without a PV Array in
comparison with the base case with no efficiencgsmes
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SA GSHP Measure 5 26.0
GSHP Measure 5

CCASHP Measure 5
ASHP Measure 5

SA GSHP Measure 4 23.6
GSHP Measure 4

CCASHP Measure 4
ASHP Measure 4

SA GSHP Measure 3
GSHP Measure 3
CCASHP Measure 3
ASHP Measure 3 25.7

SA GSHP Measure 2
GSHP Measure 2
CCASHP Measure 2
ASHP Measure 2 23.1

SA GSHP Measure 1
GSHP Measure 1
CCASHP Measure 1
ASHP Measure 1 24.2

SA GSHP No Measure
GSHP No Measure
CCASHP No Measure
ASHP No Measure 26.1

Base Case 29.1

0 5 10 15 20 25 30 35
Simple Payback Period (Years)

Figure 13: Simple payback period for the heat pusystems with a PV Array to achieve Net
Zero Energy in comparison to the base case withafficiency measures

Plotting the energy efficiency measure to PV agast difference to achieve the same energy
savings (figure 14a), it can be seen that the coimweal ASHP generates the highest cost
difference. Thus implementing any efficiency measuvaluated in this paper beyond this is
not as beneficial as using a PV array. To evaltregempact of borefield drilling costs on the
most suitable system selection, the energy effayianeasure to PV cost array difference is
plotted for a $50/m borefield cost (figure 14b)eTesults here highlight that the solar assisted
GSHP system is the most suitable achieving thedsigtost difference.
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Figure 14: Energy efficiency impact cost comparigan$80/m borefield drilling cost and (b)
$50/m borefield drilling cost

In all measures, it was assumed that there iscseffti land space to install a PV array. In the
event there is a land cost associated with instpli PV array, it can be seen that achieving
energy efficiency through more efficient heatingteyns becomes beneficial (Figure 15) —
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especially when the value of land approaches $10@unnrently in Montreal, the cost of land
is approaching $2000/mz2 (Evaluation Fonciére, 2014)

2 $300,000 S $300,000 " -
L] o M
g $250,000 Ty - g $250,000 - -
2 [ g
H XK
g $200,000 £_ $200,000 — L
£ £ N
S E $150,000 - - S § $150000 - .
- Q =
S ¥ $100,000 x 8 Y £ $100,000 X = -
o x R 4 ) L K R
5 £ 550,000 % + 5 £ 350,000 <
<5 X H *
28 o + E @ S0
a S0 E
=k zE x
& g .$50,000 & @ .$50,000
o 5 ¢ a
2 g -$100,000 2 £ -$100,000
Q9 @ U E
2 5 -$150,000 E e -$150,000
= > z3
£ 2 -$200,000 £ 2 -$200,000
S @ F
g -s250,000 E  -$250,000
% -$300,000 g -$300,000
g 0.0 250 500 750 1000 1250 150.0 1750 2000 & 0.0 250 500 750 1000 125.0 1500 1750 200.0
Annual Energy Intensity (kWh/m?) Annual Energy Intensity (kWh/m?)
« Base Line  m Conventional ASHP CCASHP X GSHP SA+GSHP 4 Base Line  m Conventional ASHP CCASHP X GSHP X SA+ GSHP
o $1,000,000 o $5,000,000 *
2 8 "
H g S
H £
g § .
§  $800,000 ]
E= £ =$4,000,000 s
a E % a E x
%9 X %8 [
O @ $600,000 X % Su Xa
A LI = L]
£ 2 x £ 53,000,000
<5 PLE Y] ] x L
28 X = &
& % $400,000 = g v Xe
TE ; R TE
e 2 + Am & a0
2§ g 552,000,000 -
2w s
2 ¢ $200,000 y 3z
L + . L S
32 3t
gy 50 g §$1,000,000 -
25 s £
S e ] .
£ £
& -$200,000 & 50
]
£ 0.0 250 500 750 1000 1250 150.0 175.0 200.0 E 0.0 250 500 750 1000 1250 150.0 175.0  200.0
Annual Energy Intensity (kWh/m?) Annual Energy Intensity (kWh/m?)
 Base Line  m Conventional ASHP CCASHP X GSHP X SA +GSHP +Base Line  m Conventional ASHP CC ASHP X GSHP X SA +GSHP

Figure 15: Energy efficiency impact cost comparifan(a) $1/m2 (b) $10/m2 (c) $100/m?2
(d) $1000/m2 land value

Thus when taking the land value into account,ritlva seen that it becomes beneficial to reduce
the annual energy consumption as much as poss$ibkt zero energy is the end target. The
land cost breakeven point is estimated to be ar@irtdm?2 where it becomes beneficial to
implement a solar assisted ground source heat gystpm.

5. CONCLUSION AND FUTURE WORK

An analysis was presented on several energy effigistrategies to achieve net zero energy in
comparison to simply offsetting the annual enemrgystmption through an onsite photovoltaic
array. The analysis was performed on a newly cootd, four storey mid-rise apartment
located in Montreal, Canada meeting the minimumrggnefficiency requirements of the
National Energy Code of Canada for Buildings. S&éaddenergy efficiency measures were
evaluated including reducing the base electricad$p replacing PSC fan motors with ECM fan
motors, improving the building insulation levelsdeadding heat recovery on the exhaust. The
results indicated that reducing the base electtmadls through EnergyStar® lighting and
appliances, use of ECM fan motors and recoveriag fnem the exhaust were more economical
energy efficiency measures to reduce the buildimeygy consumption in comparison to using
photovoltaics. Meeting the minimum energy efficigmequirements, the building envelope is
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already well insulated and thus energy efficiemaprovements in this area demonstrated little
benefit in comparison to other energy efficiencyaswres evaluated.

To evaluate alternate strategies to achieve net emergy using energy efficient heating
systems and a reasonably good building envelopeyaeheat pump systems were evaluated
for each of the standard energy efficiency measunesll standard energy efficiency cases it
was found that the conventional air to air heat pwystem and solar assisted ground source
heat pump system were beneficial in reducing thklimg energy consumption compared to
using a PV array. The cold climate air to air hmatp was found to be only beneficial when
the building heating load was greater as the nonsegaacity of these systems are significantly
higher than the required heating load of the apamtranit. The use of a PV array over a ground
source heat pump system was proven to be a betsetion as the high associated costs of the
borefield are difficult to overcome. Comparing ladlat pump systems, the air to air heat pump
system with a reduction in base electrical loadsefficient fans was found to have the lowest
simple payback period both with and without a PkayrPerforming a sensitivity analysis on
the borefield drilling costs indicated that wittlB&.5% reduction ($80/m to $50/m reduction),
the solar assisted GSHP system is a more suitgdtiens to offset the PV array costs to achieve
net zero energy.

An analysis was also conducted on the impact af tarsts associated with the PV array, where
it was shown that it becomes quickly beneficiateduce the building energy consumption as
much as possible making the solar assisted groumdte heat pump to the best choice.

With the cost of photovoltaic systems on the deglthere is the ongoing question when it is
beneficial to install the system. Future work vellaluate the 20 year life cycle cost of the
systems evaluated and determine which system issuiable for planned future photovoltaic
installations.

The solar assisted ground source heat pump systenortstrated some promising results
having the lowest energy intensity of all systeraleated. Future work will look into further
optimizing the system, such as evaluating diffesadr panel types and areas, thermal storage
capacity and borefield size.
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1. ABSTRACT

District heating (DH) systems are considered algiatethod for mitigating long-term climate
change effects, through reduction of £nissions, their high conversion efficiencies tair
ability to be integrated with renewable energy sear(RES). The current evolution towards
sustainable DH, e.g. integration of RES, resultsvareased complexity and diversity during
the early-design phase.

In the early-design phase of DH systems a feailsiiudy is conducted to assess if the
economic and environmental factors of the projedeimthe given requirements. This
assessment is generally conducted with traditighstrict heating computational models
(DHCM), utilizing a simulation language which limithe evaluation of sustainable DH systems
in terms of flexibility and comprehensibility. Thmeed for an alternative language capable of
effectively modeling DH systems with integrated RE&to the use of Modelica, which offers
improved flexibility, reusability as well as hiechical and multi-domain modeling. This paper
presents a case study, for the evaluation of aDE@M analyzing its modeling capabilities
and system performance, of an educational campusefb by eight institutional buildings
connected to a centralized power plant, holding ragnothers a biomass gasifier and a gas
boiler. For an optimum utilization of the biomasssijier, two power plant configurations are
assessed:. a biomass gasifier system with and wtithermal energy storage (TES).

The system performance evaluation indicates afggni increase in the utilization of the
biomass gasifier with 8.2% (353 hours) comparedesults obtained from the traditional
DHCM. This deviation is due to a more accurate m@ration of the DH thermal capacity and
the space heating demand. Furthermore, the mauétssi DHCM enable assessments of the
impact of building retrofits or climate change saeos. Thus, the increased modeling
capabilities and system performance demonstratéhtissnew DHCM is suitable and beneficial
for early-design feasibility studies of innovatiR&S integrated DH systems.

Keywords: Renewable Energy, District Heating Systems, Sinana¥lodelica & Dymola

2. INTRODUCTION

The building sector is responsible for approxima82% of global primary energy demand, of
which 75% is used for thermal purposes (IIASA, 203H systems currently provide 12% of
the building thermal demand in the European Unilmme& Integrated with power plants,
combined heat and power units or industrial wasia-kources, these DH systems have proved
in the last decades to be capable of reducingdbetiprimary energy (European Commission,
2012; 1IASA, 2012).

Through the first three DH generations, the teamesgevolved towards lower distribution
temperatures, material lean components and pre&abd equipment. The latest or 4th
generation of DH systems, which is currently unesearch, is able to further decrease grid
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losses, supply renewable DH and be an integratdcopamart grid systems (e.g. supply and
demand controlled systems) (Lund et al., 2014).rdggneservices companies, like Cofely
Netherlands, aim to introduce these generation DH systems applying sustainable energy
sources and/or smart grid features.

At the early-design phase of DH systems, the fdagibf multiple system configurations are
evaluated both economically and technically. Theeasment of these system configurations is
generally performed with a DHCM developed for ttewhal DH systems. This traditional
DHCM restricts the assessment of new developmengs ifitegration of RES) due to the lack
of flexibility and inability to resolve the compl#x of such systems. These restrictions make
feasibility studies, using a traditional DHCM, aatlenging and labor intensive task, with an
unreliable output.

This paper presents and discusses the developmédmngwaluation of a DHCM. The use of
Modelica as simulation language provides a modelgmyironment with a natural
representation, increases the reusability of maaleiiscomponents, grants higher flexibility in
system configuration as well as facilitates hiénarand multi-domain modeling, enabling
assessments of combined thermal, electrical anttataelated problems. These aspects are
key for early-design phase assessments of mullipleonfigurations, contributing to a more
reliable and detailed final design.

The suitability of this new DHCM for early-desighgse feasibility studies is analyzed through
the re-evaluation of a renewable DH system for dncational campus. This case-study
considers a DH system connecting 8 institutiondbings to a state of the art biomass gasifier,
enabling the generation of renewable heat andraliggtfrom locally collected residue of wood
cuttings. Two configurations are considered fordase study, respectively a power plant with
or without a stratified thermal storage systemriratiempt to increase the gasifier utilization.

3. METHODOLOGY

The methodology for the development and evaluatiothe new DHCM is presented in this
section. In subsection 3.Building performance simulatiothe motivation for using building
performance simulation is emphasized and the chfmceModelica as a modeling and
simulation language will be discussed. In subsa@i@,Case studythe technical aspect of the
case study will be described since the subsequetipe is presented according to the case
study specifics. In subsection 3.&omputational modelthe approach taken for the
development of the DHCM is presented following ttwmponents: heat generation, heat
distribution, heat consumers and thermal energpag&

3.1 Building performance simulation

Computational building performance simulation atmgrovide an approximate solution of a
realistic model in the real world (Hensen & Lambe012). The development towards the
integration of RES in DH systems, with their intétant behavior, or smart grid features, adds
increased complexity to the current computationadiels. These models typically lack, among
other things, modularity, multi-domain capabilitiesalistic control behavior and flexibility for
the users (Wetter, 2011). These shortcomings dbemefit users who seek a way to quickly
assess, among others, innovative system designzeaation strategies.

To determine the platform for the development afesv DHCM a functional comparison is
conducted (Table 1, Table 2) between, Dymola (Modgl TRNSYS and Matlab Simulink.
The comparison indicates that Dymola (Modelica)fqrens better in terms of modularity,
multi-domain modeling, realistic control behaviondaflexibility. Modelica is a freely-
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available, equation-based object-oriented langubgeis designed for component-oriented
multi-domain modeling of dynamic systems. The eigmabased feature permits acausal
modeling, thus without considering computationadesr(Musé & Zuparti¢, 2006), which
makes the reuse of classes easier and reduces ¢aatpared to assignment-based modeling
(e.g. TRNSYS, Matlab Simulink). Object-oriented retidg facilitates encapsulation which
allows both reuse of components and evolution ofiet®(e.g. referring to existing scripts).
Multi-domain modeling enables modeling of combindsciplines such as electrical,
thermodynamics, fluid dynamics and controls systems

Furthermore, reusability makes it easy to use nsodeti components, for example, from the
Buildings library used in this study and developgey the Lawrence Berkeley National
Laboratory (Wetter, 2010). The LBNL Buildings liloyais a freely available, open-source
library with currently over 200 components and egst models for modeling building energy
and control systems (Wetter, Zuo, Nouidui, & PaRQ13). These features and available
libraries make Modelica suitable for computaticagplications with high complexity requiring
high performance simulation (Fritzson, 2010).

Table 1: Functional comparison simulation enviromtse part |

Functional comparison simulation environments
Properties Dymola Simulink | TRNSYS
(Matlab)
Programming language Modelica M-code Fortran
Developer Dassault Mathworks Uniyersity_ of
Systemes Wisconsin
General Software costs Academic + ++ +
Software costs Commercial 0 ++ +
Simulation time 0 +
Development time ++ +
Scripting editor + ++ +
Graphical editor ++ 0 +
Symbolic manipulation ++ 0 0
Hierarchic modeling ++ + 0
Handling Reusability of models ++ 0 +
Post processing capabilities 0 ++ 0
Model documentation ++ + +
Software documentation + ++ ++
Natural representation ++ 0 0
Ease of use ++ +
Library Open and editable libraries ++ 0
Validated libraries + ++ ++
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Table 2: Functional comparison simulation enviromtse part I

Functional comparison simulation environments
Properties Dymola Simulink | TRNSYS
(Matlab)
Mechanics ++ + -
Controls + ++ ++
Library Thermodynamics + + ++
domains Hydraulics ++ + ++
Electronics + ++ +
Buildings + 0 ++
Continuous time systems ++ ++ ++
Discrete time systems ++ ++ ++
Simulation Debugging facilities + + ++
Diagn. and sim. event logging + + +
Coupling features (FMI) ++ ++ ++
Errors Description + 0 ++
Model calibration + ++
Specific Design optimization + ++ +
Model management ++ + ++
Code and Model export ++ ++ 0

3.2 Case study

In 2013, Cofely conducted a feasibility study dgria tender for the transformation of an
existing educational campus into a renewable ettt campus. The tender required a
proposal that would be able to reduce energy @I&@& by 80% and provide long term cost
reduction as well as added value for educationsdisfy these requirements Cofely designed
and evaluated a combination of RES (e.g. solar RY¥ wind energy) and a DH system
connecting the 8 institutional buildings with a trahzed power plant (Figure 1). The power
plant would use locally harvested biomass in asththe art gasifier to convert it to syngas.
The production of this syngas enables, by meaasofmbined heat and power unit, generation
of renewable heat as well as electricity.

Two power plant configurations were consideredmythe evaluation: with and without a TES
system. The development and integration of the bgsmygasifier and the TES, as part of the
traditional DHCM, was a time consuming and compédaprocess which led to uncertainties
in the system performance and restricted optinopatif the DH design. In the end, none of
these configurations achieved the performance reauints that would ensure the economic
viability of the design. A new DHCM with increaseubdeling capabilities will result in a more
efficient system design and performance evaluatimis, the DH system and the two
configurations will be re-evaluated with a new deped DHCM and compared with results
obtained from the traditional DHCM.
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Figure 1: Artist impression renewable campus

3.3 Computational model

The methodology for the development of the foureeal DH aspects is presented and
described in this section. Firstllgeat generationywhich contains the biomass gasifier, peak
installation and an emergency chiller integratedhe power plant model. Secondlyeat
distribution, supply and return pipelines that circulate thathmrrying fluid (i.e. hot water)
and enable the consumer to extract heat to satsfypace heating demand. Thirdhgat
demand where each of the 8 institutional buildings ahditt characteristic space heating
demands are represented by a thermal energy mikliourthly, thermal energy storage
hot water stratified TES system to store or usd beginated from the biomass gasifier to
increase its utilization factor. The four comporsenbmbined form the DHCM (Figure 2)
according to the specifics of the case study. Dluie Eomponents and their underlying models
are designed to be able to be reused for othes typBH system configurations.

. 4
“Indli
o ! A

FIH]

Figure 2: Top level of DH
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3.3.1 Heat generation

The heat generation side (Figure 3) is represdmtedo closed loops, each of them connected
by a heat exchanger to the distribution networkhBoops consist of a thermal energy source,
respectively a gas boiler and a biomass gasifeeet on an existing boiler model.

The top loop containing the model of the gas balesures the right supply temperature in the
distribution systems (i.e. during peak demand) apérates as backup in case the biomass
gasifier is shut down. The bottom loop contains ith@del of the biomass gasifier and its
controller which is modeled to resemble the operaf a real gasifier. Furthermore an
emergency chiller is connected to the gasifier lmoprevent the system from overheating since
the gasifier has a slow response time to dematutitions.

uuuuu

Figure 3: Model view, power plant without TI

The control strategy is designed to prioritize Ri&Sed heat generation, i.e. biomass gasifier
over the gas boiler. The controllable models (baat sources and pumps) are connected to
controllers specifically designed and tuned for ititended behavior of the models. The gas
boiler is controlled by a standard PID, while tlesifjer is controlled by multiple conditional
statements, loops and timers since the operatioslavior of the biomass gasifier is very
distinctive compared to conventional heating sagirde illustrate this behavior, Table 3
indicates the specifications and a figure illustigaitthe slow reactivity of the gasifier to a
random heat demand profile.

Table 3: Operation specification biomass gasifleft] and its illustrating figure (right)

Operation specifications gasifier Thermal output gasifier [kW] -+« -- Thermal demand [<iA]

Maximum thermal 720 kW z e

output T

Minimum thermal 180 kWhn EL “

output E

Thermal power rate 180 kwV hr. =7 | | | | | ‘ |
Shutdown delay period 8 hours v i 2 5 S (s : s : 7
Shutdown period 12 hours

Start-up period 8 hours

Furthermore, for the pumps two types of controlkmes present: a constant flow controller for
the heat source loops and a differential pressongraller for the distribution loop. For the
latter the actual flow control is provided by th&justable valves present at the institutional
buildings (Frederiksen & Werner, 2013).
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3.3.2 Heat distribution

The distribution network is modeled as a two-wayp@y and return, buried piping system
enabling the transport of the heat carrying fldide distance covered by this network is about
560 meters with various pipe diameters accordinthéocapacity required by the end-users.
The piping network is modeled by connecting pipimgdels (Figure 4), each of them
accounting for friction and thermal losses, fornierrupted sections of the network.

The friction losses, due to the fluid interactioithmhe piping inner wall, will result in a
pressure drop that is accounted for by the digiobhyoump. The electrical energy required by
the distribution pump will be dissipated as heatht heat carrying fluid. The thermal losses,
from the heat carrying fluid, through the insulap#ging wall, to the ambient environment, can
require a large share of the total heat produdbom DH system (Elci, Narmsara, Kagerer, &
Herkel, 2013). To increase the accuracy, the thelosaes are calculated as a function of the
soil temperature using the Kusuda model (Kusudac&ehbach, 1965). This model calculates
the soil temperature at the desired depth, timesmidproperties. The influence of various
depths over soil temperature is illustrated in Fegot A constant depth of 1 meter for the piping
network is considered for this case study.

5 T_soil (at 0.2 m depth) ----- T_soil (at 0.5 m depth) T_=oil (at 1.0 m depth)
o 7
" _
e ol E ] __--"'.:"/P
) T am o i
5
£
o I 10‘0 I ZDIU I BDID I 400
. . . Time [days]
Figure 4: Modified pipe model Figure 5: Temperature soil at various depths

3.3.3 Heat demand

This section presents the development, validatrahcalibration of a thermal building model
accounting for the space heating demand of théutiehal buildings. The demand caused by
domestic hot water use is, in this case study,igietg and is therefore not considered.

3.3.3.1 Structure of the building model

The building model, extracting heat from the dmmition network to satisfy the space heating
demand, consists of a building and a distributimopl (Figure 6). The building loop (right),
connected to the distribution loop (left) by meaha heat exchanger, is designed to resemble
the operational behavior of a radiator heatingesystonsisting of thermostatic radiator valves.
This is achieved by using a distribution pump, Whiow is regulated by a PID controller to
deliver a fluid return temperature according tegmoint. Furthermore, a heat metering device
is implemented to be able to monitor the spaceitgatemand by considering the flow
temperatures and volume flow. The distributionploa direct extension of the distribution
network, has a controllable valve on the supplg,liwhich controls the fluid flow to satisfy the
supply temperature in the building loop and enahlegnimal flow to keep a minimum supply
temperature at the distribution side to reducesthgup delay.
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Figure 6: Model view, building mod

Thermal energy is extracted from the building laspording to a space heating demand profile,
with an hourly time step, that is connected tortfoglel. The demand profiles for each building
are computed using a thermal network model, as sgapdo scaling demand profiles of
buildings nearly identical to the institutional lalings, the method used by the traditional
DHCM. Some benefits gained from using a thermal netwodkel are that differences in
building characteristics and the impact of climelt@nge or retrofitting of the space heating
demand can now be considered. The impact of ciirtlange and retrofitting is not taken into
account in this research, but it would be advisdbtefeasibility studies, since long term
agreements are typical and retrofitting can haaege impact on the economics of a DH system
(Elci et al., 2013).

The computation of the space heating demand psofleoerformed with a thermal network
model. This is an efficient way to keep the simolatime within a practical limit. Therefore,
thermal network models are used widely for DH cotaponal studies (Fuchs, Dixius, et al.,
2013; Elci et al., 2013; Fuchs, Teichmann, Strebl&vMduller, 2013). The ISO 13790
simplified hourly model (ISO, 2005) calculates gpace heating demand of the institutional
buildings in this case study. This ISO model hasnbadopted for research (Van Dik,
Spiekman, & De Wilde, 2005; Kokogiannakis, 2007 &ias been shown to yield satisfactory
results when compared to similar second order takematwork models such as VDI 6007
(Lauster, Teichmann, Fuchs, Streblow, & Muellerl 20

1SO 13790 FF - Building Thermal Model

Figure 7: ISO 13790 FF thermal network
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The 1SO thermal network model is based on a 5teesiss and 1 capacitance electrical circuit
model (Figure 7). Each of the resistances compueaaflow from a building component (e.qg.
external wall, window, ventilation) while the cajfaace accounts for the thermal inertia of the
buildings thermal mass (i.e. walls, floors, ceiBpgFurthermore, gains by solar radiation
(diffuse and direct radiation) and internal heairses (e.g. lighting, ICT) are considered by
adding heat flows on the correct nodes, which egresent the surface, mass, ambient or
internal air temperature.

3.3.3.2 Validation and calibration of thermal network model

The first validation of the thermal network mod&nducted by simulating the BESTEST 600
case (Neymark & Judkoff, 1995), benchmarks the ahanod peak demands for heating and
cooling with those originated from a series of othailding performance tools. The validation
indicates annual and peak heating demands witkimaihge of the benchmark. The results for
the annual cooling peak and demand are off targgpectively -20.4% and -14.9%, compared
to the benchmark minimums. Since cooling is notsadered in this work, this deviation will
have no influence on the accuracy of the case stadgiucted with this DHCM.

The second validation, is conducted by simulathgpace heating demand of a large office
building and comparing it with measured gas condionpdata (Figure 8, left graph). The
results of the comparison are evaluated by calagidhe CV-RMSE (Coefficient of Variation

- Root Mean Square Error) and the MBE (Mean Biasrtifor an hourly and monthly time
step and comparing them with the ASHRAE guideli®SHRAE, 2002). The CV-RMSE
value indicates the overall magnitude of the eramd the amount of scatter normalized to the
mean of the observed values, while the MBE indidtee overall deviation between the
simulated and measured data. Furthermore, the MigiEdates how much error would be
introduced into annual energy consumption estimatbesefore minimizing MBE has priority
for this case study in which the annual performarfabe DH system is evaluated.

The resulting CV-RMSE and MBE values are unaccéetas both time steps (Table 4). To
reduce the errors value the model is calibratadgube calibration signature method (Wei, G.,
Liu, M., and Claridge, 1998). The calibration ideatn decrease the MBE value for both hourly
and monthly time steps and the CV-RMSE for its rhntime step to well within the
calibration guideline specifications (Table 4). Hower, the CV-RMSE value, at an hourly time
step, indicates 122%. After analysis, this sigaificshare is caused by operational schedules
for the HVAC that where changed randomly at dadgib and during weekend operation. The
simulated results are filtered excluding weekena$ @utliers in the CV-RMSE calculation.
This resulted in a decreased CV-RMSE, for an hatimye step, from 122% to 55% which is
still outside the guideline specification, howeirebetter agreement (Figure 8, right graph).

250 250

200 200
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Measured space heating demand [kW]
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= =
8 8
-
*0
L J
* o
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Simulated un-calibrated space heating demand [kW] Simulated calibrated space heating demand [kW]

Figure 8: Space heating demand: measured versugaiied un-calibrated (left) and
calibrated (right)
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To summarize, the hourly CV-RMSE value (Table 4)haf calibration does not satisfy the
guideline specifications, the residual CV-RMSE che attributed to the following
uncertainties: Firstly, specification uncertaintiesthe assumed input parameters that are
introduced due to incomplete documentation of gaharacteristics and noticeable human-
introduced changes in HVAC set-points during tharyé&econdly, modelling uncertainty
related to the ISO model implemented in Dymolaasslmptions made (e.g. a one zone model
is used and untraceable values in the ISO spetifits. Thirdly, numerical uncertainty
introduced by Dymola in the discretization of thedal. And fourthly, scenario uncertainty
introduced by the climate file obtained from a &b observatory located 15 km away from
the actual building site.

Table 4: Results of the ISO calibration

Measure Guideline Un-calibrated | Calibrated & Filtered
Hourly | Monthly | Hourly | Monthly | Hourly Monthly

MBE <10% | <5% -26% -26% -0.4% -0.6%

CV-RMSE | <30% & <15% | 149% 30% 55% 11%

3.3.4 Thermal energy storage

The buildings connected to this DH system haveiedlating space heating demand at a daily
and seasonal level. Implementing a TES will flattee short and high demand peaks (Basciotti
& Judex, 2011) occurring during the early mornimgtloe generation side. The flattening of the
peaks could increase the utilization of the biomgasifier which has a limited maximum
thermal output and reacts slowly to the changetemand. Thus, limiting the use of the fossil
fueled gas boiler which will decrease operatioxglenditures and C{emissions.

Biomass_gasifier

cntrl_TES

Figure 9: Model view, TES system
integrated in power pla

A model of a 100 rhstratified hot water storage device is integraféuk stratification, layering

of water temperatures inside the storage vesselrsdy injecting water into a temperature

corresponding layer, increasing the energy dettisay can be stored. Heat loss of the TES is
computed by considering the temperatures of thewsiwolumes as a function of the ambient

temperature.

The stratified storage system is controlled by Baway valves (Figure 9) which enable loading
or un-loading (Frederiksen & Werner, 2013). Whatve 1 (vall) is opened, cold water is
extracted from the bottom and used as supply ®g#sifier. Whereas valve 2 (val2) is opened,
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hot water is extracted from the top and deliveredthe distribution system resulting in
additional peak power. The control algorithm is igeed as a reactive algorithm by
continuously monitoring the conditions and adjugtinthe valves and fluid flow

correspondingly. During the nights and weekendadillg can commence if the heating
demand is below the maximum thermal output of ti@mibss gasifier. During the day,
unloading can begin if the heating demand excdetsaximum thermal output of the gasifier.
The latter will not only result in valve controlytalso in increased fluid flow, so that the fluid
originated from the TES can be considered as additipeak flow.

4. RESULTS AND DISCUSSION

The simulation results obtained from the DHCM arespnted and discussed for two DH
designs, with and without TES.

4.1 DH case without TES

The energy performance of this DH system is evatli@iased on an energy balance, with a
focus on the distribution losses, space heatingatieinby the consumers and the utilization of
the biomass gasifier. The energy flows across ystem are expressed using the first law of
thermodynamics (Incropera & DeWitt, 2007), whichtes that the total energy of an isolated
system is constant, and is reflected on this sygéeni).

Qconsumers + ansifier + Qpeak boiter T Qemergency chiller T Qlosses + Qauxiliaries =0 (eq-l)

The thermal distribution losses (Figure 10) consfstvo patterns, namely the annual cosine
shaped temperature fluctuation which depends on ambient temperature. And, the
distribution temperature related pattern which tihates hourly and depends on the heating
demand. During the year the thermal losses forgpéexific DH system vary from 30 kW\o

41 kWi, and in total, they account for an annual thertoaé about 1,077 GJ (Table 5).
Approximately 6.9% of the total annual space heptiamand.
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Figure 10: Thermal distribution losses

=

The space heating demand of the 8 institutionddimgs is measured in the model at each
building and the total demand is displayed in Feglit. The analysis of this graph indicates a
fluctuating heating demand with peaks exceedingV8:Mluring the colder seasons and very
low space heating demand required in the warm ssa3de total space heating demand by
consumers (Table 5) is about 15,523 GJ per yedchimg nicely with the 15,250 GJ per year
obtained from the traditional DHCM. However, ingmew DHCM the building characteristics
could be changed (e.g. better insulation or a rezavery ventilation system) to evaluate the
effect of a changing space heating demand on #tersyperformance.
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Figure 11: Total demand for space heating by thesconers
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The utilization of the biomass gasifier (Figure 1@ graph) is evaluated by computing the
effective utilization. This is the heat originatitdm the biomass gasifier effectively used for
system operation, thus excluding heat extractad fiee system by the emergency chiller (434
GJ per year) or, if applicable, losses from the THSs indicates about 4,371 hours of effective
utilization of the biomass gasifier (Table 5). Th418 hours or 9.6 % higher than computed
with the traditional DHCM (about 3,953 hours), aeen higher than its results with TES,
indicating a utilization of about 4,311 hours. Tkason is likely due to the thermal capacity of
the DH system itself that acts as a thermal bufifgitening the demand peaks at the generation
side, which has a positive effect on the utilizatad the biomass gasifier.
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Figure 12: Generated heat by gasifier (top) anda&otied heat by emergency chiller (bottom)

The space heating demand exceeding the maximumaheutput of the biomass gasifier is
generated with the peak boiler (Figure 13). In taise almost 78.8 % of the maximum peak is
delivered by the peak boiler and accounts for 33%@total energy demand.
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Figure 13: Generated heat by peak boiler
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4.2 DH case with TES

For the second case the power plant configuratitim TES is used. During the analysis of the
first results new insights led to additional mochtfiions that resulted in better operation and
performance of the system. These modifications /helated to controls (e.g. timing settings
and statement adjustments) and components (ergas®d buffer size from 10C°no 150 nd).
Figure 14 (top graph) shows that the thermal outpihe biomass gasifier is at its maximum
(720 kW) between the peaks of the total heat delivereldbly the heat generation loops. This
is due to the TES being loaded at that time (botjoaph). When the total heat delivered peaks
the heat delivered by the gasifier loop (middlepbjarises up to about 2000 KMVThis is due

to the unloading of the TES at that moment (botgraph), which delivers additional peak
power to the gasifier loop. Furthermore it can éensthat during the weekends (starting &t 35
and 42" day) the TES is able to be loaded to nearly 98%safapacity, which is set to be the
maximum. During the first day after the weekend"(3ind 44" day) the fully loaded TES
enables delivery of heat for a longer period coregdo other weekdays. During the nights of
the weekdays there is not enough overcapacityedbitmass gasifier to effectively fill the TES
and therefore it is not always loaded up to 98%so€apacity. This all indicates that the TES
is effectively controlled and that the storage c#tyas efficiently being used.
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Figure 14: Total heat delivered by loops (Top), Heelivered by gasifier loop (middle),
Filling degree TES (bottom)

The full annual simulation with the TES system sham increase of the utilization of the
gasifier to 4,664 hours, 293 hours or 6.7%, conpavehe DH case without TES (Table 5). In
absolute as well as relative terms this is less #Huding TES in the traditional DHCM. Even
while the new DHCM is considering a 150° MES system and the traditional DHCM is
considering a 100 MTES system. The lower gained utilization coulddoe to the earlier

gained utilization in the case without TES, whiamits the potential improvement of the
gasifier utilization by integrating a TES.
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Table 5: Overview of system performance indicators

Computational Energy demand Gasifier

Model (CM) + Consumers Losses Distr.| Losses TES +| Ratio over | Eff. utilization
Scenario [GJ/a] [GJ/a] Chiller [GJ/a] | peak boiler [/] [hr.]
Traditional CM 15250 1300 190 0.61 3953
Traditional CM + TES 15250 1300 310 0.66 4311
New CM 15523 1077 434 0.67 4371
New CM + TES 15523 1077 545 0.71 4664

Nonetheless, computing the DH case with TES, usimgnew DHCM, shows an overall
increase of 353 hours or 8.2% in utilization of bemass gasifier compared to the traditional
DHCM. This is a substantial increase of the uttlzma that, during a feasibility study, would
contribute to the economic and the environment ghpéthis case study.

5. CONCLUSION

This paper describes the development process dti@\D considering heat generation, heat
distribution, heat demand and TES. The use of biject-oriented modeling language Modelica
has proven to be suitable and beneficial for irmreathe modeling capabilities during early-
design phase feasibility analysis of projects.

The evaluation of a DH case study with TES usimgriéw DHCM shows an 8.2% (353 hours)
higher utilization of the biomass gasifier then wheompared to a traditional DHCM.
Differences in utilization of components of this gndude can substantially influence the
economic feasibility and environmental impact gbraject. Since, the biomass gasifier can
deliver an additional 353 hours of renewable comthiheat and power.

The realistic behavior and natural representatidhesystems modeled in Modelica contribute
to the understanding of the thermodynamic and obmlated systems. This can be an
advantage for educational purposes for studentacademics and even for engineering
professionals. Furthermore, for commercial purposere deadlines constrain the effort, the
quick development capability that Modelica offessaasimulation language, could be a great
advantage.

Efficient use of Modelica based models and systettigequire additional development and
possible customization per company (e.g. own cordtmategies, system designs). The
development of blocks, models and control strasegwdl require collaboration in multi-
disciplinary fields and inter-organizational level$he development of more elaborate
application-oriented guidelines (e.g. designingtaus) could further improve the new-users
experience.

The DHCM described in this paper is likely to cdmite to future early-design phase projects
for Cofely, delivering and evaluating system couafations for renewable DH systems. The
improved accuracy and level of detail, comparedh® traditional DHCM, could make a
difference for considering the feasibility of a fpaular DH project. Thus, this new DHCM can
result in additional renewable energy projects @elalivered, that otherwise would be labeled
as unfeasible, and indirectly contribute to thebglochallenges concerning climate change
mitigation.
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1. ABSTRACT

In this paper, integrated yearly dynamic simuladiof a thermal system coupled to 6 variants
of a medium-sized office building are performed dmstussed. A traditional hydronic heating
system is considered, consisting of a modulatingdeasing gas boiler and radiators in every
heated zone. No active cooling is provided, thoogly building variants able to provide
summer comfort through passive cooling only arecetl. Hygienic ventilation is provided by
a mechanical extraction system.

From the integrated simulations, monthly effici@scifor the generation, distribution and
emission subsystems are deduced. The latter aressqul depending on the monthly heat-
balance ratio, which equals the ratio of heat gaires heat losses on the building level. The
heat-balance ratio thus represents the part Ida® bt can be calculated without taking the
system into account. This variable is used in otdgeneralize the results and at the same time
use them in an Energy Performance Regulation (EBRExt, which requires relatively simple
calculations where the system cannot be takenaicdount in detail.

The resulting subsystem curves correlate quite wighh the monthly heat-balance ratio%R
values of 0.84 or higher). These curves show tlaiige subsystem efficiency drops in months
with higher heat-balance ratios (and thus lowettihgademands). These refined efficiencies
are subsequently used in an EPR-type calculatiowhich the monthly net heating demand is
divided by the subsystem efficiencies to estimagerhonthly final energy use. The results of
this calculation are compared to similar calculagiausing annually averaged efficiencies
deduced from the integrated simulations and usimgg default fixed EPR values for the
subsystem efficiencies. It is shown that usingrédfened efficiencies yields better results in
intermediate months, when the heating demand igrlolWowever, when looking at the total
annual final energy use, the impact of using tfieed efficiencies is modest.

Keywords: Integrated simulation, HVAC system analysis, eéfigy, building energy use

2. INTRODUCTION

In the current context of global efforts towarddeas energy-intensive society, accurately
estimating the energy use of building designs besomcreasingly pertinent. In the framework
of the European Energy Performance of Buildinge€&ive (EPBD), a series of standards was
developed, of which the most elaborate is EN13TSOQAFDIS, 2007), offering procedures to

estimate the characteristic total final energyafdmuiildings. All are based on the same principle
of dividing the net energy demand, quite straighwgord to calculate, by the efficiencies of the
subsystems, i.e. emission, distribution, generatsborage and control. The current Energy
Performance Regulations (EPR) calculation procedifrd=landers, the northern part of

Belgium (Flemish Government, 2005), contains steshtizbulated values for those subsystem
efficiencies, constant throughout the year. MorBneel approaches exist, taking several
influences into account, for example in EN15316 NC2007b). However, all methods to
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calculate the subsystem efficiencies are definethait very subsystem level, ignoring the
complex interaction of the building, the occupaatsl the system. As argued by Zhang et al.
(2006) and Van Der Veken and Hens (2008), an iatedrapproach is therefore better suited,
where a dynamic simulation is set up that inclugeth the building and the system (denoted
as level D calculations in EN15316). Though hdistiudies on HVAC system performance
characterisation are rather rare (Shahrestani,e2@l3), this approach has been successfully
adopted in a few studies, illustrating the influer the building and the building use on the
HVAC system efficiency.

Korolija et al. (2011) compared the energy usew#rg well insulated office building equipped
with either an all-air VAV system or fan coil unit®mbined with a dedicated outdoor air
system. The system efficiency was assessed faréift levels of internal heat gains. Its value
for the same secondary HVAC system was found tg fardifferent building loads, though
no formal correlation is deduced. An analogue ols@n was made in ref. (Korolija et al.,
2009), where the energy use of an office buildinthwlifferent secondary HVAC systems,
namely CAV and VAV, was compared. The system edficy varies not only with different
control settings, but also with the insulation leviethe building.

The CAV, VAV and fan coil systems plus the combimatof chilled ceilings and radiator
heating were further analyzed by Korolija (2011)lafge amount of office buildings varying
in orientation, insulation, glazing-to-wall ratiglazing type, structural shading and daylighting
coupled to the 4 secondary systems were simulateddveral weather data files using an
integrated approach. The results indicated clehdy the annual heating and cooling system
efficiency and the annual auxiliary energy usetha different systems are not constant, but
depend instead on the building variations.

Peeters et al. (2008) performed an analysis ofleesial heating energy use for several
combinations of boiler type, boiler control and #eri control through integrated dynamic
simulation of building and systems. A rather stroatationship between the monthly total
efficiency and the heat-balance ratio of the baiglithe ratio of heat gains over heat losses,
was found. This effect was attributed to comporegintiencies decreasing for lower part load
ratios and overheating due to imperfect controboweg mainly when heating demand is low.

Bauer (1999) established correlations between ¢laéirig emission and control efficiency and
a parameter characterising the building for différeombinations of emitter and control
systems. His findings are integrated in the Gerstandard DIN 4701-10 (DIN, 2003).

In this paper, the integrated approach is usegtess the performance of a relatively simple
heating system commonly found in office building$-landers, including their auxiliary energy
use. In extension to the research carried out biplia et al. (2013), both the primary and
secondary HVAC system are modelled. Radiator hgatioupled to a condensing gas boiler is
considered. The aim of this paper is to analyzenbathly subsystem efficiencies calculated
with this integrated approach and to express thepewding on the monthly building’s heat-
balance ratio, in analogy with the work of Peettrsal. (2008) for residential buildings, to
acknowledge the influence of the building and bodduse on the HVAC system performance.
These newly defined subsystem efficiencies willsaguently be compared to the current
standard EPR values and their influence on the ER&ulation of characteristic energy use
assessed.

3. TERMINOLOGY

The conceptual framework for the evaluation of imgasystems in buildings as laid out in the
European standard EN 15316 (CEN, 2007b), servisedsasis for this study, both for heating

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014
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and cooling system analysis. The performance ofsirstem is analyzed at four sublevels:
emission, distribution, storage and generation. gémeration and storage together form the
primary HVAC system, while the emission and disttibn form the secondary HVAC system.
Figure 1 offers a graphical overview of this franoekv

Secondary HVAC system | Primary HVAC system

Qgross.AHU

2 A=
L dm[A | Cae E

fin,pref

I Qgross.buil
Emission Distribution | Storage Generation
subsystem subsystem I | subsystem subsystem
- L}

Figure 1: Conceptual scheme of subsystems and gfiergs in an HVAC system (air
thermal flows are indicated by dotted arrows, dler thermal flows are hydronic).

Emission and distribution are divided into buildingne level, denoted with index buil, and air
handling unit level, denoted with index AHU, in &gy with the German standard DIN V

4701-10 (DIN, 2003). The distribution on air handliunit level is partly hydronic (between

the primary HVAC system and the AHU) and partlyairytransport (between the AHU and the
building zone).

The control of heat and cold emission in the zose®t regarded as a separate sublevel, as is
sometimes done, but instead integrated in the @nigificiency em), by defining the latter

as the ratio between the net energy demand arehtirgy delivered to the emission device. In
addition to imperfect control, emission efficiendysses can occur due to temperature
stratification, shielding of the emission devicetlmough ‘short-circuiting’ by locally heating
the building envelope, increasing the heat lossesi¢e versa for cooling).

Distribution efficiency fdis) losses are due entirely to energy losses - ia od$eating - or
gains - in case of cooling - through the wallshaf hydronic pipes and air ducts to unconditioned
spaces. The thermal insulation of the pipes andscalaviously plays a key role, but also the
temperature difference between the fluid and tharenment and the total length of the
distribution network. In addition, strongly intertteint operation of the system will lower the
distribution efficiency, since the fluid contentiMgool down in between heating periods (or
vice versa for cooling).

The storage efficiencyhor) is, quite straightforwardly, equal to the rationet energy output
to the distribution subsystem over the energy ifpun the generation subsystem. Energy
transfer through the wall of the storage tank &sdhly source of efficiency loss. Energy storage
is however not included in the HVAC system typo&sgconsidered here (see 4.2).

The generation efficiencyngen) equals the ratio between the thermal energy outpuhe
generation subsystem and the energy input by gpeotive energy carrier, limited to electricity
or natural gas in this research. The source ofieffcy losses depends highly on the type of
generation device.

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014
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The definitions and symbols of the main quantitissussed in this section are summarized in
Table 1.

Table 1: List of symbols and definitions of therterused to describe HVAC system
performance.

Term Symbol | Definition
Net energy demand | Q,.. | The energy that needs to be delivered in a buildioge
during a certain time to maintain the desired teaipee.
Gross energy demand Qg,.,ss | The energy that needs to be delivered during aicetitme
to the secondary HVAC system.
Final energy use Ern | The energy used during a certain time by the géoer
systems.
Auxiliary energy use | W,,, | The energy used during a certain time by those ocnemts
of the HVAC system that do not generate heat od col
(pumps, fans, humidifier, ...)
The energy use converted to energy source levéulie
conversion factorsff) of 1 for fossil fuels and 2.5 fq
electricity are used (Flemish Government, 2005).
Emission efficiency Nem | The ratio between the net energy demand and theyene
delivered to the emission subsystem.
Distribution efficiency| 7,4, | The ratio between the energy delivered to the eamss
subsystem and the energy delivered to the distoibut

jo2)

Primary energy use E

-

subsystem.

System efficiency Nsys | The ratio between the net energy demand and thesgro
energy demand.

Storage efficiency Nstor | The ratio between the energy delivered to the iigion

subsystem and the energy delivered to the stordggystem
by the generation subsystem.
Generation efficiency| ng4., | The ratio between the final energy use and theggner
delivered to the storage subsystem (or directlytte
distribution subsystem, if no storage tank is pidey the
generation subsystem.

Total efficiency N | The ratio between the net energy demand and theapyi
energy use.

4. METHODOLOGY

4.1 General

The analyses of the subsystem efficiencies areedaout on a monthly time base, which is also
used in the context of the EPR. In order to gereeabugh data points for the analysis, the
HVAC system is sized for and implemented in sevkeuading design variants of a reference

office building (section 4.2). A detailed discussiof the selected HVAC system is given in

section 4.3.

Integrated dynamic simulation models are set upefary combination of building design
variant and HVAC system (section 4.4). Apart frohe tintegrated simulation, a building
simulation to calculate the net energy demand nieebis performed. The time step of the latter
is typically 1 hour.

In order to be able to compare the performancéefdifferent systems fairly, the resulting
thermal comfort in the building needs to be simifaall cases. The thermal comfort is evaluated
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according to the degree hours criterion of the geam standard EN15251 (CEN, 2007a), with
the difference between the occurring temperatudetlaa limit temperature as weighting factor.

Deviations during 5% of the occupied time on a lyeand monthly basis are accepted, which
means about 100 h per year and about 10 h per maorattidition to thermal comfort, the indoor

air quality (IAQ) in terms of amount of fresh aierpperson is equalized for all considered
systems. An air flow rate of 36 m3/h per persontlier design occupancy (IDA2 class, (CEN,
2004)) is supplied in each case.

The monthly subsystem efficiencies will be exprdss®a function of the monthly heat-balance
ratio of the buildingy, as defined in EN13790 (ISO/FDIS, 2007). This &fale represents the
part load ratio (Olesen, 2001), but can be caledlatithout knowledge of the HVAC system
nominal properties. In the framework of the EPRs i8 a prerequisite. It incorporates the
climate, building characteristics, internal gaingl @accupant behaviour. Equation 1 defines the
heat-balance ratio depending on the building’srdmat gains (&), internal heat gains (€,
transmission heat losses{Qventilation heat losses (§) and infiltration heat losses ##).
The heat-balance ratio is closely related to thieenergy demand. As shown in ref. (Van Der
Veken & Hens, 2008), it has a strong correlatiothvlie overall heating system efficiency in
dwellings.

_ anins _ Qsol + Qint [_] (1)
Qlosses Qtr + Qvent + Qinf

As mentioned before, the current EPR calculatiorthef characteristic primary energy use
consists of two steps, identical for cooling andthey energy use. The net energy demand for
each month (Qn is calculated in a first step, which is then ded by the subsystem
efficiencies (and primary energy conversion factogbtain the primary energy use. Currently,
those subsystem efficiencies are constant througheuwear.

12

Qnet,m (2)

frop nsysr/genfia

14

E, =

The refined approach studied in this paper consfstiefining monthly subsystem efficiencies
depending on the monthly heat-balance ratio

12

E, = Z Qnet;m 3)

ooy 77sys,m77gen,mfp

4.2  Building description

A generic reference office building with celluldifice spaces is assembled for this research,
based on statistical data (BBRI, 2001). The refegdruilding is a detached office building with
4 floors of 500 rheach, the floor plan of which can be found in FégR. The main axis of the
building lies in east-west direction (the officenes facades facing south and north). The floor-
to-floor height is 3.5 m, hence the building’s tdtaight is 14 m. This results in a protected
volume of 7000 rf)y 2680 n3 loss surface and a compactness of 2.6 m. Thenaltevalls
bounding the offices and the conference room glavieight gypsum board walls. All other
internal walls are heavy brick walls.

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014
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Figure 2: Floor plan of the medium-sized officeldung model.

10m

As explained in section 4.1, the HVAC system ispted to the different building design
variants, in order to assess the influence of mberaction of the building and the system. A
selection of 6 variants of the reference buildimgnade. Table 2 offers a concise overview of
the combinations of the building variables’ valtlest form the building design variants. The
imposed internal boundary conditions are describ€ehble 3. A typical weather data set for
Uccle (Belgium) is used. The selection of builddesign variants is made to represent a wide
range in annual net heating demand (NHD) (Tablevh)le still allowing for passive cooling
(Parys et al., 2012).

Table 2: Selected building design variants.

Nr. Uwall Uroof Uglazing g-value Glass | Shading Nso
glazing | towall | device
ratio
[W/m?K] | [W/m?K] | [W/m?K] [-] [%0] [ACH]
1 0.20 0.20 0.6 0.48 71 yes 1
2 0.40 0.30 1.1 0.59 21 no 2.5
3 0.20 0.20 1.1 0.26 31 no 1
4 0.40 0.30 1.1 0.44 21 yes 2.5
5 0.40 0.30 1.1 0.26 71 yes 2.5
6 0.60 0.40 1.1 0.29 31 yes 2.5

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014
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Table 3: Internal boundary conditions.

Offices Meeting Sanitary | Storage| Circulation
Installed 11 Wint 11 Wint 45W/nt | 3.5W/nf | 3.5W/nt
lighting
powefd
Occupancy? | 9am-6 | 3Yfloor: 10 am - 11 | 8 am-6 pm - 8 am-6 pm

pm am and 2 pm - 3.30
(70% of pm (15 persons)
nominal) | 4" floor: 9 am - 10.30
am (15 persons)

Ventilation 36 36 mt/hpers supply | 15 mé/hn? | 3 m/hn? | extraction
rate® m3hpers| (3.6 n¥/hm? non- | extraction| extractio

supply occupied) n
Int. gains @ 8.7 15 W/n? - - 8 W/n?
occupied W/
Int. gains @ | 2 W/n? - - - 1 Wint
unoccupied
Heating set 21.5C 21.5C 16°C 16C -
points®
Q) The lights are assumed to be switched on whenbeezdne is occupied. The internal heat gains are

50% convective and 50% radiative.
(2 The sensible heat gain of 1 person is 75 W, 60%toth is convective. The latent heat gain of 1
person is 55 W or 0.081 kg/h (ASHRAE, 2009).

3) Ventilation starts at 7 am and ends at 6 prio @5the supplied fresh air is assumed to be etetdac
4) Internal gains due to appliances based or{\\éfkins & Hosni, 2000). The split between conveeti

and radiative gains is 50/50.

(5) Set point for operative temperature during @eeicy. These are optimal operative temperatures for
metabolic rate of 1.2 met clothing values of 1 @rirespectively, according to ISO7730 (1ISO, 2005).

Table 4: Annual net heating demand for the selebteldling design variants.
Nr. | NHD [kWh/m 23]
14.8
22.6
20.1
26.5
33.7
37.0

OO IWIN|F

4.3 HVAC system

The system consists of a traditional hydronic mgaglystem with a modulating condensing gas
boiler and radiators in every heated zone (officgsgting rooms, sanitary, storage, see section
3.2). No active cooling is provided. The heatingteyn (Figure 3) is switched between 7 am
and 6 pm during the heating season, i.e. from Q@ctibto June 1. When there is no heating
demand in the building, the boiler and the boilesudation pump are switched off. The control
of the system can be considered as good pradiesmbstatic radiator valves (TRVS), supply
temperature varying between 60°C and 45°C deperafintge outside temperature (average of
the previous 6 hours), variable speed pumps iniloligion circuits with variable flow rate. The
open header in the boiler circuit ensures a constater flow rate. Since this is achieved by
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mixing return water from the secondary system \bitiler outlet water, this will result in a
higher inlet water temperature for the boiler arrd@uced condensing effect.

R 2
o 2

Radiator
Variable
& ®
pump
—* ¢ ]
Header
] Open header
Boiler Constant
speed pump Collector

<@ — ! ,

Figure 3: Schematic overview of radiator heatingteyn (HVAC system 1)

The boiler is assumed to be located in an unhdzedment, as is the horizontal main piping
circuit, from which vertical piping leaves to supphe radiators. The vertical pipes thus run
through the heated zones. Two parallel circuitsrapgemented, one for the south zone (offices
and meeting rooms) and one for the north zonecgsdfistorage and sanitary).

Hygienic ventilation is provided with an extractisgstem consisting of window grilles for
supply and constant speed fans for the extractiotineé offices, the meeting room and the
sanitary. This does imply however that the relativenidity in the zones cannot be controlled.

Since no active cooling is provided, this HVAC syattypology cannot be applied in every
office building design (see 4.2).

4.4 Integrated simulation model

The integrated building and systems model is seinUupRNSYS17 (Klein et al., 2010), a
dynamic simulation tool well suited for HVAC systestudies (Crawley et al., 2008). The time
step is set at 1.5 minutes for these integratedetsod

Only the 3¥ and 4" floor of the building are modelled in the simutats, implying their energy
demands to be representative for the entire bugldiinis simplification can be justified by the
good thermal insulation values of both roof andoflowhile it drastically reduces the
computational time. A multi-zone model with 14 tmed zones is defined: the 1-person offices
are thus modelled as one single zone per floowaiedtation (Figure 2).

! The system scheme shown is simplified to show tmdge components that influence the thermal caticuls and are integrated in the
simulation models. Indispensable hydraulic comptmeach as balancing valves are not printed.
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The HVAC system component models and their maimatheristics are summarized in Table
5. The selected and implemented component modelsathrable to describe part load
performance and the influence of non-rated conaitidransient effects are included as much
as possible, as the thermal inertia of the headleshents (boiler, radiator) and most of the
water or air content of the system (pipes, duatdlely radiator) are modelled. The system
thermal losses both during and in between periddgperation are thus mostly accounted for
in the simulations.

Each thermal zone is represented by a single nadéhe TRNSYS building model
(TRANSSOLAR, 2011). Hence, except for the contspexct, the emission efficiency cannot
be calculated in this simulation set-up due to iehtlimitations and is therefore a constant
input. The generation and distribution efficiencas calculated, though neglecting start-up
phenomena for the former and valve inertia andanaxy for the latter.

No hydraulic calculations are included in the siatiains, implying a perfectly balanced system
is assumed. As a consequence, the auxiliary engsgyfor pumps and fans can only be
calculated indirectly. For the pumps, this is diwased on the model of (Bernier & Lemire,
1999), with which non-dimensional power curves aswation of non-dimensional volumetric

flow rates are derived. The fan energy use is tatled as a function of the volumetric flow

rate, using the polynomials proposed in AIVC techhhote 65 (Schild & Mysen, 2009).

Table 5: Overview of the main HVAC system compasianilation models.

Component Model Performance| Part Load Device Fluid
under non- | performance | thermal | content
rated ? inertia? | thermal
conditions? inertia?
Gas boiler (Haller et al., 2009) Yes Yes Yes Ye
Radiator (Holst, 1996) Yes Yes Yes Yes
Pipes/ducts Plug-flow Yes N.A. No Yes

5. RESULTS

Firstly, the integrated simulation is assesseérms of simulation quality (5.1) and in terms of
system sizing and implementation by evaluatingotbi@ined thermal comfort (5.2). In section
5.3, the performance of the HVAC system is analyZedusing on monthly subsystem
efficiencies, expressed depending on the heat-balamtio and primary energy use.
Subsequently, the results of this integrated ambraare used to derive refined monthly
subsystem efficiencies which are assessed and cethpéth the standard values of the
subsystem efficiencies of the Flemish EPR calautatnethod in section 5.4.

5.1

The integrated model is computation-heavy, givenrntiultitude of modelled components, the
large differences in their time constants and thallscalculation time step. A straightforward
indicator to assess the convergence and correcugae of the simulation is to compare the
difference in input and output of energy flowshe thermal system with the calculated energy
losses. When this is calculated on a monthly baseserror - denoted here &Qsim - thus found
should be close to 0, though not necessarily equd] as slight differences in internal energy
between the beginning and end state are possibembnthly simulation error, defined as the
relative difference between the system energy i(ipedt produced by the boilerpdr.ou) and
output (heat emitted in the building zonesn&) and the system’s thermal losses{§

Integrated simulation quality
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AQsim _ (Qboiler,out - Qemit) - Z Qloss (4)
(Qboiler,out - Qemit)

The monthly simulation error is found to be on ager 3.5%, with a maximum of 12.5%. This
is deemed acceptable.

5.2 HVAC system performance

In all cases, the desired room temperatures argimggtating that all systems components are
properly sized for every respective building designant and the control works well. Figure
4 illustrates this for building design variant 3afle 2) by showing the operative temperature
in the north facing office zone on a random wirtay.
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Figure 4: The daily operative temperature profienorth-facing offices between HVAC
systems on a random winter day.

5.3 HVAC system performance analysis

5.3.1 Primary system efficiency

Figure 5a shows the monthly heat generation effayeof the gas boiler as a function of the
heat-balance ratio for the 6 selected buildingglesariants. The efficiency drops significantly
during months with higher heat-balance ratios - g lower part load ratios. When looking
in detail to the boiler thermal losses proportiottathe total heat production (Figure 5b), a
decrease in latent flue gas losses is found fdndrigneat-balance ratios, due to the external
temperature dependent heating curve resultingvedevater return temperature and thus more
condensation. This small efficiency enhancemerntowever countered by a much greater
increase in thermal losses to the surroundings .et@art load ratios lead to intermittent boiler
use and higher relative environment losses thr@eghing down between operational periods.
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Figure 5: a) Monthly heat generation efficiency;Byiler thermal losses.

5.3.2 Secondary system efficiency

Figure 6a shows the emission efficiency, calculaiethe ratio of the net heating demand over
the net energy delivered to the radiators. The @onsefficiency consists of a factor including
losses on component level, which is fixed at 95%)(3and a factor accounting for the control
efficiency, shown in Figure 6a. The latter is tramut 1 at heat-balance ratios below 0.5,
indicating the heat demand is met, but drops santly for higher heat-balance ratios. This
is due to overheating at times with very low heatdnds due to imperfect control. A few
outliers are found on the curve, but these reptasemths with negligible net heat demands
(Figure 6b).
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Figure 6: a) Monthly heat emission control effiaggnb) Monthly net heat demand.

The distribution efficiency, defined as the raifdhe energy delivered to the radiators over the
gross energy demand, is shown in Figure 7. A adeareasing trend towards higher monthly
heat-balance ratios is visible. This is due todbeling down of the water in the system pipes
in between heating periods gaining importance vitherpart load ratio drops.
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Figure 7: Monthly heat distribution efficiency.

5.3.3 Primary energy use

Table 6 summarizes the results of all integratetukations in terms of total annual primary
energy use of the HVAC systems in the selectedlimgjlvariants of Table 2.

The auxiliary energy use comprises the pumps, dhe &nd the boiler electrical energy use.
The latter is negligible with values between 6 k@fd 10 kwh per month. The fan electrical
energy use equals about 2200 kwWh or 1.1 kWh/mZ3ear. The pump energy use depends on
the heat demand. When looking at the total pringargrgy use per building for heating and
ventilating (Figure 8), the boiler gas consumpi®by far the largest fraction, while the pump
energy use constitutes only between 1% and 2%.ré&i§uclearly indicates the relatively
increasing share of the auxiliary energy use faldmgs with lower net heat demands in the
total primary energy use, which will function asmatigating secondary effect on potential
energy savings.

Table 6: Total annual primary energy use of the i@\&ystem for the selected building
design variants.

Nr. | Total annual primary
energy use [KWh/n¥]
21.2
30.9
27.5
35.9
43.2
47.8

N[OOI IWN
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Figure 8: Breakdown of annual total primary energge.

5.4 Calculation with refined monthly subsystem efficieies

In a first section (5.4.1), correlations of the sydgiem efficiencies as a function of the monthly
heat-balance ratio are deduced based on the resfultse integrated simulations. In the
following section (5.4.2) the refined subsystemogghcies are implemented in the EPR to
evaluate their impact.

5.4.1 Subsystem efficiency regression models

Based on Figure 5 to Figure 7, correlations caffittel expressing the monthly subsystem
efficiencies depending on the heat-balance ratip which can then be used in energy
calculations of other buildings with similar therdnsgstems. The correlations are established
as follows:

Mm = @Yin + bym + ¢ ®)

Table 7: Regression coefficients and R2-valueshi®isubsystem efficiency correlations
subsystem a b c R?
Emission 0 -25.728 103.440 0.84
Distribution| -4.509 -9.417 102.69( 0.84
Generation| -8.183 -3.888 91.688 0.90

5.4.2 Impact of EPR calculation with refined subsystenfiefencies

In this section, the impact of using the refinedssistem efficiencies depending on the monthly
heat-balance ratio, as defined in Table 7, in EBRuations of the monthly energy use is
assessed by comparing the results with the defiaatl values for subsystem efficiencies as
defined in the Flemish EPR calculation software (34.). In addition, the calculation with the

refined subsystem efficiencies is compared to eutaion using annual average efficiencies
deduced from the integrated simulations, to as#essnfluence of the dependency on the
monthly heat-balance ratio.

The default value Flemish EPR value for a condengas boiler, based on the manufacturer’s
data for 30% part load ratio and corrected foiddxgign return water temperature, equals 89.4%.
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This is quite comparable to the annual averageieffcy of 87.1% that is found in the
integrated simulations across all building variaAtsliefault value of the system efficiency for
hydronic secondary heating systems in buildinghout a cooling system as defined in the
Flemish EPR equals 85.5%. From the integrated sitiomls, average annual values of 96.4%
for the distribution efficiency and of 91.2% foretlemission efficiency are found. Combined,
this yields a system efficiency of 87.9%, whictagain close to the default EPR value. It can
thus already be concluded that the EPR values eltechhosen.

In Figure 9, the mean bias error (MBE) over thdding variants, defined here for absolute
values of the error, is shown for the 3 aforemem@ EPR-type calculation methods for the
monthly final energy use - dividing the monthly metat demand by the monthly subsystem
efficiency values - compared to the final energy as calculated in the integrated simulations,
which is thus regarded as the reference.

B Monthly efficiency correlation
70 1
B Annual average efficiency
60
DEPR default values

50 -

40 A
30 -
20 A

MBE absolute value [%)]

10 A

0 SE— N

1 2 3 4 5 6 7 8 9 10 11 12
Month

Figure 9: Comparison of the MBE (for absolute valeé the error) of the 3 EPR type
calculation methods for the monthly final energg uempared to the results of the integrated
simulations.

As can be seen in Figure 9, the MBE is small amdparable for all 3 calculation methods in
the winter months, when the heating demand is Hiighvever, when going to the intermediate
seasons, with lower demands and higher heat-balatios, the calculation with the refined
subsystem efficiencies yields remarkable betteult®sn terms of MBE. Thus, taking into
account the dependency of the heat-balance rategrating the subsystem efficiencies drop
in months with higher heat-balance ratios, is shosvsignificantly improve the calculation
results in months with lower demands.

However, the impact on the calculated annual ferargy use for heating is quite modest.
Where the calculation with the default EPR valueddg a MBE of 7.2% compared to the
results of the integrated simulation and the cakooh with average annual efficiencies a MBE
of 5.0%, the calculation with the refined subsys#dfitiencies depending on the monthly heat-
balance ratio yields an MBE of 3.9%.

6. DISCUSSION AND CONCLUSION

In this paper, integrated dynamic simulations éfhemal system coupled to 6 variants of a
medium-sized office building are performed and uésed. A traditional hydronic heating
system is considered, consisting of a modulatingleasing gas boiler and radiators in every
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heated zone. No active cooling is provided, thoogly building variants able to provide
summer comfort through passive cooling only arecetl. Hygienic ventilation is provided by
a mechanical extraction system.

From the integrated simulations, monthly efficia@scifor the generation, distribution and
emission subsystems are deduced. The latter aressgul depending on the monthly heat-
balance ratio, which equals the ratio of heat gaires heat losses on the building level. The
heat-balance ratio thus represents the part Ida® bt can be calculated without taking the
system into account. This variable is used in otdgeneralize the results and at the same time
use them in an EPR context, which requires reltisenple calculations where the system
cannot be taken into account in detail.

The integrated simulations contain some model acgsnodel simplifications. The thermal
inertia and water content of the most importanin@delled, though not of all components.
Moreover, the heat emission in the building zosesot modelled, as the latter are represented
by a single thermal node. Finally, no hydrauliccoédtions are included, implying the
assumption of a perfectly balanced system.

The resulting subsystem curves correlate quite wigh the monthly heat-balance ratio*R
values of 0.84 or higher). These curves show tlaiige subsystem efficiency drops in months
with higher heat-balance ratios (and thus lowettihgademands). These refined efficiencies
are subsequently used in an EPR-type calculatiowhich the monthly net heating demand is
divided by the subsystem efficiencies to estimagermonthly final energy use. The results of
this calculation are compared to similar calculagiausing annually averaged efficiencies
deduced from the integrated simulations and usimgg default fixed EPR values for the
subsystem efficiencies. It is shown that usingrédfened efficiencies yields better results in
intermediate months, when the heating demand igrlolWowever, when looking at the total
annual final energy use, the impact of using tfieed efficiencies is modest.

The subsystem efficiency curves depending on thetimhoheat-balance ratio deduced in this
paper are only valid for similar heating systemguture work however, these curves will also
be established for a selection of thermal systeimsu@ding active cooling) common in
Belgium.
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The influence of realistic schedules for the use appliances on the
total energy performances in dwellings
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1. ABSTRACT

The use of lighting and appliances influences lngd energy performance by affecting
electricity and thermal loads. Nevertheless, these is often predicted by arbitrary
assumptions during the design phase. The papesde@n the realistic description of domestic
equipment use and its impact on the predictionnagfrgy consumption in homes. A method
for creating schedules of domestic appliances based on dwelling field monitoring is
proposed. The method is validated by calibratirgdimulated electric consumption with the
monitored one. A baseline simulation model is depetl in IDA Ice, in which the
developed schedules (named Calibrated Realisticeditrs) are implemented. Then, the
same model is used to implement the schedulesdimedtic appliance use proposed by the
Italian reference standard for energy calculatioNl/IS 11300. The simulated energy
performances are finally compared. Results shoatsvélues for usage times and power from
UNI/TS 11300 are appropriate references for pradicthe equipment energy use at the
design stage. However, standardized schedules tléake into account the lower use of
equipment in summer, leading to higher predictetermal gains and consequently to
oversizing the cooling system. The paper demomstrahe need for more realistic
descriptions of appliances use to be included mukition software, particularly in high
performing buildings. Moreover, it gives evidencé tbhe impact that actual occupant
behaviour has on building energy performance.

Keywords: Building Energy Performance, Energy Simulation, [@stic Equipment,
Occupant Behaviour, Calibrated Schedules.

2. INTRODUCTION

The 2009 update of the EU energy trends to 2030rte@mn average 2% increase in the
electricity consumption in the EU-25 householdsmythe last 10 years and projects by 2030
a final net electricity demand in the residentiatter grown by 3600 TWh/year. This 2009
baseline scenario improves the 2007 projectionclvienvisaged growth by 3800 TWh/year
by 2030, but points out that, regarding appliarares lighting in dwellings, the changes in the
2009 baseline from the 2007 baseline are ratherll.si@arrent policies for buildings
accelerate progress of energy efficiency in hoursgdying larger effects in terms of energy
savings for heating and cooling uses (8% in 2020 a4% in 2030 compared to 2007
Baseline), while energy efficiency improvementsnir@co-design measures are somewhat
masked by stronger increase of use of appliancplags.

Some of the reasons for such increase in the mslesector electricity consumption are
associated with a higher degree of basic comfadt lamel of amenities (particularly in the



new EU member countries) and also with the widesprdilization of relatively new types of
loads whose penetration and use have experieneexy gignificant growth in recent years.

Moreover, despite the introduction of energy lapetgplemented with EU Directives in the

last 10 years, has produced a positive trend irséthes of more energy efficient appliances,
white goods and appliances have now reached anpasimin enhancement of energy
efficiency with the current technologies.

In view of these facts, the relevance of energy dselighting and appliances in dwellings’
energy balance is increasing. Two main reasonbdeatentified:

1) they affect the electricity needs of the buildimglarastically raise the primary energy
use (because of the conversion factor for eletyjicince the nZEB target imposed
by the EPBD recast is based on primary energy ecopsan, managing the energy
uses related to highest share of the total buildimgrgy balance becomes crucial,

2) in the thermal energy balance of buildings, apgks, plug loads and lighting are
internal gains that need to be managed during #aiig and cooling seasons, in
order to properly size the systems and to ensurepamts’ comfort.

2.1 Building energy simulations, occupants’ behavior ad use of appliances

A building energy simulation is a theoretical regmetation of the status and operation of a
building, with the ideal goal of predicting accwigtthe real dynamics which govern building
energy uses. This prediction is dampened by tHeda&nowledge about the real functioning
of a building: final realization of constructiondatechnical installations and the utilization of
the building systems can lead to a significant naigiming between predicted and actual
energy use. Indeed these aspects are affecteck ire#th world by many unpredictable and
accidental factors, which are usually implementegimulation software by using arbitrary
assumptions. Among them, users’ actions in buikliegerged to be the crucial aspect to be
investigated for achieving realistic energy prddits (IEA Annex 53 Final Report, 2013).

With the raising awareness of the key role playgadcupants in affecting buildings’ actual
energy consumption, new methodologies and technaple to comprehend, describe and
reproduce the leverage of occupant behaviour oldibgioperation have been the object of
various studies in the current years. Realisticciigisions of occupants’ behaviour to be
embedded in simulation tools have been proposedhéyy researchers (Bourgeois et al.
2006, Rijal et al. 2007).

In contrast with the static description of occupbabaviour, based on assumptions made in
literature, the new approach to occupant behawsouulation, proposed among the firsts by

Nicol (2001) and Raja et al. (2001), takes intooaitt that users do not always make logical

choices and they act stochastically, not deterrigaily.

As stated by Papakostas and Sotiropoulos (199¢upamts’ behaviour in buildings includes
two main categories of actions: (1) operations agrat controlling the indoor environment
and (2) operations associated with the use of apgdis.

At the present stage, mathematical models desgribsers’ interaction with the building
control systems (1) were developed. The implememtatf these probabilistic behavioural
models in building simulation software is possib&xause they occur as a response to indoor
environmental conditions, which are outputs proditg the simulation tools.



The same method cannot be used when occupantstmper are associated with the use of
domestic appliances (2): no significant statisticadrelations can be found between indoor
conditions and use of equipment. Indeed the useapgliances is mainly driven by the
occupant’s practical needs, for instance willingcbmk food or operate the clothes- or dish-
washing machine. With the increasing role of eledtrads in buildings’ energy balances, a
realistic prediction of the use of appliances alg) poads is crucial nowadays.

2.2 Overview

In this paper, an approach for the definition oéalistic model of occupants’ use of appliances
and plug loads is proposed. Since the probabilsiidels predicting the use of appliances
cannot fit with the currently available simulatitools, a deterministic approach is presented
for the implementation. Daily profiles for the ueé equipment, composed of 24 hourly

values, and corresponding to a fraction of a gigeak load, are loaded in the tool as fixed
schedules.

However, “deterministic” does not necessarily meard realistic’. The study proposes a
method to create deterministic schedules, here daDadibrated Realistic Schedules (CRS),
based on field monitoring of actual occupants’ w$eappliances. The CRS predict the
occupants’ behaviour related to the use of appéisrand plugs for a given situation and
incorporate this behaviour in the modelling of Hing energy performance. In particular, the
focus is on the use of electric appliances in dngdl, where the component of electricity
consumption is for the majority unpredictable (W@l Newborough 2003). The method is
validated by implementing the learned CalibratedliR&c Schedules in IDA Ice, reproducing
the monitored building features and comparing nowad and simulated electric consumption.

The data used as basis for this study were gathiaréde context of an on-going Italian
initiative among private companies dealing with t®higoods and communication
technologies: the project aims at enhancing theggrefficiency of the entire house system by
providing users with information on household canption directly on the point of use.

Final purpose of this paper was to highlight thie raf a realistic description of the use of
appliances in influencing the predicted energy grerince of a building. With this goal,
simulations in IDA Ice were run and results werenpared. Energy consumptions of the
baseline model with Calibrated Realistic Schedulese compared to the energy consumption
of the same model running schedules proposed bytdhan standard UNI/TS 11300. The
schedules (hourly values as fractions of the pea#l)lwere first applied to the actual installed
power of the monitored appliances, then to the ageerinstalled power given by the same
Italian standard.

Results of the simulations showed a gap in the lsited electric consumption between the
model running realistic and standard schedulesrriefe to the actual installed power.
Compared to a standard schedule simulation modhel, dlectricity use doubled when
simulating the Calibrated Realistic Schedules.

3. SIMULATION

The present study investigated the role of realidéscription of the use of appliances and
plug loads, pursuing two subsequent goals:

1) proposing a method for developing realistic scheslfibr occupants’ use of domestic
appliances, to be implemented in simulation soféwdry using recorded electrical
energy consumption. The predictive power of thenled schedules, named Calibrated



Realistic Schedules (CRS), was tested by companmgitored and simulated electric
consumptions;

2) testing the suitability of the standard assumptiomposed by the Italian standard
UNI/TS 11300, for predicting electricity uses amdernal gains in a dwelling, by
comparing results obtained in simulations runnimg tealistic schedules previously
developed and the schedules given in the standard.

3.1 Calibrated Realistic Schedules

3.1.1 Data collection and elaboration

Recorded data of electrical energy consumption wesed to develop realistic schedules
related to occupants’ use of domestic appliances.

Data collection was performed in the framework of lalian initiative among private
companies dealing with communication technologiesl avhite goods, among whom
Telecom ltalia was a key actor. This collaborapveject aims at improving energy efficiency
in dwellings by providing users with information ¢meir household consumption directly on
the display of the appliance itself, on the smhadrme or on their computer by means graphical
user/friendly interfaces. With this purpose, sna@vices involved in the residential energy
management were developed and installed in triglldwgs around Italy: the electronic meter,
which is responsible for providing certified mebgridata; smart appliances, able to collect
their own metering data and to adjust their povagrsamption by modifying their behaviour;
smart plugs, able to collect metering data andrtplement a simple on/off control on the
plugged energy loads other than smart appliandes;hbme gateway, which acts as the
central coordinator of the entire home; and thearusr interfaces, i.e. all the devices used by
customers to monitor and configure their energyabetur. In the on-going testing phase of
the project, started in December 2011, the numbenstalled kits increased step by step,
reaching the total of 23 only in January 2013.

For the purpose of the present study, electriatysamption data, recorded with a 2 minutes
time-step by the electronic meter, smart appliamzbsmart plugs, were collected and analysed
in one trial user (coded as trial A), for whichday of monitored data and detailed information
about the household characteristics and the dweléatures were available. The chosen time
step for data elaboration was hourly, in order twmpare and combine the realistic
schedules deriving from data analysis with the dales proposed by Italian standards.

In trial A disaggregated data were available frohddnuary 2012 to 31December 2012 for:
electronic meter, smart plug, refrigerator, TV, tiag machine and dish washer. The
contribution of the unconnected single elementse mamed unconnected, among whom a
key role is played by lighting, was not possibleotigh recordings. For each set of yearly
monitored data (each smart appliance, smart plud) the unconnected load) a logistic
regression was inferred in order to understanchdf which parameters could influence the
data variation and the result was that the seaktreogyear, the day of the week and the hour
of the day were the most influencing factors indke of these domestic appliances. Following
these remarks, detailed disaggregated hourly @ectinsumption data from the smart
appliances — dish washer, washing machine, refiger TV —, the smart plug and the
unconnected elements were divided by season aealcim season the different weekly energy
consumption profiles were compared. This methodustering information takes into account



the differences in occupants’ interaction with hamneenities in different hours of the day, days
of the week and seasons of the year.

For each smart appliance and the unconnected appfiathe weekly energy consumption
profiles for winter (from 21-12-2012 to 31-12-2042d from 01-01-2012 to 20-03-2012),
spring (from 21-03-2012 to 20-06-2012), summern{frd1-06-2012 to 20-09-2012) and fall
(from 21-09-2012 to 20-12-2012) were plotted.

These data organization was the basis for theioreat the Calibrated Realistic Schedules.

3.1.2 Calibrated Realistic Schedules

The first step toward the development of realigthedules was the observation of the
monitored weekly electric consumption profiles. Peging on the considered appliance,
different usage trends were noticed and takenaotount for the creation of CRSs.

Similar trends were found in the use of washing mree dish washer and smart plug, on-off
white goods not used with a daily frequency. Irstbase the schedule creation method
consisted of:

1) calculation of average daily usage times (i.e. éxyer day);
2) calculation of the average weekly use (i.e. twieeyweek);
3) calculation of the average use duration (i.e. 2fiper time);

4) detection of the weekdays having the highes¢ frequency (i.e. Monday and
Thursday);

5) detection of the hours having the highest use #aqu (i.e. from 8 p.m. to 10 p.m.)
6) calculation of the average energy consumption wherse (i.e. 850 Wh).

Dealing with the use of TV, the data analysis réagt@an almost continuous use, all day long
and during the whole week. Therefore, even if aegalvith a classical on-off appliance, the
schedule creation steps were slightly differentfthe ones described above:

1) calculation of the amount of usage hours typica\adry weekday;
2) detection of the most frequent switching-on hour;
3) calculation of the average hourly energy consumpibto each week day.

A different approach was followed for the refrigera the only continuous use appliance in
the house. From the analysis of the seasonal wesekigdules it came out that in trial 7 the
refrigerator energy consumption was not constanday long, but presented periodical
significant peaks. Therefore the schedules toakaatount:

1) the average number of peaks per day and per week;
2) the average duration of each peak;

3) the average energy consumption during peaks;

4) the average consumption out of peaks.

Finally, the unconnected appliances’ electric comstion was analysed. Since their nature is
unknown - apart from the fact that lighting is wmdéd - the method followed to create the
calibrated schedules only relies on the monitor@des available; no average times of use or
peaks presence were considered and the schedudesmyaly derived from the calculation of



the average hourly energy consumption for every ofayhe week and, subsequently, by
regularizing the obtained average profile.

Summing it up, methods for the creation of schexlaee related to the single appliances’
monitored use. However a common approach amordjffieeent procedures presented comes
out clearly: the seasonal weekly profiles are altdal on the calculation of average values
for both the energy consumption and the usage tirhe. obtained seasonal appliances’
weekly use profiles can be implemented in simutasioftware as schedules for the use for
the equipment.

3.1.3 Implementation in IDA Ice

In order to verify the suitability of the proposedpirical methods for developing realistic
schedules, they were implemented in the buildingrgy dynamic simulation software IDA

Ice: the schedules were applied to a virtual mogj@loducing the monitored dwelling features
and then the simulated electric consumption resutiee compared to the monitored ones.

Purpose of the simulation model was twofold: on et to verify the ability of CRSs to
reproduce the actual electricity consumption, andther to assess the percentage relevance
that electricity consumption had on the total egecgnsumption of the flat. Since only
electricity consumption was monitored in the trihle thermal energy needs were simulated
in IDA Ice by implementing in the virtual model thphysical and thermal features of the
monitored house. No monitored data for heating @mahestic hot water were available for
comparison.

The simulated dwelling is a 2-levels flat, at tlop floor of a residential building in Turin

suburbs, built in the 90’s. The internal layousi®wn in Figure 1. Living-room, kitchen, the
2 bedrooms and the 2 bathrooms were the thermalsziaken into account in the simulation
software. Envelope properties were derived by thkah Typology Brochure, final outcome
of the European project Tabula, whose aim was awige national average data for buildings
properties regarding the residential sector.

Level1 i Level 2

| —,_

Kitchen

Bathroom 1

=t

Bedroom 2

Bedroom 1 Living room

Figure 1. Internal layout of trial A.



The flat is heated by water radiators with cerzeadi heat production (fuel: natural gas) and
temperature control and by an additional electriaalcoil (for heating and cooling) installed
in the attic. Plants’ operation hours were describg standard schedules for the heating and
cooling season and the chosen temperature setspegre 20°C for heating and 26°C for
cooling, as suggested by the 1l comfort categoegented in EN15251.

Information about the household’s characteristied the occupancy rate were obtained by
interviewing the occupants; the monitored familg@nposed by a married couple, a working
man out of home from 8 a.m. to 7 p.m. and a housewith a 3-years-old children and a 10-
month’s baby.

Once the model was built, the developed Calibr&edlistic Schedules were implemented
coherently with the requirements of the simulatsaftware: IDA Ice deals with the electric
load of the zones by generically dividing them ifgquipment” and “lighting”, while profiles
describing the use of single appliances were obthifrom the analysis of the monitored data.
Therefore, in order to implement the obtained s#ialischedules in each thermal zone of the
model, the single profiles were gathered accortiegappliances location in the flat. For each
zone the “comprehensive” Calibrated RealisBchedule became the schedule for the
equipment. The kitchen CRS for equipment includgfdgerator, dishwasher and smart plug
CRSs; living room CRS was coincident with TV CRStlBoom 1 CRS corresponded to
washing machine CRS. Unconnected use profiles,winiclude lighting, were implemented
in the software as “lighting” schedules, with loatsared among zones, adapting the figures
proposed by the ltalian project MICENE to the housgect of our study: 40% of
“unconnected” electricity uses in the living roo2Q% in the kitchen, 11% in bedroom 1,
15% in bedroom 2 (it includes a studio), 7% in e&eathroom. With all the calibrated
deterministic schedules implemented, a yearly sation, from £'January to 31 December
2012, was run for this model, here named “real daleereal power” model. In Figure 2 the
implemented weekly schedules for autumn seasodispi&yed as an example.

The dwelling’s yearly delivered energy simulati@sults were converted in primary energy,
in order to assess the weight of use of lightind eguipment on the total energy balance. As
defined by the AEEG, the Italian Authority for GdSgectricity and Water, the considered

primary conversion factor was 1 for natural gas 2/i@ for electricity



MAX = 1095 W

B I A A

APPLIAMCES KITCHEN CRS

MAX =800 W

[w]

APPLIANCES BATHROOM 1 CRS

£

MAX = 40 W
I 1 I I 1 I | I 1 LT 1
APPLIAMCES LIVINGROOM CRS

MAX = 650 W

LIGHTING {UNCONNECTED) TOTAL CRS

Maon, Tues, Wed Thurs, Fri Sat. Sun,
Figure 2: Weekly Calibrated Realistic Schedules tbe use of smart and
unconnected appliances in autumn.

3.2 Implementation of standard schedules from UNI/TS 1300

This section of the study aimed at verifying whettine schedules proposed by standards are
appropriate for describing the actual energy comqdions related to the use of appliances and
their effects on the building energy needs.

The Italian Standard UNI/TS 11300 was used asewrte. This standard defines a common
calculation methodology for assessing buildingsrgneerformances and it is divided in 4
sections, each dealing with different aspects efddlculation process. Schedules for electric
loads are given in UNI/TS 11300 Part 1, section“lh8ernal heat gains”. In residential
buildings, internal gains from equipment (includinghting) and occupancy are defined as a
single heat contribution normalized for thieof area (W/rf), whose intensity varies
according to the day of the week, the hour of thg @hd the room considered. Table 1 reports
the standard schedule. Two levels of applicatiothe$e schedules were tested in the building
model of trial A.

First, just the schedules, intended as hourly tiana of the fraction of a peak load, were
applied to the actual peak loads monitored in éaehmal zone of the flat and implemented



in IDA Ice. In Figure 3 the implemented schedules displayed. Occupancy schedules were
modified coherently and, with these inputs, a yeanulation was run. This built model was
named “standard schedule-real power”.

Then, both standard schedules and loads were ineplieah as schedules for equipment and
occupancy in the model. To properly share the malegains between occupancy and
equipment, as required in IDA Ice, the heat produmg the occupants in each thermal zone
was calculated (converting MET to W/rand multiplying this value for 1,8 mthe average
human body area) and deducted from the total iateyains. The obtained internal gains are
shown in Table 2. With these schedules implemersdieown in Figure 4, a yearly simulation
for this model, named “standard schedule-standavweep’, was run.

For each simulated model, the annual deliveredggneas converted into primary energy by
applying to the different energy carriers the #alconversion factors defined by AEEG.

Table 1. Schedule for internal gains in residentiaildings proposed by UNI/TS 11300.

Kitchen, living room Other rooms
Days Hours (@ocot Peque)/ AWM | (@oset Dequp)/Ar[W/m?]
7:00-17:00 8 1
Working days 17:00-23:00 20 1
23:00-7:00 6
7:00-17:00 8 2
Weekend 17:00-23:00 20 4
23:00-7:00 2 6

®occ = internal gains produced by occupants
Dequip = internal gains produced by the
equipment A= floor area

Table 2. Internal gains from equipment obtaine@mehg the UNI/TS 11300

. . bedroom | bathroom | bedroom | bathroom
kitchen | livingroom
Days Hours 1 1 2 2
(W] (W] (W] (W] (W] (W]
7:00-17:00 125 128 15 5 21 2
17:00-

Weekdays 53:00 313 319 15 5 21 2
23:00-7:00 31 32 88 28 128 14
7:00-17:00 125 128 29 9 43 5

Weekend 17:00- 313 319 59 19 85 9

eekend | 5300
23:00-7:00 31 32 88 28 128 14
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Figure 3. Weekly schedules for the use of applisacel lighting in the “standard schedule-
real power” simulation model.
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Figure 4. Weekly schedules for the use of appliaacel lighting in the “standard schedule-
standard power” simulation model.

4. RESULTS AND DISCUSSION
In this section, results of the two phases of €search are presented:

1) the results of the simulation model running the €R& compared to the monitored
data and the relevance of electricity use on tted emergy needs in shown;

2) the energy needs of the virtual model running C&sdel “real schedule-real
power”) are compared to the energy needs of theeiasing standard schedules
(model “standard schedule-real power”) and standattedules and power (model
“standard schedule-standard power”).

4.1 Calibrated Realistic Schedules

Results concerning electric consumption comingfrarh the simulation run are indicator of

the predictive power of the implemented CRSs; tbhser they are to the monitored values,
the higher the predictive power. Beside the gapweeb real and simulated electric
consumption, the presence of recorded data andrdieibility was object of analysis for the

electronic meter.

On a yearly basis, 84% of the recorded data wasidered valid (5% missing, 11% not
reliable). The monthly percentage of invalid dagashown in Figure 7, in relation to the
monthly monitored and simulated electric consumptf connection between the percentages
of unreliable data and the differences betweenipieal and monitored electric consumption
comes out clearly.

Once the amount of valid data is defined, a moi@ined comparison between simulated and
monitored electric consumption is possible. Sinmedatand monitored yearly electric
consumption are compared; the discrepancies bettheeactual and the predicted values are
highlighted in terms of total electric consumptiom Figure 5 and divided in electric
consumption for each thermal zones’ equipment andlf the unconnected appliances (here
defined as “lighting”) of the whole flat in Figufe



The relevance of the electricity needs on the tet&rgy needs of the house is shown in terms
of primary energy in Figure 8: lighting and equiptheover 37% of the building primary
energy demand.
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Figure 5. Total monitored and simulated annual gleity use for lighting and equipment in
trial A.
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Figure 6. Monitored and simulated annual electyaiise for lighting and equipment in each
considered thermal zone of trial A.
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Figure 7. Monitored and simulated monthly electsiaise for lighting and equipment
of trial A, in relation to the amount of invalid @arecorded.

Primary energy breakdown
of the model implementing CRS

El Lighting Equipment B Cooling
EHVAC aux B Heating ODHW

18%

.

32%

Figure 8. Primary energy breakdown on the “real edhle-real power” model.

4.1.1 Discussion

Observing Figure 5, the first general remark ig Simulated electric consumption is higher
than the monitored one. However, this evaluatiothoeimplies monitored data to be reliable
and continuous. Nonetheless, during the monitodampaign many tests on the installed



kit were performed and some unexpected problems Veered during the monitored period.
Therefore observations about simulated VS. mordtoetectricity were coupled with
information about the quality of the monitored dathis comparison allowed understanding
that the mismatching was an expected outcome: whe#esimulated energy consumption
covered the whole year, the monitored one missetsecordings.

Regarding the data availability, several but shmtes in recordings, common to all the
components of the kit, were detected. Dealing wdldita reliability, the only certain
knowledge about the recorded data is that therel@ctmeter electric recorded values should
always be higher than or equal to the sum of teetet loads of the smart appliances and
plugs. This is the reason why detecting the amotinvalid data — missing or not realistic -
coming from the monitoring campaign was possibly @or the electronic meter.

Figure 7 shows the widest gap between simulatedvamdtored data when the percentage of
missing and invalid monitored data is the highdstyand August). In July the difference of
132 kWh between simulated and real energy consomjsi coupled with a total percentage
of missing and invalid data of 60%; in August deténce in predicted and real electricity use
of 148 kWh show up with a share of not consistatadf 64%. Excluding the electricity
consumption for July and August, the simulated ltesaver-estimate the actual energy
consumption of a monthly average percentage of 24%.

As shown in Figure 6, in thermal zones where th&E€®Rere coincident with smart appliances
— single or sum of them — schedules (TV=living roomashing machine=bathroom, dish

washer+plug+refrigerator=kitchen), the CRSs’ predécpower was high. On the opposite,

the simulated yearly electricity consumption forcannected appliances shows a significant
discrepancy (+40%) with respect to the monitored.d@easons for this gap have to be found
both in the quality of the monitored data and ie thethod applied to create CRSs. Since
the nature of the unconnected appliances is unknthenschedules were based only on the
calculation of average hourly values: results harexed that this method does not provide
realistic prediction.

Figure 8, showing that 37% of primary energy nesdfdbe simulated building are for lighting
(18%) and equipment (19%), confirms the importantdaking into account these loads
during the very first design stages, when a desig@rgy rating is required. Moreover, it must
be noted the presented energy breakdown refersdteelling with poor thermal properties,
typical of the building type and year of constranti(e.g. U external walls=0,59 W#j). In
new or renovated buildings, complying with stricearergy performance requirements, the
percentage relevance of electric loads grows furthe

4.2 Implementation of standard schedules from UNI/TS 1300

In order to investigate how realistic and standscdedules influence the simulated energy
consumption of the same building, results of 3 $ation models — “real schedule-real power”,

“standard schedule-real power”, “standard schedtdadard power” — were compared. The
only differences among models were the implemersteltedules for occupancy, lighting

and equipment.

In Figure 9 the differences in yearly internal gaamong the models are shown. The graph
presents the different shares of internal gainstdusguipment (appliances and lighting) and
to occupants, in order to highlight the prevailimoie of appliances and lighting. The biggest
gap in prediction is shown in the “standard schedall power” model, where they are about
3 times higher than the “real schedule-real poware. On the opposite, using standard



schedule and power provide quite similar elecyricises. The monthly equipment electricity
consumption for each model is shown in Figure 10.

Additionally, aiming at verifying the influence different schedules for the use of appliances
and lighting on a building energy use, for the dated models the total primary energy need
and the percentage relevance of each energy ugecaieulated, as presented in Figure 11.

Internal gains breakdown
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Figure 9. Internal gains from occupants, equipmemd lighting for the 3 models “real
schedule-real power”, “standard schedule-real poiyéstandard schedule-standard
power”.
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Figure 10. Monitored and simulated (3 models) mhn#iectricity consumption for
lighting and equipment.
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Figure 11. Annual primary energy breakdown and patage relevance of each contribution
to the total for the 3 models

4.2.1 Discussion

Results shown in Figure 9 suggest two differentatle strategies to follow for including
equipment loads in the design stage: either stdng@ues and standard power, or realistic
schedules and real power should be implementedmulation software to have realistic
electricity prediction. Indeed, in the “standardedule-standard power” model, used in the
design stage energy rating, electricity consumpktorequipment is 16% higher than the “real
schedule-real power” one, which is an acceptabpFaqimation. On the contrary, applying
standard schedules to the actual installed powggrifgiantly overestimate the electricity
energy uses (+223% with respect to the “real-reabidel). Therefore, when detailed
information about the house equipment are availdabRSs are more appropriate to estimate
the actual energy consumption.

Accordingly, the total primary energy needs of gheimulated models, displayed in Figure
11, are slightly different between the “real-reafid the “standard-standard” models’ primary
energy (+ 6%), and show a wider gap between tha-feal” and the “standard-real” ones (+
75%). Besides the obvious variations in primaryrgpelue to the use of the equipment - +
223% in “real-standard” and + 16% in “standard-d&ad” - the energy uses for heating and
cooling are also varying because of the differatgrnal gains.

Heating needs are almost unvaried in the “standtmdard” model (+1%) and are 25%
lower in the “standard-real” one. Cooling needgeéase respectively of 27% and 24% in the
“standard-real” and the “standard-standard” modtemust be noted that the very similar
cooling energy uses between these 2 models, haeingdifferent equipment internal loads,
are due to the limited cooling capacity of the afistd fan coil. In this naturally ventilated
dwelling, the extra internal gains in the “standeedl” model are balanced with a 67%
increase in the heat losses through infiltratioms @penings.

Additionally, Figure 10, showing the monthly valuefsinternal gains, highlights the reason
for the increasing cooling needs in the modelsgustandard schedule, which do not consider
seasonal variation. Indeed, the schedule proposedJMI/TS 11300 overestimates the
equipment electricity consumption in spring and swemn leading to increased cooling needs.
In the simulated buildings, the difference in cogliload from model “real schedule-real
power” to the ones using standard schedules isté&i%, but in buildings with mechanical
ventilation systems a more significant increasiag be assumed.



5. CONCLUSION

This study investigated a methodology to realiflifcpredict the electricity uses for
appliances in dwellings by means the implementatib@alibrated Deterministic Schedules
(CDSs) in a simulation tool.

First, a method for creating deterministic scheslble to provide realistic prediction of a
household’s future energy related behaviour basethe household past behaviour, suitable
for implementation in simulation software, was greged. The Calibrated Realistic Schedules,
developed from the analyses of one year of mordtatata in a dwelling, were tested
through simulations and the simulations resulteegaypositive feedback to the method: even
if the simulated total annual electric energy cangtion differs from the annual monitored
value of for 23%, this gap was caused mainly by l#duk of consistent data and by the
uncertainties in dealing with the monitored datauinconnected appliances. When data were
available and the nature of the white good was knawe accuracy of the prediction was
high, as proved by the very similar electric conption for the simulated and the real use
of the washing machine (simulated energy use 13ghehnithan monitored) and the TV
(simulated energy use 7% higher than monitored).

From the authors’ standpoint, this section of ttuely creating specific behavioural patterns
for a single family, is just an intermediate stegvard the creation of energy use profiles
typical of homogenous groups of users. Startingnftbhe assumption that households with
similar characteristics (family and house type) ldeely to show similar energy consumption
patterns (Guerra Santin 2011), the analysis oflaimuisers’ energy profiles will lead to the
creation of normalized profiles related to the ssgroup.

The second step of the present study was to assess,the CRSs were developed, the
influence of different schedules for the use of l@mges on a baseline simulation model.
Delivered and primary energy of 3 models, using @GR&real loads, UNI/TS 11300 schedules
and real loads and UNI/TS 11300 schedules and leasle compared. Results showed

similar equipment electricity use (difference of KWh/mfyear) and primary energy

(difference of 11 kWh/Ayear) for the “realistic schedule-real power” ar t‘standard
schedule-standard power” models On the oppositplyiag standard schedules to real
installed power entailed more than doubled prediefectricity uses for the equipment. As a
conclusion, values for usage times and power frad/T5 11300 are appropriate references
for predicting the equipment energy uses at thegdestage.

Beside the similar results obtained in models “reahedule-real power” and “standard
schedule-standard power”, this study pointed oatribk of oversizing the cooling system
when using standard schedules and loads: thesdwdebelo not take into account the lower
use of equipment in summer, leading to higher ptedi internal gains and consequent
cooling needs.

On the authors’ view, these findings open possiedifor further investigations on the topic,
such as studying the influence of implementinger#iferent schedules for use of equipment
in a high performing building with mechanical véaiiion, where internal gains plays an
important role. Moreover, this study only provee tteliability of standard schedules in
replicating the energy behaviour of a specific etwdd type. It would be interesting to
investigate whether the same results are obtainednwanalysing different household
compositions (e.g. singles, old couples).
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The Energy Performance Certification: A tool for smarter cities?

S. MONFILS, J.-M. HAUGLUSTAINE
MUniversity of Liege, Belgium

1. ABSTRACT

One of the existing tools that could help createmyart citiesis the Energy Performance
Certification (EPC) of residential buildings, byroducing energy efficiency as a comparative
criterion for real-estate purchase choices, infbugy real-estate market value, stimulating
energy saving investments, moving the housing madseards greater energy efficiency and
creating comprehensive databases which are fundahfienshaping smart strategies on urban,
regional and national levels. The impact on po&triiuyers or tenants is crucial in order to
reach these goals but EPC’s results, in their &aébman, do not help raise people awareness:
often distant from reality, overestimating consuiomt they usually result is a general
misunderstanding and misuse of the document.

This study aims at verifying that the actual catioin method used in certification could
approach real building consumption, by using adddl data on occupant behaviour and
household characteristics. It first presents thecepts behind smart cities, then an overview of
the uncertainties that weight on the Belgian dedtfon calculation method parameters. It also
presents variations that could be applied to th€ ERlculation method in order to add
behavioural parameters... inspired from case studibsgildings.

Keywords: energy performance certification, behaviouratgrats, smart city.

2. INTRODUCTION

A new strategic concept recently appeared on tliedean energy efficiency landscape: smart
cities, defined as “cities well performing in gomance, economy, environment, mobility,
people and living, built on the ‘smart’ combinatiah endowments and activities of self-
decisive, independent and aware citizens” (Giffmgeal, 2007).

In order to reach energy efficiency at any leveinlan factor is crucial: on one hand, efficient
solutions (regarding transport, building energyszonptions, water and waste management...)
have to be implemented by an intelligent decisiakimg authority who understands the
complexity of the urban context and its impact®owironment. On the other hand, smart cities
authorities need smart citizens, who are awareneif tenvironmental impact, to use smart
solutions to their full potential. In the field ofsidential use of energy, people are therefore a
crucial parameter of both the problem and its smhut

“Against the background of economic and technolagahanges caused by the globalisation
and the integration process, cities in Europe faw challenge of combining competitiveness
and sustainable urban development simultaneoudyy ®vidently, this challenge is likely to
have an impact on issues of Urban Quality such @ssimg, economy, culture, social and
environmental conditions.

European Union’s strategy for a sustainable growthkes the building sector energy
consumption reduction a central objective for nregethe commitments taken under the Kyoto
protocol on climate change. At a worldwide scales sector is thus regarded as one of the most

L http://www.smart-cities.eu
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cost-effective options for saving G@missions (IPCC, 2007). Newly built housing can
obviously enter the “smart cities” frame more gafian the existing building sector, but a tool
has been developed to target this potential: theoggan Union introduced (through the
2002/91/CE European Directive) Energy Performanegtifates (EPC), which should
provide clear information about the energy perfarogaof a building when it is sold or rented,
including an assessment of the building energyoperdnce and reference values, allowing
performance comparisons between buildings. The BRG includes recommendations for
technically possible improvements. It is believéattthe clear information given by the
certificate should increase investments in eneffigiency, move the housing market towards
greater energy efficiency, influence real-estateketavalue and help built up comprehensive
benchmarking databases, which are fundamentah&pisg smart strategies on a local (‘smart
cities’), regional (‘smart regions’) and nationavéls.

The impact on potential buyers or tenants is tloeeefrucial in order to reach these goals. Two
different families, living in two identical homesould receive identical EPCs, but their real
consumption would vary from one to three or fouPQ, 2005), depending on occupants’
behaviour and household characteristics. The aatakulation method does not provide
realistic results, and this is confirmed by endiljg; as a consequence, crossing several studies
that have been led in Belgium (Vanparys et al. 220the UK (Laine, 2011; O’Sullivan, 2007)

or in Germany (Amecke, 2012) allows us to draw ganeonclusions: the EPC is often
considered unhelpful, unrealistic (and thereforstrast), distant from reality, overestimating
consumption, too long and technical, confusing...

This proves that, in order to achieve its goals, EHPC needs to be improved, by closing the
gap between theoretical and real consumptionswéys it can be understood, trusted and used
by its owner.

3. UNCERTAINTY PARAMETERS OF THE EPC

The first step is to identify in the regulatory @ahtion method those uncertainty parameters
that create a gap between calculated and measamedraptions and put the software precision
into perspective. The idea here is not to questia@Ty parameter or to blame the calculation
method, as it often results from a difficult balartwetween necessary parameters, precision
possibilities and the time and cost required to enakull calculation. Any parameter could be
pointed out as uncertain, as it is often the réfiecof an average or a disadvantageous default
value that secures best results when more preafeanation is available. The calculation
method has been designed to compare buildingghewtusers; this paper will focus on those
general shortcuts that have been decided in oodsithdraw human factor from equations.

First to be pointed out is the fundamental chbtbat led to the use of a standardised
consumption calculation method instead of a medsdata based method. Measured
certification normalizes real consumption data irden to reach standardized energy
consumption, using calculation parameters suchiraste, building size and type, behavioural
habits and pattern of use (EPBD, 28)1Besides the need to divide the measured engetgy i

its different uses, adjustments to standardisedggnese can be a huge problem, as real
consumption data are obviously greatly influencedthee behaviour of the occupants. In
contrast, the calculated energy rating evaluategp#rformance using building characteristics

2The 2002/91/Ce and 2010/31/UE European Directivgp®sed domains of energy consumption that had to be
considered, but left the choice of the calculatitethod and its details to the member states (@omej

3 This source states that, in 2010, Sweden, Finl@edmany and Luxemburg used measured data. Evezy oth
country used calculated consumption to assesddirmis performance.
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(as close to reality as possible), default valuggef no accepted proof of a more accurate value
is available) and standardized parameters (whiohatabe replaced by more accurate values,
even if they are known).

The Belgian regulatory calculation method uses, dotside climate, the average monthly
temperature in Uccle (Brussels) for the last 50rgjepreventing “unnecessary” geographical
differentiation in such a small country. But vaioas do exist: there is a 3°C variation gap in
the annual average temperatures of the main Bebfjiaatic statio; one can easily argue that
the lower the outside temperature, the higher tieegy consumption in order to reach the same
indoor climate.

In order to “certify the building, not its usergiccupants’ behaviour, comfort and building
occupation have been standardized: the whole dwei$é considered used at all times, and
heated at a constant temperature of 18°C; thoughgreent occupation increases internal loads,
it also extends heating periods and, thereforaggremnsumption. Reality displays a complete
range of behaviours, set temperatures and headipitstthat are bound to influence greatly the
final energy consumption. Examples of previous issicbn behaviour — related residential
energy consumption are given by P. O. Fanger (193J/#M. Hauglustaine (1979), L.
Lutzenheiser (1993), H. Wilhite et al. (1996, 198&1 2000), A.-L. Linden et al. (2005), G.
Wallenborn (2006), De Groot et al. (2008) or, maeently, O. Guerra-Santin (2010) and B.
Allibe (2012). These studies pointed metabolisntjvag, gender and clothing amongst
important comfort factors, provided insight intohbgioural patterns (describing the inside
climate as a rather energy-intensive heating hatit)showed variations in household
behaviours, equipment rates and energy consumption.

The building being ideally empty of any occuparather ways of estimating behaviour-related
consumptions have been imagined, such as domestigater (DHW, which should be based
on the number of inhabitants and personal hygiealit$), ventilation rates (normally
depending on household composition and windows iogemabits) or internal gains (with no
consideration for the level of equipment or humesspnce). Those consumptions are, indeed,
evaluated on the basis of the protected volume only

We will, in this paper, focus on the behaviouraiafales that could be added to the calculation
method in order to close the gap between real atwh&ed consumptions.
4. SIMULATION

The study concentrates on three dwellings, eadlesepting a widely spread building typology
in Belgium. We created for these three dwellingseE®C with precision and respect to the
regulation. Then we created “alternative” certifesaby entering the calculation method and
establishing different values for standardized petars, in order to compare results.

4.1 Dwellings and households description

4.1.1 Apartment

The first dwelling is a two bedrooms apartmentated in a 1920’s building in Liege:
- Total heated floor surface (Ach): 95 m2 (walls ud#d);
- Total heated volume (Vp): 330 m3 (walls, floor asailing included);
- Its envelope is composed of brick walls, concriters and ceilings and recent (2011)

4www.meteobelgique.be
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double glazed windows. The average envelopealUe (according to regulatory
calculation method) is 2.2 W/m2K;

- There is no ventilation system; the owner, howewpens his windows quite often,
even during winter (at nights). An extractor hondhe kitchen exhausts vapour when
preparing meals;

- The system producing heat and domestic hot wager c#d (1985) shared (between ten
flats) oil-fired boiler (the EPC considered a 68fficeency for heat production, 40%
for hot water production); a non insulated hot wabdep with a very low efficiency
(30%) worsens the global efficiency. There is rerimostat in the dwelling, so that the
owner heats up the place with only reference te@bimsfort, and shuts down the system
at night (or when opening windows).

- It is occupied by a single person, who works firlie outside of his apartment (only
heating in the evenings during the winter weeks),i®often present in the week-ends.
He is aware of his environmental impact and tiodgit his consumption. The heating
is usually completely shut down from May to October

- He owns a relatively high number of electrical @mouent, but he tries to completely
shut some of them down when possible.

The results of the regulatory calculation indicatéotal primary energy consumption of a
148,933 MJ per year (which represents a speciiincgiy energy consumption of 433.4 kWh/mz?
- labelled F on the EPC scale - or an equivalentdaesumption of 3,835 litres per
year).

The real average consumption however (which datddconly be collected for the three
previous years), is approximately five times loiaound 800 litres of fuel per year).

4.1.2 Detached house

The second dwelling analysed in this study is aemrecent (1985) detached house, in the
suburbs, quite representative of the post-WWIl a&xittban development, representing about
15% of the Walloon housing (Monfils and Hauglus&if013). It has:

- Atotal heated floor surface ¢4 of 205 m2 (walls included);

- Atotal heated volume @ of 517 m3 (walls, floor and ceiling included);

- An envelope composed of cavity walls (with unknopnesence of insulation — the
default value considers them to be slightly insedatiue to the building date), concrete
floor (insulated with 4 cm of expanded polystyrenegll insulated roofs and ceilings
(20 to 24 cm of mineral wool witnessed by the derl and double glazed windows
(from different manufacture dates). Its calculagkubal average U-value is 1 W/m2K.

- Anincomplete ventilation system (only natural extron from both bathrooms).

- Arather recent (yet high temperature) oil-firedléoproducing heat and domestic hot
water heating system (global efficiency: 66.4%Heat production, distribution,
emission and storage, 65% for hot water); a thetaboplaced in the living room,
monitors the temperature and insures a constai@ #ilwinter days, 16°C in winter
nights. There is also a wood-supplied fireplaceictvithe owners like to use in winters
and mid-seasons.

In this house lives a family of four (father, matlend 2 children). The father works out of
home, the children go to school (away from homenfi® AM to 4 PM in average, even on

Wednesdays, when they go to sport activities) aednother works outside of home also, but
is present when her children are. They consider tioeise well insulated and heat for comfort.

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014
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They usually use the boiler for heating from OctaleeMay (included), and use the fireplace
as extra, also in mid-season periods if neededtH&ytwould not give specific periods of non-
heating, for “it depends too much on Belgian wedthe

The regulatory certification would present an athtlu@oretical consumption of 299.4 kWh/m?
(221,727 MJ or 5,703 litres of fuel-equivalent),igéclasses this building at the D level of the
certificate scale.

The real consumption data, relating to the lastyesrs, reveals a real consumption around
2,500 litres a year (around 25,000 kWh). The ragudea of wood in the fireplace (around 1 ton
a year) adds another 3,500 k¥¥b the total (28,500 kWh or 140 kWh/m?2.yr).

4.1.3 Row house

The third dwelling, which also represents aroundo186f Walloon dwellings, is a three
bedrooms row house, built in the early 1970’s:

- It has a total heated floor surface:ffof 225 m?, for a total heated volumep)\6f 612
m3. These unusually high values (for this kindygfalogy) translate the inclusion of
basement rooms, indirectly heated through the sfsircase;

- This building has been slightly renovated on sdvareasions. As a result, (relatively
thin) layers of insulation here and there improlre bverall thermal efficiency (the
average envelope U-value is 1.6 W/m2K).

- The only ventilation system is a mechanical extnaict the bathroom. Attention is paid
to close windows when the heating is on.

- The heating (and hot water producing) system isther new condensation boiler
(global heat system efficiency: 80%; global hot evasystem efficiency: 75%); a
thermostat is set to keep the temperature at 16t @Dglicold nights and 21°C during
cold days; an external probe measures outside ratope and communicates with the
boiler. A wood fireplace is present in the livirgpm, as an extra heating source.

It is occupied by a family of four people as wellth grown-up children (one of which leaves

the house for the whole week, but was presenhiperiod covered by the real consumption
data). Both parents work full-time, the mother Igethere for her children after school. They
are environment-conscious and careful about tlegisemption.

Its calculated annual consumption rises to 3,608sliof fuel-equivalent (or 152,229 MJ),
whereas the real consumption reaches 2,000 mstofahagas and around 1 ton of wood per
year. The announced specific consumption, 188.5/kM/twould credit the building with a C
label on the official scale.

4.2 Tool

This study uses the regulatory EPC calculation otktfWallonia, 2013) provided by the
Walloon public administration in charge of the daration, for the simulations. The only
official tool implementing it, however, does noloa any modification: we therefore used an
Excel sheet. This tool was initially developed,drefEPBD implementation, to help voluntary
architects to undertake an early evaluation of ttle#nts’ house performances, in exchange for
advice and subsidies in the “Building with Energyaturally” action frame, set up since 2004
by Wallonia in order to introduce the building seawith the EPB regulations). The sheet has
been modified to stick to the certification caldida method, and is used in parallel with the

5 Considering 1kg of wood supplies 3,5kWhttp://www.apere.org/index/node/f1

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014



P11, Page 6

been modified to stick to the certification caldida method, and is used in parallel with the
official certification software (for U-values or stgm efficiency default values, for example).
For each of the following parameter variation, inedifications proposed to the equations will
be explained.

4.3 Modification of the calculation method

In this next part, we will develop the method useshtroduce new parameters in the calculation
method, such as the “real” inside set temperatact @utside climate, the equipment rate
(influencing internal gains and electricity consuiop) or the occupation rate of the building,

which influences heating periods and internal gaaisulation.

4.3.1 Climate and location

Climate can (even in small Belgium) be dependartheriocation, and it obviously influences
heating habits and real annual consumptions. thsekerefore important to assess the variation
gap brought by the “single climate zone” hypothesgsng more realistic climates from cities
closer to the actual location of the studied dwghi Spa for the row house, Liege (Bierset) for
the others. The data, given by the official Belgraather forecast websitecorrespond to the
years for which we possess real consumption data.

In the official calculation method (Wallonie, 201#)e targeted parametertism, the average
monthly outside temperature. The table hereundewsthe official values €lline) and the
average (between 2003 and 2013) temperatures iragpd.iege. In the following graphs,
monthly temperature of each year have been usealanlations, in order to compare with real
consumption data.

Table 1: Average monthly temperature comparison

Average monthly | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec
temperature

Oe,m[°C]

Uccle (official) 32| 39| 59| 92 | 133 16.2| 17.6| 176| 152 | 11.2| 6.3 | 3.5
Spa (average 02|-01|54| 87 |116| 146 | 16.2| 16.2| 13.1| 9.3 | 55| 0.7
2010 to 2012)

Liege (average 2 16| 69| 102 13.1| 164 | 182 | 179 | 147 | 109 | 6.9 | 2.4
2010 to 2012)

4.3.2 Internal gains

It is widely acknowledged that inhabitants (theimber, habits and equipment) influence the
consumption (EPBD, 2011; Hauglustaine, 1979; Hatgloe, 2002; Guerra Santin, 2010) by
increasing heating and Domestic Hot Water (DHW) aedy as well as internal loads; these
last are composed of metabolic loads (dependingatity on the occupation rate, clothing,
activities...) and equipment loads (mainly dependamgthe equipment level and devices
efficiencies).

In the official calculation method, internal gaimary linearly with the protected (heated)
volume; the monthly internal loads (from both meteédms and equipment) are evaluated as
follows:

Qi,seci,m = (0,67 * VPER + 220) * tm * Vsec,i/VPER 1)

6 \www.meteobelgigue.be
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With:
- Qiseci,mi the monthly internal gains for the energy set@tgJ];
- VrerR the protected volume of the dwelling [m?];
- Vseci the protected volume of the energy sector (plith® unit heated and cooled by
the same systems) [m3];
- tm: the length of the month [Ms].

The proposition in this study consists in takingiare realistic approach on the evaluation of
internal loads, considering electrical equipmeghting and dwelling occupation. For each of
the houses, a small questionnaire to the occupdlotsed to set up the list of actual equipment
that are used in the dwelling, as well as all otb@rameters that will be discussed below
(number of inhabitants, heating patterns...).

Equipment

Only main appliances were considered here: fridgesezers, electric hobs, ovens,
dishwashers, microwaves ovens and extractor hoodhe kitchen; washing and drying
machines, irons and vacuum cleaners in the laungigvisions, computers and others
entertainment devices in the living room. Their @gainconsumption has been evaluated (see
table 2) according to literature (Hauglustaine, &9Bidler, 1998), technical product
specifications from commercial websites, averagegrovalues and use pattefnk order to
consider the consumption due to other small appisnoccasional uses and sleep modes, a
consumption of 100 kWh/year + 25 kWh/person.yeadded to the total. By hypothesis, we
considered that the whole installed power takesipdhe internal loads. The complete list can
be seen in the table below.

Some appliances are used all year round, othekgignoccasional times. For most of them
however, the size of the chosen device or userpatten depend on the number of inhabitants,
the area of the dwelling (influencing the use & Wiacuum cleaner for example) or the tendency
to adopt environment-friendly behaviours (which dan obtained from the questionnaire).
Theses parameters were taken into account forath&umption evaluation.

For each case study, the sum of every applianaesuagptions is therefore made considering
the questionnaire each household filled, then tbeesponding daily internal loads are
evaluated as follows:

Qe.d= (Ca * ta * 1000)/Ny (2)

With:
- Qe the daily internal loads due to the equipment [J]
- Ca: Sum of every appliances consumptions [kWh/year];
- ta: the length of the day: 86400 seconds.
- Nn: the length of the year: 8760 hours

7 www.energuide.bie www.curbain.be
http://documentation.bruxellesenvironnementyew.lesnumerigues.com
http://energie-developpement.blogspot.be
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Average , Consumption Case studies consumptions
g Considered use pattem -
EQUIPMENT power N Per cycle Annual [kKWh'vr]
[W] Fixed Variable [kWhicyele] | kWhivr] | [kWh/pers.yr] | Apartment | Detached house | Row house
Fridge A+ (with freezer) continuous 117 9
Fridge A++ (wilh [rescer) conlinuous 168 14
Fridge A+ (with freezer) continuous 212 19 288 288
Other fridees continuous 277 25 302
Elecirical hubs 1500 | 15 min‘day | 5 min‘pers.day 130 45 310 310
Separate freezer A~ continuous 74 14
Separate freezer A+~ continuous 165 16 22
Separate freezer A+ continuons 205 18
Other freezers continuous 300 20 380
Dishwasher A+ 1 cycle/pers.week 0.83 42
Dishwasher A<+ 1 cycle/pers.week 0.92 46 184
Dishwasher A-ou A 1 cyele/pers.week 1 50
Other diskwashers 1 cyele/pers week 12 60 60 240
Microwaves ovens Q00 |30 min‘'week | 10 min pers.week 22 g 30 54 54
Oven 2500 |30 min/week | 10 min/pers.week 60 20 80 140 140
Extractor hood 120 | 15 min‘day | 5 min/pers.day 11 4 25 37 37
Washing machine A—— 1 eyele’week| 1 eyela/pers week 0.85 43 43 215
Washing machine A++/A+ 1 cyele/week | 1 cycle/pers.week 1 50 50 100 250
other washing machine 1 cyele/week | 1 eycle/pers.week 12 120
Dryer A+i+ 32 \\'-P?](S.'.}T 1 eyele/pers week 1.43 45 f
50 weeks/vr 1 cycle/pers.week T
D A 32 weeks/vr 1 cycle/pers week 175 56
? 50 weeks/'vr 1 evele/persweek 815
Drver Ax 3j2 \\'eeks-.}'r 1 eyele/persweek 295 72 i 288
50 weeks/vr 1 evele/pers.week 112.5
Diyer & %2 weeks/vr 1 cyele/pers week - IIS__-I
50 weeks/vr 1 cvele/pers week 185
Other divers f: weeks/vr 1 cycle/pers week 4 128 512
50 weeks/vr 1 cyele/pers.week 200
Iron 2400 | 1hr'week |30 minpers.week 120 60 180 360 360
Vaccum cleaner 1820 1 min/'m* week 1,52% 115:5 230.2 2718
Televisior (new_ flat 50 20 h'week 50 50 50 50
Televisior 2 (old, flat) 100 20 h'week 106
I'elevision (cathod screen) | 150 20 hiweek 15C
Flat screen computer 130 20 hiweek 13C
Cathod screen computer 150 20 hiweek 150
Laptop 25 20 hiweek 25 25 25 100
(TVD/ADSL) decoder 25 20 hiweek 25 25 25 25
Wi-Fi/TV/ Telephone router] 20 continuous 752 175.2 175:2 175.2
OTHEERS (small
appliances, occasional uses 100 25 125 200 200
and sleep modes)
o _— [k\'ﬂ: :1-} 129_2_7 28304 3394
2 [Wim?] 155 1.57 1.73

Occupation pattern

The occupation pattern influences heating andihghperiods (see below) as well as internal
gains. 4 different patterns of use have been pexptsthe users, and internal loads have been

evaluated in accordance:
- Pattern 1: someone is present the whole day, whkithen split between 8 hours of
sleep, 1 hour of family morning presence, 10 hadirsight work” during the day and

5 hours of family evening presence.

- Pattern 2: someone is present half the day, wisidplit between 8 hours of sleep, 1
hour of family morning presence, 4 hours of “ligidrk” at home, 6 hours of absence

and 5 hours of family evening presence.

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014
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- Pattern 3: the household is present 8 hours a (stgep), 1 hour in the mornings and 5
hours in the evenings; the house is empty of oagugdar 10 hours a day.

- Pattern 4: the house is considered unoccupied4fdrolirs a day, the household being
there 1 hour in the mornings, 1 hour in the everamgl 8 hours at nights.

Users were asked, in the questionnaire, to desantaverage week using these four patterns;
the number of days a week corresponding to eadierpat then used to calibrate monthly
loads. For each period (sleep, morning presengepisence, absence and evening presence)
of each pattern, internal loads are evaluated ks

Qo,ij = Po,ij* Noiij * to,i (3)
With
- Qo,ij: the internal gains due to occupation patternanduhe period ‘i’ of the pattern
Nk
- Po,j: the load due to the metabolism of the personemteguring the period ‘i’ of the
pattern ‘j'(ISO 7730: 2005):
o Po,j=80 W/person at night;
0 Po,ij =100 W/person during mornings and evenings;
0 Po,j =120 W/person during daytime;
- No,ij: the number of occupants present during the peétiotithe pattern j [-];
- to,j: the length of the period ‘i’ of the pattern ‘B

Then, adding periods of a pattern

Qo,1j=Zi Qojij (4)

With Qo,7, : the daily total internal gains due to the pattgrof occupation [J]. Finally, using
the number of days a week corresponding to eac¢arpat

Qo1a=Zj Qorj* Naj7 (5)

With :
- Qo,7a: the daily average internal gains due to occupdtif
- Nad,: the number of days a week corresponding to tkienoaj’ [-].

Lighting

Lighting is not usually evaluated in residential BEERalculation, believed to be rather
insignificant with regards to other energy usess,lhowever, part of electricity bills; in order
to ease comparisons between measured and calcatatedmptions, it has been decided to
include it in the calculated results. The defaustalled power, used in non residential
calculations, is 20 W/m2, which is considered fao\e real installations. A more realistic
approach has been inspired by (CSTC, 2011) and (2B¥B), considering several installations
efficiencies and average rooms areas. Some rocensbarously better provided with natural
light, some need more artificial installations;g&dirst results rely more on statistical average:
very efficient, minimal installations have an aygga& W/m?2 artificial lighting power, whereas
less efficient installations see their power ris& tW/m?2.

The importance of natural light also influences thenber of hours during which artificial
lighting is needed. In Liege, the year is shardavben 4474 hours and 15 minutes of daylight,
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and 4285 hours and 45 minutes of nfgl@onsidering 3 annual weeks of absence (2 in the
summer, 1 in the winter) and sleep hours (8 houigla for the remaining 344 days), this leads
to 1307 hours and 30 minutes of darkness a yedrhhs to be artificially illuminated.
Calculation to obtain an equivalent fixed powerueaior the whole year is as follows:

PL=PF* Nn/Nn (6)

With:
- P the equivalent fixed lighting power, consideregd the whole year [W/m?];
- P the realistic installed power, according to iHateon efficiency [W/mZ];
- Nn,: the number of hours during which artificial lighg is needed: 1,307.5 hours/year.
- Nn: the length of the year: 8,760 hours.

This gives, for the three case studies, an equivdieed power value of 0.6 W/m?2 for the
apartment, 0.75 W/m2 for the row house and 0.9 Wfom2the detached house. The
corresponding internal gains are evaluated aswiollo

Q=P *Ach*tqg (7)
With:
- Qu: the daily internal gains due to artificial lighgj [J];
- Acn: the heated floor area, as defined in the regryatalculation method (Wallonie,
2013) [m?];
- ta: the length of a day: 86,400 s.

Internal gains

These three components are added as follbovsepresent the average internal gains
corresponding to the occupation pattern distribyteguipment and lighting:

Qad=Qe+ QoT1at QL (8)

With Qia,d: the average total daily internal gains due tamgent, occupation and lighting [J].
The value for each month is obtained thus:

Qram=Qad* Nagm* 10° (9)
With:
- Qiam the monthly internal gains due to occupationgrati, electric equipment and
lighting habits [MJ].
- Ndm the number of days in the month (taking winted aummer vacations into
account).

Here are the final results fon &kimand Qanm:

Apartment:
- Official loads: Qseci,mE [1,066 MJ, 1,180 MJ]
- Calculated loads: @me [548 MJ, 686 MJ]

Detached house:
- Official loads: Qsecime [1,369 MJ, 1,516 MJ]

8 www.ephemeride.com
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- Calculated loads: @me [1,024 MJ, 1,323 MJ]

Row house:
- Official loads: Qsecime [1,524 MJ, 1,687 MJ]
- Calculated loads: @me [1,002 MJ, 1,295 MJ]

The lower calculated values can be explained bpglesoccupant in the apartment and out-
working occupation patterns.

Table 3: calculation of the internal loads for tfmv house

Total internal heat gains - row house
Pallerns of use N Description fogi |Noy1Foy; I')L s Qg
[l B1 | E[IW] W] | [W/m] ) [J]
gh sleep 28.800 4 320 0.75 1.73 |16.033.421
1h morning presence 3.600 4 400 0.75 1.73 2292 1TE
Pattern 1 1 |10h day presence 36,000 4 | 480 | 0.75 1.73 |25801,776
5h evening presence 18000 4 |400| 0.75 1.73 |11460,888
Daily total 86,400 55,588,263
gh sleep 28.800 4 320 0.75 1.73 |16,033.421
1h morning presence 3,600 4 400 075 1.73 2292178
4h day presence 14400 4 | 480 | 0.75 1.73 10,320,710
Pattern 2 1
6h absence 21600 o | o | 075 1.73 | 5.113.066
5h evening presence 18000 4 |400| 075 1.73 |11460888
Daily total 86,400 45,220,263
8h'sleep 28800 4 |320]| o075 1.75 |16,033.421
1h morning presence 3.600 4 |400] 075 1.73 | 2292178
Pattern 3 5 | 10h absence 36,000 0 0 0.75 1.73 8.521.776
5h evening presence 18000 | 4 | 400]| 0.75 1.73 |11.460.888
Daily total 86.400 38,308,263
8h sleep 28800 4 320 0.75 1.73 16.033.421
1h morning presence 3.600 4 | 400 | 0.75 1.73 2292178
Pattern 4 0 |14h absence 504001 O 0 0.75 1.73 |11.930486
1h evening presence 3.600 4 400 0.75 173 2.292.178
Daily total 86,400 32,548,263
Presence/absence ratio [s] 403200 201,600 | Qr.qa= 41,764,263

In the official calculation method, these loadsdgdito solar gains), are tamed by a reduction
factor, nutiheat,secim the monthly heat gains application rate. It dejseon the heat losses
(through thermal envelop and ventilation) and hgaihs ratio, and applies the following
principle: when losses diminish and gains incréassummer), the internal loads will be less
used than in cold weather conditions: occupantsuwrsgows openings to regulate their indoor
thermal comfort under overheating, so that theesiewal is larger than the fixed constant value
used in the calculation. It has been decided tp kieat part of the calculation method, taking
the new internal gains into account to calculas thctor.

4.3.3 Heating habits

Heating period

In order to adapt the calculation method to a nneadistic, behaviour based approach, the next
step is, obviously, to consider the heating pastefrthe users. In the official approach, the heat
Is turned on when needed, in order to obtain adentemperature of 18°C, day or night, which
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can even lead to a heating consumption duringuherer. In reality, dwellings are obviously
not heated all day, let alone all year round. & Belgian temperate climate, heating systems

are often shut out from May to September incluagzpénding, of course, on the climate, the
building characteristics and the occupants’ conpfdrhis hypothesis will be considered here,
since this particular enquiry was missing from theta version” questionnaire filled by the
owners. Knowing the occupation patterns, it is hosveeasy to extrapolate daily heating
patterns and average number of heating hours perTdas last data is obtained using the
presence/absence ratio, as visible in the tabl®8ea The number of seconds in a monthr(t
the official calculation method, see above Eq.dl) be split between three terms:

tm = tmh + tmh + tmnn (20)

With:
- tmn the number of seconds during which the heat igvtsj;
- tmn: the number of seconds during which the set teatper is lowered [Ms];
- tmnn the number of seconds during which the heatus st [Ms].

Set temperature

Some people tend to heat less because of low inceme@onment-friendly behaviour or low-
temperature comfort standard (Guerra-Santin, 2@#f®rs tend to heat more (for obvious and
opposite reasons). Some people heat the whole hathegs only specific rooms (living room,
bathroom...). Some need a strict and define coméonperature; others tolerate a wider range
of them. The definition of a comfort temperature gsite hard, as it depends on many
parameters, among which the air temperature andg®avalls temperature, activity, clothing
(Fanger, 1977), gender or even the time elapsetk dime occupant last ate... When no
thermostat allows precise temperature control, lgeape often not able to tell whether they
heat to reach 18 or 22°C. They just seek sensdstdart, which could therefore fluctuate.

All those parameters of comfort are difficult topaghend in a questionnaire. Thus, this
calculation method will use simple data:

- Both houses owners announced the use of a thermsstao 21°C when inhabitants
are present, and 16°C otherwise. Both set tempesatiave to be integrated in the
calculation method; they will referred below asethax €t “T setmin -

- The apartment owner does not have a thermostats éinerefore heating his home with
deemed comfort for only parameter. The widely atetpverage comfort temperature
of 20°C will be adopted for this dwelling.

Equations
The set temperatures being integrated early (flmrheat losses calculation) in the calculation
method, the modifications have to be made in canseces.
The heat losses through envelope are evaluatedlawd in the official method:
Qr heat,seci,n= HT heat,seci (18 —0e,m) * tm (11)

With:
- Qrheatseci,inthe monthly heat losses through the envelope;[MJ]
- Hrheatseci the transmission heat losses coefficient [W/K];
- Bem the monthly average exterior temperature [°C];
- tm: the length of the month [Ms].
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The modification is proposed as follows, for enpeldeat losses:

QT,heat,seci,m: HT,heat,seu* [(T set,max— ee,m) * tm,h + (Tset,min— ee,m) * tm,lh] (12)
The same modification have to be implemented invédilation heat losses evaluation:

QV,heat,seci,m: HV,heat,seci* [(T set,max— ee,m) * tm,h + (Tset,min— ee,m) * tm,lh] (13)

These manipulations have two consequences: fit@nvihh = tmih = O (See Eq. 10), the heat
losses will also equal zero. Second, by using atbetemperatures and other climatic data, it
happens that these equations result in negativeefig meaning heat gains instead of heat
losses. No heating is therefore needed, and th&deperiods of time will not be taken into
account in the heating consumptions (&t seci,ni=0). The same happens with thei heat seci,m
(monthly heat gains application rate, see abovkeutaion, which has to be annulled when
heat gains exceed heat losses. These adaptatsume that the net heating demand is null (not
negative), and so will be the consumptions.

4.3.4 Domestic Hot Water

The other consumption evaluation which dependfiemumber of inhabitants is the domestic
hot water (DHW) production. In the official methothe demand is calculated with the
building’s protected volume as only parameter:

Quwater,bathi,net,n= foathi * Max [64, 64 + 0,22 * (VER— 192)] *tn (14)
Quwater,sinki,net,mi= fsinki * max [16, 16 + 0,055 * (VER— 192)] *tn (15)

With:
- Quwater,bathi,net,;n Quater,sinki,net,h the net energy demand for a bath or a kitchek BiHW
consumption [MJ];
- foathi, fsinki: the part of the bath or kitchen sink in the t@&W net energy demand [-];
- Vrer the protected (heated) volume of the EPB unitdefined in the regulatory
calculation method (Wallonie, 2013) [m?];
- tm: the length of the month [Ms].

In this study, we adopted as first approach thethgsis of 45| of water to be heated, everyday,
for each occupant, to a minimal temperature of 6B1&uglustaine, 1979). The water supplied
everywhere in Belgium comes out of the networkmateerage temperature of 10°C. The net
energy demand for DHW consumption becomes:

Q\Nater,net,m: [Nlt * Nd,m * 4,1855 * (ewater,out— ewater,irﬂ]/looo (16)

With:
- Quaternet,a the net energy demand for domestic hot waterymtan [MJ];
- Ni: the number of litres to be heated [I];
- Ndm the number of days in the month (see above ER];9)
- 4,1855: the energy needed to raise of 1°C the teatyre of 1 cm3 of water [J];
- Owater,out the temperature of the heated water = 60°C;
- Bwater,ii the temperature of the supplied water = 10°C.

Here are the final results variations fotatg net,m
- Apartment:
o Official demand: Qater,secinet,n€ [285 MJ, 315 MJ];
o Calculated demand: | @me [226 MJ, 292 MJ];
- Detached house:
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o Official demand: Qecime [409 MJ, 453 MJ];
o Calculated demand:i@me [904 MJ, 1168 MJ];

- Row house:

o Official demand: @ecime [473 MJ, 524 MJ];
o Calculated demand:i@me [904 MJ, 1,168 MJ].

5. RESULTS

Here are graphs that show three different consumgftior each dwelling:

- The theoretical consumption: the result of theowdfi Energy Performance Certificate,
calculated with strict respect to the only regutatmethod and procedure.

- The calculated consumption: the result of all thedifications proposed here above:

change of climate, adaptation to real occupancgtitg patterns and more realistic

internal loads...

- The real consumption, as announced by the dwelbmgeers.

5000

4000

3000

2000

Consumption [l of fuel]

1000

0

6000

5000

4000

3000

Consumption [l of fuel]

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014

Apartment fuel consumption

— Theoretical

—-__-_'-'_'—-_———-—__ ~ 1
— Calculated
Rea
2010 2011 2012
Year
Detached house fuel consumption
~
L ———
—theoretical
= calculated
Real
2010 2011 2012
Year

P11, Page 14



P11, Page 15

Row house natural gas consumption
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Figure 1. Comparison of the theoretical (offici@dnsumption, calculated (proposal)
consumption and real consumption in the caseseoapartment (a), detached house (b)
and row house (c).

In the case of the apartment, the official standaiconsumption was 4.46 to 5.49 times the
real consumption on these 3 years (4.79 on averébe)calculated consumption that integrates
behaviour parameters is now 2.37 to 2.75 timeateeage real consumption (2.5 on average).
The average consumption was thus decreased by5D0%q47% on average).

In the case of the detached house, the officialdstalised consumption was 2.33 to 3.19 times
the real consumption on these 3 years (2.77 onagegr The calculated consumption that
integrates behaviour parameters is now 1.89 to tin®&s the average real consumption (1.91
on average). The average consumption was thusadezidy 19 to 41% (31% on average).

In the case of the row house, the official standgaa consumption was 1.24 to 1.81 times the
real consumption on these 3 years (1.52 on averabe)alculated consumption that integrates
behaviour parameters is now 1.04 to 1.21 timeavkeage real consumption (1.15 on average).
The average consumption was thus decreased by33®4q25% on average).

6. DISCUSSION AND CONCLUSION

As foreseen, the calculated results are closeedbresults, without entirely closing the gap.
This is normal: the uncertainties of the Energyféterance Certificate approach are not all
behaviour-related, but also stand in other spe#gof the protocol. One examples stands in
the default values that are attributed to heatimgy BHW systems efficiencies, according to
their type and age, and induce obvious reservatmmards consumption results.

In the row house, better insulated and equippett wdw systems characterised by “real”

(acknowledged) efficiency rates, the gap is narrpweanks to the increased data precision.
This can also be seen in the case of the apartminatie the DHW system was given (by

default) a (very) bad efficiency, due to an oldi®oand a non insulated hot water loop. Having
decreased the heating consumption, the part of Diithe overall balance increases, inversely
proportional to the accuracy of the data. As a gemale, the better known the heating and hot
water producing systems efficiencies, the loweritifleience of the number of inhabitants on

the certification result. One idea could be to as®ther requirement of the 200/91/CE

European Directive, the annual inspection of hggbiroduction systems, to get more accurate
efficiency rates.

The influence of the climate data is clear howeusing real climatic data is surely an important
factor to compare calculated results with real camstion data.
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It seems that, with a small amount of additionabd@n the number of inhabitants, the set
temperatures, the heating schedules), the cetitfircaalculation method is strong enough to
approach real consumption data. These resultsnaeaging but other parameters ought to
be studied as well, like the presence of a therataghich allows to better knowing the set
temperature and heating periods, the actual healedhe as opposed to the indirectly heated
volume... Literature (Allibe, 2012; De Groot et &Q08; Wallenborn et al., 2006) brings also
out several factors that influence the energy condion of a dwelling:

- Socio-demographic variables: skills and knowledgeome, occupation, type of
housing, age of the head of the household, sizbeofamily, rights on the dwelling
(owner / tenant)...

- Attitudes and representations: motivation to sawvergy, attitudes towards energy
saving, comfort representation, perceived behawdfficiency, social standards,
identification to others, image of the dwelling,st® and benefits evaluation,
representation of the available technology...

- Behaviour variables: temperature in the main roglohal temperature management,
proportion of house not heated, number of daystspetside home, habits of
ventilation, shower and bath frequency, use oflalte devices...

The Energy Performance Certification is a greatoopmity for monitoring and trying to
improve the housing stock, in every country thathes to reduce its energy consumption, but
that potential remains underexploited. In ordertf@ scheme to reach its goals, it is essential
to find a way to make it understandable by anybddyugh acknowledging the necessity of
presenting a “legal” result as a comparison bassegdh on the approved standardized calculation
method, it is believed that other results couldtsplayed, based on building characteristics
and a minimum of behavioural inputs, creating aetdond between future renters/owners and
the results displayed in the EPC. Also, a highlajftthe financial implications is now evidently
necessary: the certificate could be used to forageegh monthly bill (taking energy and rent
or loan repayment into account). The expected owsowould be the creation of a
complementary “custom-made” certification that wbuhelp raise energy consumers’
awareness of their environmental impact. Also, d@aléection and actuation of the existing
buildings stock energy consumption would be possiblith the creation of comprehensive
benchmarking databases, fundamental for shaping stretegies on urban / regional / national
levels.

Then, and only then, the EPC will be able to reigeigoal and so become a tool for smarter
cities.
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The Mapping of Climate-Dependent Simplified ThermalSystems
using State Space Models

A.W.M. (Jos) van Schijndel

Eindhoven University of Technology, Netherlands

1. ABSTRACT

Performances of thermal systems are most of the tlependent on the external climate
conditions. This means a high performance of aiBpénnovation in a certain part of Europe,
does not imply the same performances in other nsgidhe mapping of simulated building
performances at the EU scale could prevent theandgiotential good ideas by identifying the
best region for a specific system. This paperegmtssa methodology for obtaining maps of
performances of simplified thermal systems thatvateally spread over whole Europe using
state space models. It is concluded that these a@paseful for finding regions at the EU
where systems have the highest expected performance

Keywords: mapping, modeling, building, performance, statecspa

2. INTRODUCTION

Due to energy efficiency, there exist a lot of s#gdon thermal buildings systems. The
performances of these systems for example, plateb& collectors, air heat collectors, PV
panels, etc., are mostly dependent on the extelin@te conditions. This also means that a
high performance of a specific system in a cerpart of Europe, does not imply the same
performances in other regions. Similar, systems dich not perform very well due to local
climate conditions, and therefore not commercidlismuld still perform quite well in other
climates. The latter can be seen as ‘wasted’ inimv& The mapping of simulated building
systems performances at the EU scale could prékentvasting of potential good ideas by
identifying the best region for a specific systenihis paper presents a methodology for
obtaining maps of performances of thermal buildgygtems that are virtually spread over
whole Europe using state space models. This wagents a new and important step towards
mapping of building systems performances and idas two recent publications of van
Schijndel and Schellen (2013) and Kramer et alL220These two publications are summarized
below as background information. A comprehensitezdiure study with references is already
presented in both mentioned publications and tbezaharginally included in this paper.

2.1 Related work on maps by Schijndel and Schellen (231

Due to the climate change debate, a lot of researdhmaps of external climate parameters are
available. However, maps of indoor climate perfance parameters are still lacking. Van
Schijndel and Schellen (2013) present a methoddloggbtaining maps of performances of
similar buildings that are virtually spread overodhEurope. The produced maps are useful
for analyzing regional climate influence on builgliperformance indicators such as energy use
and indoor climate. This is shown using the Bedbediting as a reference benchmark. An
important application of the mapping tool is theualization of potential building measures
over the EU. Also the performances of single bagdcomponents can be simulated and
mapped. It is concluded that the presented methedfficient as it takes less than 15 minutes
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to simulate and produce the maps on a 2.6GHz/4GBpater. Moreover, the approach is
applicable for any type of building.

2.2 Related work on state space modeling by Kramer etl.a(2012)

Kramer et al. (2012) provide a systematic literattgview on simplified building models.
Questions are answered like: what kind of modetipgroaches are applied? What are their
(dis)advantages? What are important modeling aspethe review showed that simplified
building models can be classified into neural nekwmodels (black-box), linear parametric
models (black box or grey-box) and lumped capacd#gamodels (white box). Research has
mainly dealt with network topology, but more resd#ais needed on the influence of input
parameters. The review showed that particularlyribdeling of the influence of sun irradiation
and thermal capacitance is not performed conslgtamongst researchers. Furthermore, a
model with physical meaning, dealing with both temgture and relative humidity, is still
lacking. Inverse modeling has been widely appleeddtermine models parameters. Different
optimization algorithms have been used, but maihé/ conventional Gaus-Newton and the
newer Genetic Algorithms. However, the combinatdalgorithms to combine their strengths
has not been researched. Despite all the attefdiostate of the art building performance
simulation tools, simplified building models shouldt be forgotten since they have many
useful applications.

2.3 Goal and Outline

The goal of this work is to present a methodolagypfroducing performance maps of external
climate related building systems by combining thevee mentioned publications on mapping
and state space modeling. Section 3 presents theamed methodology to produce maps of
simplified thermal systems using state-space mooaéed on a commercial case study. In
Section 4, the conclusions and future researcprangded.

3. CREATING MAPS OF SYSTEMS INNOVATIONS USING STATE-SPACE (SS)

A commercial case study is presented in this Secfiue to the patent protection of the
industrial partner, some specific information is itbed without loss of generality. The
innovation consists of a novel heat exchanger bndide a construction acting as a solar
collector. Figure 1 shows the principle construtid the solar collector (in reality this is much
more complicated). The solar collector will be ugsdthe heating of water that directly can be
used or stored for later use. Due to insulatioa hibat exchange with the internal environment
is negligible.

9th International Conference on System SimulatioBuildings, Liege, December 10-12, 2014
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Figure 1: Construction of the solar collector

3.1 Modeling
A 3-State (3S) model was developed:
€52 = h A(Tamb(t) - T) — (Tll:'z) + a AI(D)
;22 = mc(Tsup(t) — T,) + (TlR‘sz) - (TZR‘ZTQ
0 45 _ (1=
dt R,
Where
Tamb(t) ambient (external) air temperati€][
Tsup(t) water supply temperatuf€]
I(t) external solar irradiance [WAnN
T1 external surface temperatuf€]
T2 water return temperaturéd] =
T3 internal wall temperaturé@]
Parameters:
m water mass flow [kg/s]
c heat capacity of water [J/kgK]
a solar absorption factor [-]
h heat transfer surface coefficient [WAQ]
A surface [M]
di distance pipe to surface [m]
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d2 distance pipe to insulation [m]

k heat conductivity of concrete [W/mK]
R1 heat resistancel{/W] = d1/(kA)

R2 heat resistancelj/W] = d2/(kA)

Ci heat capacity [K]

The model was implemented using standard stateespaadeling facilities of MatLab
HAMLab (2014). The next Section shows the simalatnd validations results.

3.2 Validation

Laboratory experiments were used to validate théeaiso We refer to the appendix for the
details on the testing conditions. All experimentye simulated using the proper parameters
and boundary conditions. The results were compiaredder to evaluate the predictability of
the model. In Figure 2 the results for a typicglenment A is shown.

3003

24 J T e Y e O a PoilM Po NEE N P NPy N
I f :

e

o

10 L : : : 1.. i | L 1 1 1 1 |
0 1 2 3 4 5 6 7 8 9
Time [hr]
Ret meas
Ret sim 1
Ret sim 2
amb

sup

Figure 2: The simulation of experiment A: Temperasws time of the measured supply
water(sup), the measured ambient air (amb), theisited return water (Ret sim 1 & 2) and
the measured return water (Ret).

From Figure 2 we observed that the predictabilitynodel was satisfactory. All other tested
configurations provided similar good results. There we conclude that the model is quite
usable for further use.

3.3 Simulation using a typical Dutch climate

The model configuration A was simulated using @nm&fice standard Dutch climate of deBilt.
Figure 3 presents the result.
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P12, Page 5

v

20 i | i i | L I i
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

time [hr]

Figure 3: Simulation of model configuration A usigeference standard Dutch climate of
deBilt. Temperatures versus time of the exterradll surface (opp), the water return (out),
the mid wall (con), the water supply (sup) and anbair (amb).

The water supply temperature was constant hel@l @ 1The other two input signals: Ambient
air temperature and solar irradiation were takemfthe climate file. The main output signal is
the return temperature (out). With this signalahgut power can be calculated. This is shown
in the next Section.

3.4 Performance evaluation

Figure 4 shows details of the model A configuragp@nformance results.
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Figure 4: Performance evaluation. Top: The simulledepply and return water temperatures
versus time. Bottom: The heat flux [ViJmwf the incoming solar irradiation (Solar) and
simulated output flux of the wall. 31.5 % of tlearythe wall system can be operated (PFt)
The yearly mean efficiency is 41.5 % (PFp).

The output flux Pout is calculated by:
Pout(t) =(m J*c*( Tret(t)-Tsup(t))/A (4)

The overall performance is evaluated as followsstRi, P50(t) is defined as Pout(t) with a
threshold of 50 W/m2. Below 50W/m2, the water netitemperature drops below 10.7 oC and
the wall system is too inefficient. For these val&®0(t) = 0. Secondly, two performance (PF)
indicators are defined as follows:

PFt = Percentage of time of Pout(t) above threshb&D W (5)
I.e. percentage of time of possible operation [%].
PFp = 100* sum(P50(t)) / sum(I(t)) (6)
i.e. the yearly mean efficiency [%0]

From Figure 4 it follows for configuration A, PFt£3%% and PFp=41.5%. The main parameter
that affects the simulated performances is the rflassof the water. Figure 5 provides the
simulated performances PFt and PFp as functiotiseahass flow.
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Figure 5: The simulated performances versus thesrflaw.

Figure 6 presents the influence of the pump enanglysurface heat transfer coefficient.
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Figure 6: Influence of the pump energy and surtaeat transfer coefficient. Top: The
influence of a change in heat transfer surface fomeht. Bottom: Correction of the
performances using pump energy.

For further simulations a more realistic surfacattieansfer coefficient of 25 W/m2K is used
instead of 7 W/m2K from the indoor experiment. Taiger (i.e. h=7 W/m2K) was used for the
validation of the experiments. Furthermore, forweager mass flow, values between 0.2 and 2
I/min are used.
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3.5 Parameter study

During the project, the manufacturer of the solalector wanted to know how the collector
performed by changing the distance from the pighésurface and by changing the mass flow.
Therefore the following parameters were variedlier parameter simulation study:

* The distance from the pipe to the surface (défablmm) was varied: 20, 35 and 50 mm.
* The mass flow (default 1 kg/min) was varied: Qlsand 2 kg/min.
The results of the nine simulations are shown ibld&and II.

Table 1: Efficiency Performance

Simulated yearly mean efficiency PFp [%0]
d=20 mm d=35 mm d=50 mm
MF=0.5 kg/min 30.6 24.7 20.2
MF= 1 kg/min 39.0 30.9 25.2
MF= 2 kg/min 44.3 34.8 28.0

Table 2:. Operation Time Performance
Simulated Operation time PFt [%]

d=20 mm d=35 mm d=50 mm
MF=0.5 kg/min 29.8 26.5 23.7
MF= 1 kg/min 33.1 29.5 26.5
MF= 2 kg/min 34.5 30.9 27.7

The increase of the efficiency performance by mgwhe pipe more towards the surface and
the increase in mass flow is of course quite olwidine efficiency performance for a Dutch
climate is 44.3% with the accompanying mass flo& &f/min and pipe depth of 20 mm. This
Is a significant increase compared with 30.9% (flad kg/min and pipe depth of 35 mm).
However there is a limitation on the smallest dise@because due to constructive reasons the
depth can not be smaller as 20 mm. Therefore agepth of 20 mm is optimal. From figure

6, it can be seen that a mass flow of 2 kg/minlss aptimal, taking the pump energy into
account.

3.6 EU Mapping of the standard configuration

By replacing the Dutch climate with the climatesv@father stations presented in van Schijndel
and Schellen (2013), it is quite easy to simulate response of the system to each external
climate using Meteonorm (2014). From the resporteesperformance indicators can be
calculated (See previous Section). The resulte®&tandard wall performances are shown in
Figures 7 and 8. These results are still baseti@standard wall configuration A.
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Figure 7: Efficiency (PFp) of the standard wall d¢iguration.
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Figure 8: Percentage of time operation (PFt) of #tandard wall configuration.

3.7 Simulation of optimized wall configurations

All nine configurations of the parameter study (3able | and Il) were also simulated on the
EU scale. For each weather station the best caafigun out of nine was selected. These
optimized wall configuration performances are pnése in Figures 9 and 10.
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Figure 9: Optimized wall configuration EfficiendyKp).
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Figure 10: Optimized wall configuration Percentagfetime operation (PFt).
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From figure 10 it can be seen that large partsusbpe have efficiencies of at least 45%.
From figure 10 it can be seen that the areas heaviediterranean have percentages of time
of operation above 60%. The latter means that @ecsllector is also operational during
parts of the night.

4. DISCUSSION AND CONCLUSIONS

In this paper a methodology was presented, forymiod maps of external climate dependent
simplified thermal systems, based on state-spaceel®oThe approach was successfully
applied for a commercial case where, the main tbgevas to simulate and optimize the
thermal performance of solar wall collector undiéfedent EU climate conditions using state
space modeling:

(1) The solar collector was successfully modelled;

(2) The validation of this model using existing regi@ments was satisfactory;

(3) The solar collector model was successfully $aton using 130 EU weather stations;
(4) Estimation of minimal and maximal performancasvdone by a parameter study;

(5) EU Maps of the performance were created.

Large parts of Europe have solar collector efficies of at least 45%, the exact details are
provided in Figure 9. Furthermore, areas near tleeitdrranean have percentages of time of
operation above 60% (exact details are shown inréid0). The latter means that the solar
collector is even operational during parts of tight It is concluded that this study shows that
the solar collector could be applicable in largegaf Europe.

Limitations.

However, the reader should notice that the soldeator simulation results in this study are
based on two assumptions: The supply water temperé constant at 1% and all heat
produced by the wall collector is usable at anyetitdnder most circumstances this is not very
realistic. Therefore it is recommended to includédings, systems and controllers details into
the modeling for more realistic performance simals and design of promising integrated
configurations.

Benefits.

Currently we are working on a more general staéespnapping tool in MatLab. This tool will
become public available. With this tool the perfarmoes of any state-space can be mapped.
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APPENDIX Testing Conditions

To reach the main objective of providing a firsttirmate of the efficiency numerous
experimental measurements are executed. A tegi 8&ts build at the laboratory consisting
of an array of infrared lamps, a cold water machpemp with flow adjustment valves,
temperature sensor in the ingoing flow and outgdlioyy, four temperature sensors inside the
solar collector, an air temperature sensor, pyraater and a balance for measurement of the
flow quantity . Photo 1, 2 and 3 give an impressbthe test setup. Each configuration has
been measured for at least 5 hours to ensure #gtatianary state was reached.

"
W

: -t =
e e

P