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Foreword 

This 9th International Conference on System Simulation in Buildings has been the opportunity 
to gather researchers coming from 13 countries, sharing the last results of their research works. 
Some of the presented works were conducted in the frame of projects from the International 
Energy Agency’s Energy in Buildings and Communities Programme (EBC). 

In the name of the organizing committee, I would like to thank: 

- The authors who wrote highly interesting papers reviewed afterwards by their peers. 
- The members of the Scientific Committee who conducted an excellent reviewing of the 

papers, and contributed to maintain the high quality of the conference. 
- The participants for the interesting and fruitful discussions they initiated during and 

after the presentations. 
- The research and administrative team of the Thermodynamics Laboratory, and 

particularly François Randaxhe and Isabelle Cosyns, who made this event possible and 
successful. 

I hope that the diffusion of the present proceedings will contribute, even to a small extent, to 
improving the energy performance of buildings by promoting the development of simulation 
tools and by sharing these tools among scientist and engineering offices.  

I wish you a pleasant reading. 

Vincent Lemort 
Chairman of SSB 2014 

Liège, March 31st 2015.Vincent Lemort  
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A Convex Approach to Energy Use Minimization of Buildings 
Equipped with Hybrid Ground-Coupled Heat Pump Systems 

Ercan Atam, Damien Picard, Lieve Helsen  
Department of Mechanical Engineering, KU Leuven, Celestijnelaan 300A, Leuven 3001, Belgium. 

 

1. ABSTRACT 

In this paper a convex approach through convexification is presented for non- convex optimal 
control and non-convex model predictive control based energy use minimization of buildings 
equipped with the hybrid ground-coupled heat pump systems. The original non-convex 
problems are convexified using a convex envelope approach. The results of convexified 
optimal control problem are com- pared with dynamic programming based optimal control, 
which is a global and closed-loop control approach. The comparison results show that the 
convex approximation of the optimal control problem gives almost global optimal results in 
terms of responses and cost criteria. The suggested method is especially useful for optimal/model 
predictive control or optimal design of energy-efficient buildings integrated with thermal 
systems, where the source and sink temperature dependent coefficient of performance of some 
thermal components introduces non-convexity into the system. 

Keywords: Hybrid ground-coupled heat pumps, Convex optimization, Convex envelope, 
Optimal control, Nonlinear model predictive control. 

2. NOMENCLATURE 

Variables Description 
COPch chiller coefficient of performance 
COPhp heat pump coefficient of performance 
COPpc passive cooler coefficient of performance 
ce electricity price 
cg gas price 
J total cost 
tc control horizon 
tp prediction horizon 
ts sampling period ����  power used by chiller ����  power used by gas boiler power ����  power used by heat pump ����  power used by passive cooler ���  cooling load demand ����  thermal energy extracted from the building through active cooling ��	
�  heat extracted from ground ����  thermal energy supplied to the building by gas boiler ���  heating load demand ����  thermal energy supplied to the building by the heat pump 
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�� �
�  heat injected to ground ��
	�  net heat injected to ground ����  thermal energy extracted from the building through passive cooling 
Ta ambient air temperature 
Tf fluid mean temperature ηgb gas boiler efficiency 

3. INTRODUCTION 

In last decades, ground-coupled heat pumps (GCHP) and hybrid ground-coupled heat pumps 
(HybGCHP) combined with low-exergy heat emission systems received considerable 
attention (Chiasson, 2007)(Hackel et al., 2011)(Atam et al., 2013). This attention comes from 
having the potential to reduce the primary energy use related to space heating and cooling by 
70% compared to conventional heating and cooling systems (DHC, 2014).For GCHP systems 
with vertical borehole heat exchangers (BHE), however, the large investment cost of the 
borefield represents a major bottleneck. This explains the trend towards compact, hybrid GCHP 
systems which combine smaller boreholes with supplementary heating or cooling devices such 
as gas-fired boilers and chillers. Although the design of a compact HybGCHP system is often 
driven by cost considerations to limit the drilling cost without compromising thermal comfort in 
the building, sometimes other reasons may also lead to HybGCHP systems, such as limited 
drilling area for boreholes, the specific ground characteristics, regulation or too high imbalance 
of the thermal load. Under normal conditions, the efficiency of the additional heating or cooling 
devices being lower, a long-term cost-optimal operation boils down to maximizing the use of the 
heat pump and passive cooling in covering the heating and cooling loads within certain 
temperature constraints for the heat carrier fluid. Although we have this kind of a qualitative 
nature of optimal control policy in our mind, determination of quantitative values of optimal 
load sharing between components requires an intelligent control strategy when multiple 
operational constraints such as maximum machine power and temperature bounds of the heat 
carrier fluid have to be taken into account. 

A rule-based controller that uses the most efficient machine at each time step might be the 
simplest algorithm to use. This kind of controller is, however, not able to make full use of the 
temperature constraints of the heat carrier fluid. For example Cullin et al. (2010), proposed 
rule-based control strategies coupled with a set of parameters to optimize the system 
performance using a simulation based optimization method. Multiple simulations with different 
initial-boundary conditions and heating-cooling demand scenarios have been considered and the 
optimization parameters are optimized either manually or through a simulation-coupled 
optimization program such as GenOpt (Wetter, 2001) until satisfactory performance was 
observed in the simulations. The main drawbacks of these approaches are that firstly, they 
suffer from a mathematical model-based optimization/control and hence the suggested rule-
based control methods may be very suboptimal strategies in general and secondly, the number 
of variables to be optimized in a rule-based control is restricted most of the time since few 
parameters are chosen to characterize the optimal control performance. 

Ridder et al. (2011) and Verhelst (2012) used, in contrast to rule-based approaches, 
mathematical model-based control methods, which allow global optimization. However, they 
are based on some simplifications and/or some unrealistic assumptions introduced during the 
controller design. For example, Ridder et al. (2011) used dynamic programming. Dynamic 
programming is a powerful method since it is a closed-loop, global optimal control algorithm. 
However, the model used in Ridder et al. (2011) for dynamic programming is a very simple 
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first-order model for the ground mean temperature. The chosen sampling period for the system 
is one week, which is very long since typical control actions for buildings may require sampling 
times in order of minutes or hours. More- over, the realization of the designed controller 
requires the measurement of the underground field temperature, for which measurement may 
be either difficult or non-accurate. As a result, the approach of Ridder et al. (2011) involves 
both some modeling simplifications and a hard-to-realize implementation. As to Verhelst 
(2012), a linear optimal control method is applied. The simplification made in that work is that 
the coefficients of performance (COP) for heat pump and chiller were taken to be constant, in 
contrast to being functions of source and sink temperatures. COP values were taken to be 
constant because otherwise the optimization problem is a nonlinear, non-convex problem, 
which cannot be solved over a couple of years especially when short sampling times are 
considered. Although a mathematical model-based optimal control was considered, the 
simplifications of taking the mentioned COPs as constant values without a formal justification 
restricts the validity of the work of Verhelst (2012). Moreover, the model used for control and 
emulator are the same, which eliminates the impact of model mismatch and therefore limits the 
generality of the approach followed by Verhelst (2012). 

The optimal control of HybGCHP systems for total energy use minimization is a nonlinear, non-
convex optimization problem due to the appearance of heat pump coefficient of performance in 
the cost function. This makes the optimization problem difficult for short sampling periods in 
the order of minutes or hours because short sampling periods increase the number of decision 
variables considerably. Current solvers have difficulty in solving a non-convex, nonlinear 
optimization problem with a large number of decision variables.  Even in case of a solution, 
a global minimum cannot be guaranteed. An approximate solution to the above problem is the 
convex relaxation of the nonlinear, non-convex optimization problem through the use of a 
convex envelope approach. The convex envelope of a function is the largest convex function 
majorized by that function. Approximation of the non-convex terms by their convex envelopes 
will transform the optimization problem to an approximate problem which is convex and for 
which the global minimum can be found, if the problem is feasible. In convex optimization 
problems, a local minimum is a global minimum. Although the calculation of a convex envelope 
for a general multi-variable function is non-deterministic polynomial-time hard, there exist 
analytical formulas for a bilinear function or a rational function of two variables, the type of 
functions encountered in energy use minimization of HybGCHP systems. In this paper, the use 
of a convex relaxation method is given for non-convex optimal control and non-convex model 
predictive control of HybGCHP systems, by replacing the non-convex term with its convex 
envelope. The results of optimal control case are compared with dynamic programming control 
results (an approximate global optimal control algorithm) to assess the optimality of the convex 
envelope approach. The proposed approach gives promising results for optimal control of 
HybGCHP systems. The utilization of convex envelope approach for nonlinear, non-convex 
model predictive control formulation is also illustrated. Since model predictive control does not 
see the whole control period over which the system is controlled, it was not perfectly 
meaningful to compare with dynamic programming which sees the whole control period. 

The rest of paper is structured as follows. In Section 2, the HybGCHP sys- tem is described 
with the associated operational constraints. Section 3 deals with the formulation of the non-
convex optimal control problem for the total energy use minimization for HybGCHP systems. 
The convexification of the optimization problem starting from basic elements of convex 
optimization and the convex envelope concept is given in Section 4. The dynamic 
programming-based control formulation and solution of the problem is given in Section 5 where 
dynamic programming is used as the base reference for comparing the results. Section 6 
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discusses the applicability of the proposed method in the context of nonlinear, non-convex 
model predictive control. Finally, Section 7, concludes with the main findings of this study. 

4. GCHP SYSTEM DESCRIPTION & OPERATIONAL CONSTRAINTS 

The hybrid system is presented in Figure 1 and consists of a heat pump, a gas-fired boiler, a 
passive cooler and an air-cooled chiller. It is assumed that the heat demand (���) is provided by 
heat pump and boiler and the cold demand (���) is provided by passive cooler (using a heat 
exchanger instead of an active chiller) and chiller. The expressions for the efficiencies (η) and 
coefficient of performance (COP) of all components presented in Figure 1 are given by 

����� = ���� ���  , ��� =  ���� ���  , ����� = ���� ���  , ����� = ���� ���  , 
where ��� denotes the electricity consumption of the heat pump compressor and the power 
consumed by circulation pumps from the borefield side, ��� denotes the rate of primary energy 
use of the gas boiler, ��� the electricity power used for the circulation pumps of the passive 
cooling installation and finally ��� denotes the electricity power consumption of the chiller 
compressor and the circulation pumps of the cooling tower. 

 
Figure 1: Schematic presentation of hybrid system: heat pump, gas-fired boiler, passive 

cooler and chiller. 

The coefficients of performance given by the above expressions depend on the temperatures of 
the source and the emission system, as expressed by ����� = ������ , ���,�� , ����� = ������ , ���,�� , ����� = ������, ���,�� , 
where ���,�, ���,� represent the water supply temperature for heating and water supply 
temperature for cooling, respectively. �� is the ambient temperature and �� is the circulating fluid 
mean temperature. The gas boiler efficiency, ���, is given a constant value of unity. The 
electricity price �	( ) varies in the range [0.09, 0.15] euro/(kWh) and ��( ) is taken 0.06 
euro/(kWh) (Verhelst, 2012). Here, COPs and efficiencies are fitted to TRNSYS data 
(TRNSYS, 1998): 

�����( ) = "# + "%��( ), �����( ) =  &# + &%��( ) + &'�²( ), ����� = 12 (1) 

where ����� and ����� are fitted for a supply water temperature of ���,� = 40°C for heating 
and a supply water temperature of ���,� = 18°C for cooling. Using �	( ) and ��( ), the optimal 
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control problem to be solved to minimize the energy use cost function for HybGCHP system 
operation over a time period [ #,  �] is 

+ ≅ -  � .�	(/) 0 ����(/)�����(/) + ����(/)�����(/) + ����(/)�����(/)1 + ��(/) ����(/)��� 234%
56#  (2) 

where ts is the sampling period and “k” is the sampling instant. The cost function presented by 
Eq. (2) has to be minimized under operational temperature constraints, heat/cold demands, 
maximum net heat injected in the ground and power constraints. Next, we will discuss these 
constraints and present their expressions. 

4.1 Heat & cold demand satisfaction and circulating fluid temperature bounds 

The building loads should be satisfied with some acceptable violation margins: ���( ) − 8�49( ) ≤ ����( ) + ����( ) ≤ ���( ) + 8�4;( ) (3a) 

���( ) − 8�49( ) ≤ ����( ) + ����( ) ≤ ���( ) + 8�4;( ) (3a) 

where ���( ) and ���( ) are the building heat and cold demands, respectively, 8�49( ), 8�4;( ) 
are time-dependent lower and upper violation margins for heating demand and 8�49( ), 8�4;( )  
the lower and upper violation margins for cooling demand. Note that  ��� and ��� are assumed 
to be given. The cooling of a building requires heat injection to ground during summer. This 
increases the ground temperature towards winter, which, in turn, increases COPhp.  However, 
the ground temperature, which is represented indirectly by �� , should be kept below the water 
supply temperature, ���,�, for passive cooling of the building. Similarly, heating of a building 
requires heat extraction from the ground. This decreases the ground temperature towards 
summer, which, in turn, increases COPpc. However, again the ground temperature represented 
indirectly by �� should not decrease to a value below freezing point to avoid frost problems. 
All these aspects require to put lower and upper bounds on ��: ��4<�
( ) < ��( ) < ��4<�
( ) (4) 

4.2 Heat exchange with ground 

Heat extraction/injection from/to the ground and the net heat transfer with the ground are given 
by the following equations 

��	
�( ) = �����( ) − 1�����( ) ��	
�( ), �� �
�( ) = �����( ) − 1�����( ) ����( ), 
  ��
	�( ) = �� �
�( ) − ��	
�( ). 

(5) 

To limit the degree of thermal build up or depletion in the ground, the following bound may be 
put on the net annual heat transfer with the ground 

> - ��
	�%?	�@ > < ��<�
. (6) 

4.3 Borehole Dynamics 

In this section the borefield system shown in Figure 1 is modeled as a single equivalent borehole 
which is sized according to the specified building loads to be considered in the next sections. 
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This is an approximation neglecting the interaction between different boreholes in a borefield. 
In the equivalent diameter approach, the heat transfer from the U-tube is approximated by the 
heat transfer from a single pipe with a hypothetical diameter through which the heat exchanging 
fluid circulates. The objective is the determination of the circulating fluid mean temperature 
over the borehole length, ��( ), corresponding to a net (injected - extracted) heat profile per 
unit length, B
	�. The one-dimensional radial conduction heat transfer equation is considered. 
Next, the grout and ground regions are divided into thermal nodes and an energy balance for 
the equivalent borehole is considered. Using the finite volume technique, the following large-
scale dynamic model is obtained C	(/ + 1) = D	(E)C	(/) + F	(E)B
	�(/), G(/) = ��(/) = �	C	(/) (7) 

where C	 = H�� ��% … ��JK  ��% … ��JLMN
. Here, �� is the circulating fluid mean temperature, 

H��% … ��JK MN
are grout nodal temperatures, H��% … ��JLMN

are soil (ground) nodal temperatures 

and E is the know parameters vector including thermal, physical and other parameters of the 
system (diffusivities "�, "�, conductivities /�, /�, different radii  O��, O��, discretization step 
sizes, etc.) and B
	� is the net heat injected to the ground. A full derivation of (7) can be found 
in Atam (2013). 

The next step is obtaining a reduced-order model from the large-scale model given in Eq. (7) 
which has 506 states. As a model-order reduction technique, we use the Proper Orthogonal 
Decomposition (POD) method (Holmes et al., 1996)(Astrid, 2004). 

The reduced-order model is given by C@(/ + 1) = D@C@(/) + F@B
	�(/), G(/) = �@C@(/) (8) 

and details can be found in Atam (2013) The model order of the chosen reduced-order model 
is four. Figure 2 shows mean and maximum absolute mismatch error for ��  of reduced-order 
models with respect to that of large-scale model as a function of model order. The results are 
based on simulations of models with a multi- sine input signal consisting of 30 sines. From 
Figure 2 we get the maximum absolute mismatch error for �� around 0.63°C and the mean 
absolute mismatch error around 0.14°C for a reduced-order model of fourth order. 

 
Figure 2: Reduced-order model Tf mismatch error as a function of model order. 
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5. NONLINEAR, NONCONVEX OPTIMAL CONTROL PROBLEM FOR TO TAL 
ENERGY USE MINIMIZATION 

Letting B% ≜ �� ��, B' ≜ �� ��,  BQ ≜ �� ��,  BR ≜ �� �� ,  BS% ≜ T� UVWXYUV ,  B
	� ≜ �� 
	� , ����� = 12,  
 ��� = 1, we obtain the following optimization problem with the associated constraints from 
the related equations defined before in Section 4. 

Z[Z[Z[\] -  �
34%
56# ^�	(/)_ `BS%(/) + BR(/)12 + BQ(/)&# + &%��(/) + &'��'(/)a + ��(/)B'(/)b  (9a) 

subject to �� �(/) − 8�49(/) ≤ B%(/) − B'(/) ≤ �� �(/) − 8�4;(/), (heating demand satisfaction) (9b) �� �(/) − 8�49(/) ≤ BQ(/) − BR(/) ≤ �� �(/) − 8�4;(/), (cooling demand satisfaction) (9c) 

B
	�(/) = %Q%' BR(/) − B%(/) + B%(/), (expression for B
	�(/)) (9d) 

C@(/ + 1) = D@C@(/) + F@B
	�(/), (borehole state-space dynamics) (9e) ��(/) = �@C@(/), (output equation) (9f) ��4<�
 < ��(/) = �@C@(/) < ��4<�
, (circulating fluid temperature bounds) (9g) 

c - B
	�(/)34% 
56# c < ��<�
, (bounding the total net heat injected to the ground) (9h) 

����� = "# + "%�@C@(/), (heat pump coefficient of performance) (9i) B%(/) = �����(/)BS%(/), (relation between B%, ����� and BS% (9j) 

With this formulation, the nonlinearity of the optimal control problem comes from Eq. (9j): a 
bilinear term. Note that the rational term including �� in the cost function does not create any 
nonlinearity because  �� is not a decision variable or a function of decision variables. In the 
next subsection, Eq. (9j) will be replaced by its convex approximation. 

6. CONVEXIFIED OPTIMIZATION PROBLEM 

In this section, before formulating a convex approximation of the optimization problem presented 
in Eq. (9), we start with the definitions of basic ingredients of convex optimization problems. 

6.1 Overview of convex optimization 

In words, a convex optimization problem is simply a convex function to be minimized over a 
convex set. 

Definition 4.1 (Convex Optimization Problem: less general form). Given a convex function �, 
convex functions d�, affine functions ℎ�  and the decision variable vector C, the associated less 
general convex optimization problem is defined as Z[Z[Z[\] �(C) (10a) 

subject to d�(C) ≤ 0, [ = 1, … , E. (10b) ℎ�(C) ≤ 0, [ = 1, … , O. (10c) 
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x2 

6.2 Convex Envelope 

Next, the concept of convex envelope is defined. 

Definition 4.2 (Convex envelope). Given a continuous function /(C), its convex envelope, 
denoted by �ghi /(C), over a convex set j is defined as the pointwise supremum of all convex 
functions which are majorized by /(C): �ghi /(C) = kBElO(C)|O convex and O(G) < /(G)    ∀G ∈ jx. 
In other words, �ghi / is the largest convex function such that �ghi /(C) ≤ /(C) for C ∈ j. 
 

A positive bilinear function �(C1, C2) = C1C2 has the convex envelope �ghi �(C%, C') = max |C%C' + C'C% − C%C', C̅%C' + C̅'C% − C̅%C̅'~ (11) 

over the rectangular region j = [C1, C̅1] × [C2, C̅2], which is called McCormick envelope 
(McCormick, 1976). Similarly, the negative bilinear function �(C1, C2) = −C1C2  has the 
convex envelope (McCormick, 1976) �ghi �(C%, C') = max |−C̅%C' − C'C% + C%���C', − C%C' − C̅'C% + C%C̅'~ (12) 

over the rectangular region j = [C1, C̅1] × [C2, C̅2]. 
Using (11) and (12), the equality constraint � = �(C1, C2) = C1C2 is convexified by � ≥ C%C' + C'C% − C%C', � ≥ C̅%C' + C̅'C% − C̅%C̅' 

(13) � ≥ C̅%C' + C'C% − C%���C', � ≥ C%C' + C̅'C% − C%C̅' 

6.3 Convexified optimization problem 

The convexified optimization problem is the same problem as in Eq. (9) except Eq. (9j) is 
replaced by (13) with � = B%(/), C% = �����,   C' = BS%(/) 

Note that all other constraints are already/or can be easily put into the form given in Eq. (10). 
The lower bound for the coefficient of performance of heat pump, �����, is set to 2 and the 

upper bound, �����, is set to 6. Similarly, the lower bound of BS% = ����/�����, BS%, is set to 

0W and the upper bound, BS%, is set to 3000W, assuming a maximum heat pump power of  

6000W. 

6.4 Bilinear versus rational function 

We formulated the optimization problem in Eq.(9) such that the resulting non- linearity was of 
type bilinear. It is possible to formulate the problem in such a way that the nonlinearity is a 
rational function �(C1, C2) = 
�
� over a positive rectangle in the first quadrant [�%, �']  × [�%, �']. In this case, the analytical formula for the convex envelope is given as (Locatelli et al., 
2013) 

�ghi �(C%, C') = �% − C%�% − �%
�%

max ��', �' − C'�% − C%  (�% − C%) + C', C'√�%(�% − �%)(�% − C%)√�% + (C% − �%)��%� 
(14) 
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+ C% − �%�% − �%
�%

min �C' − �'C% − �%  (�% − C%) + C', �', C'��%(�% − �%)(�% − C%)√�% + (C% − �%)��%� 

6.5 Solution of the convexified problem 

The optimization problem is coded using YALMIP (Lofberg, 2014) under MATLAB and calling 
CPLEX (IBM, 2014) as solver. Note that in convex optimization problems, any local minimum 
is also a global minimum. This nice property makes convex optimization formulations very 
attractive. 

6.6 Results for convexified optimization problem 

The results for the convexified optimization problem are shown in Figure 3. Simulations are 
run for a duration of one year and with a sampling period of 4 hours. Figure 3(a) shows the time 
evolution of the mean temperature of the circulating fluid (��), Figure 3(b) shows the heat pump 
power and heating demand (����, ���), Figure 3(c) shows the chiller power and cold demand 
(����, ���) and finally Figure 3(d) shows the evolution of accumulated cost (+).  These results 
will be compared with dynamic programming results in Section 5. 

 
Figure 3: Controlled system variables for convexified optimization problem. 

7. DYNAMIC PROGRAMMING-BASED OPTIMAL CONTROL 

Dynamic programming is a closed-loop, global optimal control method (global optimal up to 
approximations due to state-input gridding and interpolations). It is based on the “principle of 
optimality” (Kirk, 1970) which simply says that in a multi-stage process whatever the previous 
states are, the remaining decisions must be optimal with regard to the state following from the 
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current state. This principle allows the optimal control problem of a K-stage process to be 
recursively formulated starting from the last stage. If d denotes the function inside the 
summation of the cost function + in (9a) and C, B, � states, inputs and measurable disturbances, 
respectively, then +34�,3∗ (C(� − �)) = min;(34�)|d�C(� − �), B(� − �), �(� − �)�~ +  

                                 +34(�4%),3∗ (C(� − �), B(� − �), �(� − �)), 
(15) 

where +34�,3∗  is the optimal cost of the K-stage policy starting from stage � − � to the final stage 
N and +34(�4%),3∗ is the optimal cost of the K−1-stage policy. To start with the algorithm, we set +3,3∗ = 0, which is the cost stage number zero, � = 0. For dynamic programming-based control 
methods, the most important issue is to have an accurate model with minimum number of 
states and inputs due to the famous curse of dimensionality problem (Kirk, 1970)(Bertsekas, 
2000). As a result, the optimization problem given by Eq. (9) will be equivalently reformulated 
with two inputs instead of four. (Kirk, 1970)(Bertsekas, 2000)can be referred for details on 
dynamic programming. 

The requirement of heating and cooling load satisfaction gives (ignoring violation flexibilities) ����(/) = ���(/) − ����(/), (16a) 

����(/) = ���(/) − ����(/). (16a) 

Then, the expression inside the summation in the cost function (2) becomes 

d�����, ����, ���, ��� , �����, �����, �	 , ��� =  � . �	(/)�����(/) + ��(/)��� 2 ����(/) + 

 � . �	(/)�����(/) + �	(/)�����2 ����(/) +  � .��(/)��� ��� + �	(/)����� ���2      (17) 

To put a constraint on = �� = �O CO , we prefer to transform the borehole state dynamics in 
reduced-states as CS@ = �C@, where 

� = ` �@0Q×% �Qa (18) 

such that CSO1 = �O CO = G = �� . The reason for such transformation is the fact that this 
allows an easy use of an existing dynamic programming toolbox (ETH, 2014) 

Then, the reduced-order transformed borehole state-space dynamics becomes CS@(/ + 1) = D�@CS@(/) + F�@B
	�(/), G(/) = ��(/) = CS@�(/), (19) 

so that the first state becomes output and hence the circulating fluid temperature bounds can be 
put on the first state. The optimization problem to be solved by dynamic programming is as 
follows: 

Z[h - d(34%
56# ����, ����, ���, ��� , �����, �����, �	 , ��) (20a) 

subject to CS@(/ + 1) = D�@CS@(/) + F�@B
	�(/), (borehole state-space dynamics) (20b) ��4<�
 < ��(/) = C@�(/) < ��4<�
, (circulating fluid temperature bounds) (20c) 
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|∑ B
	�(/)34%56# | < ��<�
, (bounding the total net heat injected to the ground) (20d) �����(/) = "# + "%CS@�(/), (heat pump coefficient of performance) (20e) 

B
	�(/) = %Q%' ���� − ����� − WXYUV4%WXYUV ����, (expression for B
	�(/)) (20f) 

Note that for g(x, u, w) in (17), we have B = ��� ℎE  �� �ℎ�N
 and � = ��� ℎ, �� �, �����, �], �d �N and ����� depends on the state CS@� . 

Dynamic programming is applied to (20). Typically in dynamic programming, the feasible states 
and feasible inputs are gridded into quantized values and then at a given stage with a chosen 
feasible state value, all possible quantized inputs are tried until the minimum of (20a) is 
determined at that stage. This is done for all feasible gridded states. Hence, the dynamic 
programming control algorithm is a closed-loop and global optimal control algorithm (global 
optimal up to the approximations due to state-input gridding and interpolations). As mentioned 
before, for dynamic programming-based control methods, the most important issue is to have 
an accurate model with minimum number of states/inputs due to the curse of dimensionality 
problem. The nonlinearity of the model is not an issue for dynamic programming. Interpolation 
is required when the predicted states are not the gridded states. 

In the optimal control problem, the control input range for both ����    and ���� is taken to be [0, 
6000]W and is gridded into 60 points. The range for output y is taken as [0.5, 15.5]°C and it 
is gridded into 50 points. All other transformed states of the reduced-order model are also 
divided into 50 grid points. The control results are shown in the next subsection. 

 
Figure 4: Controlled system variables for dynamic programming-based control. 
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7.1 Dynamic Programming Results 

The results for dynamic programming are shown in Figure 4. When the results of the convexified 
solution in Figure 3 are compared to these of Figure 4, we see that they are close to each other, 
except that for the convexified problem the circulating fluid is more oscillatory around the 
upper temperature bound, which is due to the more oscillatory action of the chiller. This 
oscillatory behaviour of chiller is caused by the involved convex approximation. The cost 
profiles are almost the same. 

8. APPLICATION OF THE PROPOSED METHOD IN NMPC 

The nonlinear, non-convex model predictive control (NMPC) problem is shortly described as 
follows. Given the borehole dynamics C@(/ + 1) = D@C@(/) + F@B
	�(/), G(/) = �@C@(/), (21) 

the objective of NMPC is the minimization of 

Z[Z[Z[\] -  �
5��V

�65 ^�	([)_ `BS%([) + B�R(/)12 + B�Q([)&# + &%��([) + &'��'([)a + ��([)B�'([)b  (22) 

subject constraints �� �(/) − 8�49(/) ≤ B�%(/) − B�'(/) ≤ �� �(/) − 8�4;(/), (heating demand satisfaction) (23a) �� �(/) − 8�49(/) ≤ B�Q(/) − B�R(/) ≤ �� �(/) − 8�4;(/), (cooling demand satisfaction) (23b) 

B�
	�(/) = %Q%' B�R(/) − B�%(/) + B�%(/), (expression for B�
	�(/)) (23c) 

��4<�
 < ���(/) = �@C�@(/) < ��4<�
, (circulating fluid temperature bounds) (23d) 

c - B�
	�(/)34% 
56# c < ��<�
, (bounding the total net heat injected to the ground) (23e) 

������(/) = "# + "%�@C�@, (heat pump coefficient of performance) (23f) 

B�%(/) = ������(/)BS%�(/), (relation between B�%, ������ and BS%�(/) (23g) 

where  C�@(/ + 1) = D@C�@(/) + F@B�
	�(/), with C�@(/) = C@(/). (23h) 

and B�
(k) = B�
(/ +  �), / +  � ≤ k ≤ / +  �,  � ≤  �, C = 1, … , 4, (24a) B�
	�(k) = B�
	�(/ +  �), / +  � ≤ k ≤ / +  �,  � ≤  �. (24b) 

Here  � and  � are called prediction and control horizons, respectively. The hat notation denotes 
the internal control variables (the calculated control inputs) and the resulting predicted states or 
variables which are functions of states and inputs over the given horizons. A distinction between 
the real system variables and the variables in the predictive controller design (denoted with a 
hat) is necessary be- cause the calculated inputs and the predicted values may not be the same 
as the ones in the real time controlled system. The crossed out term (23e) means that this 
constraint cannot be applied in NMPC because NMPC does not see all the future. As we see, 
the NMPC problem is in a fact a kind of optimal control problem over a shorter horizon. As a 
result, for the application of the proposed convexification to NMPC, the convexification of 
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(23f) is done, after which the NMPC becomes convex model predictive control. Here, we do 
not present the results for convexified NMPC, rather we just wanted to show how the proposed 
idea can be used in the context of NMPC. 

9. CONCLUSION  

In this paper a convexification approach using convex envelopes for hard-to- solve nonlinear, 
non-convex optimization problems involving rational and/or bi- linear terms of decision 
variables is proposed for optimal/model predictive control- based total energy use minimization 
of buildings using hybrid ground-coupled heat pump systems. The results presented are for an 
idealized optimal control case: building interaction ignored, loads as input, constant COPs for 
everything except the heat pump and simplified borehole model. Rather than going a through 
detailed application, the objective was to show how the convexification ideas are used in the 
considered control frameworks. 

The results of the convexified optimal control problem were compared to dynamic 
programming based control results. The results of the proposed method were close to (in terms 
of dynamic trends, global cost) these of dynamic programming, which verifies the effectiveness 
of the proposed method. To the authors’ best knowledge, the proposed idea is the first in the 
field of optimization or control of energy efficient buildings equipped with thermal systems. 
The overall message of this paper is that given a nonlinear, non-convex optimization/control 
problem of thermal systems, the first step should be to analyse the given system in terms of the 
nonlinear, non-convex terms and then investigate whether convex envelopes for the associated 
terms exist or not. If they exist, then these terms should be replaced with their convex 
approximations, thus approximating the original non- linear, non-convex optimization/control 
problem by a convex one. Note, however, that analytical convex approximations exist only for 
a set of non-convex functions. Last but not least, in general convexified optimization results are 
better than linearized optimization results but are not as good as global optimal results. The 
accuracy degree of the approximation of the original non-convex optimization problem by a 
convex one is very case dependent. 
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COMPARISONS OF MODEL STRUCTURE AND 
IDENTIFICATION METHODS FOR MULTIPLE-RTU 

COORDINATION 

Donghun Kim, Jie Cai, James E. Braun 

Ray W. Herrick Laboratories, School of Mechanical Engineering, Purdue University, USA 

1. ABSTRACT 

Small and medium commercial buildings, such as retail stores, restaurants and factories, often 
utilize multiple roof top units (RTUs) to provide cooling and heating for open spaces. For these 
types of buildings, advanced control algorithms are not typically implemented due to practical 
difficulties such as lack of a building management system (BMS), high sensor costs, and high 
costs for controller design and programming. Our work is focused on development of a plug-
and-play self-learning controller for coordinating RTUs in order to minimize energy usage and 
reduce short cycling while maintaining comfort.  The approach relies on learning the 
relationships between thermostat responses and RTU on/off cycling. Needless to say, the crucial 
and difficult part for the RTU coordination is to choose a proper model structure and an 
identification algorithm to learn the underlying relationship between the multiple RTU actions 
and multiple thermostat temperatures. In this paper, we compare and evaluate prediction 
accuracies of several linear model structures, including multiple-input, multiple-output (MIMO) 
autoregressive models with exogenous inputs (ARX) and auto-regressive moving average 
models with exogenous inputs (ARMAX) using available site data for a typical small restaurant. 

Keywords: RTU coordination, Recursive least square (RLS), ARX 

2. INTRODUCTION 

Buildings are responsible for about 40% of the total primary energy usage in the US. In the past 
three decades, various advanced control approaches have been studied to reduce energy 
consumption especially for large commercial buildings. One of the most popular and widely 
studied approaches is Model Predictive Control (MPC), in which an optimal control problem 
over a finite prediction horizon is solved at each sampling time using a system model. Many 
papers show the capability of MPC to reduce energy consumption (Privara et al., 2011; Ma et 
al., 2010) and demand cost (Braun, 1990). The controller communicates with the Building 
Management System (BMS) where real-time measured data are stored. The control algorithm 
relies on future predictions of disturbances such as outdoor air temperature, solar radiation and 
occupancy. The information are obtained through a weather forecast or using a model, such as 
an ARMA/ARIMA model, driven by sensor data.  

Many small/medium commercial buildings, such as retail stores, restaurants and factories, 
utilize multiple roof top units (RTUs) to provide heating and cooling for open spaces. For this 
application it is difficult to apply an MPC algorithm because small commercial buildings 
typically do not have a BMS system and it would expensive to add the required sensors. A 
conventional approach for this application relies on local feedback control, where each RTU is 
cycled on and off using its own thermostat that is located in the vicinity of its supply diffusers 
in the open space. This can lead to poor coordination among the RTUs where some units carry 
the majority of the load, some units cycle on and off very frequently, and others operate 
infrequently. Due to these practical difficulties, there have been very few advanced control 
algorithms developed for these buildings.   
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Our modelling approach relies only on thermostat signals, i.e. thermostat temperatures and 
RTU on/off stages, with no additional measurement requirements. Using the thermostat 
outputs, a system identification algorithm is applied to identify the underlying relationship 
between the multiple RTU actions and multiple thermostat temperatures.  This leads to a lower 
cost and more practical solution for model-based RTU coordination in this type of building. 
However there are numbers of difficult questions to be answered; How to treat unmeasured 
disturbances such as internal gains and solar radiation? What is the limitation of disturbance 
modelling approaches? How to get or to choose persistently exciting data for these types of 
buildings? How to treat the correlation between disturbances and manipulated inputs, which 
will deteriorate model performance? These questions are fundamental issues in system 
identification and are out of the scope of this paper. Instead, we focus on how to choose a proper 
model structure and an identification algorithm for the RTU coordination control. Candidate 
identification algorithms are the recursive least square method (RLS) using the structure of 
multi-input and multi-output (MIMO) autoregressive exogenous (ARX) models and the 
recursive prediction error method (RPEM) for auto-regressive moving average models with 
exogenous inputs (ARMAX). The best model structure and identification algorithm may differ 
from system to system.  However, it should be possible to automate the selection process and 
use measurement data for a system of interest to make site-specific choices.  

In this paper, we want to find suitable model structures and corresponding identification 
algorithms to describe input-output relationships based on site data for a typical sit-down 
restaurant served by four RTUs.  

3. SYSTEM DESCRIPTION/ DIFFICULTIES 

Some major challenges in modelling small/medium size commercial buildings controlled by 
multiple RTUs are summarized as follows:  

1) Unknown but possibly significant inter-zonal coupling, namely the state of one zone 
affecting the dynamics of neighbouring zones; 

2) Unknown supply air duct systems that may be significantly different for each RTU and 
site, making modelling very site-specific; 

3) Lack of sensors and BMS system, implying lack of information about measured 
buildings performance; 

4) Time varying system behaviour due to time varying disturbances, performance 
degradation (e.g., RTUs), etc.; 

5) Unmeasured but significant disturbances due to occupant schedules, solar radiation, etc.; 

6) Relatively large number of controlled variables (e.g., zone thermostat set points) and 
manipulated variables (actions of RTUs). 

Fig. 1 shows an example small commercial building served by multiple RTUs that is used as a 
case study in this paper. Because of difficulties 1) and 2), a data-driven modelling approach is 
chosen. RTUs are controlled by thermostats, which measure room air temperature and provide 
ON/OFF signals to compressors. In order to avoid the need for additional sensors, ON/OFF 
modes of the RTU compressors are selected as model inputs and the thermostat temperatures 
are chosen to be the model outputs. To handle difficulties 4) to 6), recursive algorithms are 
considered. 

4. CHOICE OF MODELS AND IDENTIFICATION METHODS 

For MIMO system identification, a polynomial model, e.g. ARX and ARMAX, and a state-
space model are some standard choices for a black-box model (Ljung, 1999). 
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We chose to consider recursive identification algorithms instead of batch algorithms in order to 
capture the time varying system properties. For recursive algorithms, numerical stability is one 
of the most important issues since the failure of parameter convergence will show undesirable 
closed loop performance. RLS (recursive least squares) methods have several desired 
properties. The exponential convergence property is guaranteed as long as data is persistently 
exciting and is independent of the number of parameters. Therefore it can be applicable to 
buildings served by multiple RTUs. Furthermore the implementation of RLS for SISO can be 
easily extended to MIMO RLS. Therefore it is selected as a candidate identification method for 
RTU control modelling. 

The MIMO ARX model has the following general form 

 

1 1

1 1
1

1 1
1

( ) ( ) ( ) ( ) ( )

( )

) .

,

(

a

a

b

b

n
n

n
n

A z y k B z u k e k

A z I A z A z

B z B z B z

− −
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−− −

= +

= + +…+

= +…+

 (1) 

1z− is the backward shift operator such that1 ( ) ( 1)z x k x k− = − . 
   y(k) ∈

pand
   u(k) ∈

m are the outputs 

and inputs, respectively. 
   e(k) ∈

p is a white noise process. The matrices of 
  
Aj ∈

p× p  for

  
j ∈{1,…,na}  and

  
Bj ∈

p×mfor 
  
j ∈{1,…,nb}  are the parameters to be determined based on 

input/output (IO) data. ( , )a bn n is the degree of matrix polynomials of 1 1),( ( )A z B z− − . We denote a 
ARX model with degree of ( , )a bn n  as ARX( ,a bn n ). 

The number of parameters to be estimated for ARX(,a bn n ) is ( )a bp n m np +× × × where p  and m 
are the number of output and inputs. Even for a small building having 4 single-stage RTUs, at 
least 32 parameters need to be determined. Therefore a MIMO ARX structure has significant 
model complexity.  

We want to find simpler model structures. One candidate form is as follows. 
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y(k) = B(z−1)u(k) + e(k) (2) 

It is called diagonal from matrix fraction description, Green et al. (2012). 1( )ia z− is now a scalar 
polynomial instead of a matrix polynomial. It can be easily shown that the description is nothing 
but a parallel MISO ARX model that is  

 

   

a1(z
−1)y1(k) = B11(z

−1)u1(k) +L+ B1m(z−1)um(k) + e1(k)

M

ap(z−1)yp(k) = Bp1(z−1)u1(k) +L+ Bpm(z−1)um(k) + ep(k)

 (3) 

We denote this MIMO representation as “dARX” to emphasize that the 1( )A z− in Eqn. 2 is a 
diagonal polynomial matrix. Some advantages of dARX are: 

• significantly fewer parameters need to be determined; For example, with 4 single-stage 
RTUs, ARX requires at least 32 parameters while dARX requires only 20. 

• it is much easier to be interpret the model parameters; i.e. SISO ARX interpretation can 
be directly applied. 

• a MISO identification algorithm for ARX can be applied. 
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Although the degrees of 1( )ia z− differ in general, we assume all orders are the same (= an ) for all 
[1, ]i p∈  due to lack of prior order information.  A similar assumption is applied for each element 

of 1)(B z− . A more simplified structure for MIMO system representation may be possible. 
Consider the following transfer function:( ) : ( ) ( )G z U z Y za , where ( )H z  is a matrix having 
rational polynomials for each entity and   z∈ not the time shifting operator. Let denote the ,i j  
component of the transfer function, , , ,( ) ( ) / ( )i j i j i jz n z dG z= where , ,( ), ( )i j i jn z d zare numerator and 

denominator polynomials. Let ( )p z  be a least common multiple for all the denominator 
polynomials, , ( )i jd z , for all ,i j . We assume that ( )p z  is a monic scalar polynomial such that the 

leading coefficient is unity. Then it can be shown that ( ) ( ) ( ) ( )p z Y z H z U z=  where ( )H z  is a 
polynomial matrix. Thus we are also interested in the following structure;  

 
   
y(k) + a

1
y(k −1)+L+ ana

y(k − na) = B
1
u(k −1)+L+ Bnb

u(k − nb) + e(k)  (4) 

where ja is a scalar
  
∀j ∈[1,na] , while jB is a matrix with the size ofp m× .We denote this model 

structure as “arX” to emphasize that the auto-regression terms, the coefficients of 1( )a z− are 
scalars. Stoica and Jansson (2000) compared prediction results for this model structure to those 
of a space-space form. 

Besides ARX models, an ARMAX structure is also considered. 
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The only difference compared to the ARX form is the inclusion of 1( )C z− . It acts as a filter for 
a white noise process and is called the moving average process.The ARMAX structure is much 
more complex than the ARX structure since it is nonlinear with respect to parameters and 
requires a non-linear recursive algorithm, called RPEM, that is more complex than RLS. The 
next section describes the RLS algorithm but not the REPM. For readers who are interested in 
the RPEM algorithm, refer to Ljung et al. (1983) and Goodwin and Sin (2013).  

5. RECURSIVE LEAST SQUARE ALGORITHM AND PREDICTION 

5.1 RLS formulation 

Before we describe RLS, reformulation of the white noise process ( )e k is required. 

Taking conditional expectation of Eqn. 1, i.e. 1 1( ) ( ) ( ) ( ) ( )A z y k B z u k e k− −= + , with respect to 
{ ( 1), ( 2), , ( 1), ( 2), }y k y k u k u k− − … − − … leads to  

 
   
ŷ(k |k −1) = ( I − A(z−1))y(k) + B(z−1)u(k) = − A1y(k −1)L− Ana

y(k − na) + B1u(k −1)+L+ Bnb
u(k − nb)  (6) 

where  ŷ(k |k −1) = E(y(k) | y(k −1),y(k − 2),…,u(k −1),u(k − 2),…) .  

It is assumed that the current noise ( )e k  is independent of past inputs and outputs and has zero 
mean. By taking the difference between Eqn. 1andEqn.6, one can get( ) ( ) ˆ( | 1)ye k y kk k= − − , 
showing that the white noise process is the one-step ahead prediction error. 
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For a SISO system, the objective of least squares (LS) is to minimize
2
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data. Since ˆ( 1) ( | 1)Tk y k kφ θ− = − , the LS algorithm can be viewed as minimizing the sum of 
squares of the one step ahead prediction error. Let the optimal solution with data length n be 

n̂θ . Recursive Least Square methods tend to find a transition n̂θ to 1n̂θ +  without resolving the 
optimization problem with data size of 1n + .  

The transition is; 
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The derivation for Eqn. 7 is straightforward but is omitted. For MIMO RLS, Eqn. 6, i.e. 
1 1( 1) ( ) ( 1) (ˆ( | 1) )
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By denoting 1 1[ , , | , , ]
a bn nA A B BΘ = … … and  

( 1) ( ) ( 1) ( )( 1)T T T T T
a by k y k n u k u kk nφ  = − … − − … −−  , Eqn. 8 becomes ˆ( | 1) ( 1)y k k kφ− = Θ − . 

Then thi element of ( | 1)ŷ k k− , denoted as ̂( | 1)iy k k− , can be expressed as 

ˆ ( | 1) ( 1) ( 1)T T
i i iy k k k kφ φ− = Θ − = − Θ , where iΘ is the thi row vector. Because the one-step ahead 

predictor form for each element of ( | 1)ŷ k k−  is the same for the MISO case, the MIMO RLS 
can be solved by p  independent MISO identification. 

5.2 Optimal d -step ahead prediction 

For a model–based predictive control, we are interested in several step ahead predictions under 
candidate inputs. Suppose we are interested in the optimal output d-step ahead prediction of 

( )y k d+ , given past historical data, 
   y(k), y(k −1),L,u(k −1),u(k − 2),L and given candidate current 

and future inputs 
   u(k + d −1),u(k + d − 2),L,u(k) . Here ‘optimal’ means minimal variance. The 

one-step ahead prediction was derived in Eqn.4.  

Since 
   
y(k + 2) = − A

1
y(k +1)− A

2
y(k)L− Ana

y(k − na + 2)+ B
1
u(k +1)+ B

2
u(k) +L+ Bnb

u(k − nb + 2)+ e(k + 2), 

the optimal two-step ahead predictor form can be obtained by taking conditional expectation 
with respect to 

   y(k), y(k −1),L,u(k +1),u(k),L and is 

 
   
ŷ(k + 2 |k) = − A

1
ŷ(k +1|k) − A

2
y(k)L− Ana

y(k − na + 2)+ B
1
u(k +1)+ B

2
u(k) +L+ Bnb
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This can be generalized to d-step ahead prediction as follows. 

 
   

ŷ(k + d |k) = − A1ŷ(k + d −1|k)L− Ad−1ŷ(k +1|k) − Ad y(k)L− Ana
y(k − na + d)

+ B1u(k + d −1)+L+ Bnb
u(k − nb + d)

 (10) 
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6. CASE STUDY RESULTS AND DICUSSION 

6.1 Building description 

 

Figure 1: Locations of sensors and RTUs 

A restaurant in suburban Philadelphia (see Fig 1) is a demonstration site for the Department of 
Energy Consortium for Building Energy Innovation. The indoor restaurant area is about 70ft 
long, 65ft wide and 11ft high. For this case study, the resolution of the existing thermostats was 
not sufficient for model construction.  Therefore, additional wireless temperature sensors were 
located near the thermostats as shown in Fig.1.  

The building has 4 RTUs and one of them, RTU1, has two stages of cooling and the others are 
single stage. We treated the two-stage unit as two different single-stage units. Therefore we 
have 4 outputs corresponding to the temperatures at the thermostats and 5 inputs that are the 
RTU stages. The temperatures and each RTU ON/OFF mode were recorded with one-minute 
sampling times where each mode was controlled by a thermostat (a conventional feedback 
controller). The data sets for model training were obtained using the conventional feedback 
closed-loop control system. 

6.2 Results and discussion 

The measured temperature and on/off mode data were recorded from August 15, 2013 to 
September 6, 2013. A sample IO data set is shown in Fig. 2. Based on the measured data, the 
described identification algorithms were implemented for different model structures. A sample 
result for the data of Fig. 2with 60d = is shown in Fig.3for the ARX(2,2) model. Since the 
sampling time is one minute, this is equivalent to a one-hour look ahead prediction. Each I/O 
variation had its sample mean subtracted such thatT∆  in Fig.3 represents the shifted thermostat 
and predicted temperatures. The result shows the modelling approach can predict thermostat 
temperatures one hour in advance very accurately. In this case there were 72 parameters to be 
determined and all parameters were initialized with 1. Despite the large number of parameters, 
the RLS converged to reasonable values within about two days from the start.  
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Figure 2: Example measured thermostat temperature and ON/OFF stages 

 

Figure 3: Example comparisons of measurement data and 1-hr predicted RLS with ARX(2,2) 

In order to measure the prediction error (P.E.) we used the following metric;  

 2
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where i is an index corresponding to each thermostat temperature, σ  represents the average 
standard deviation of prediction errors for the four thermostat temperatures, andN  represents 
the number of data points. In subsequent results, we used all the data from August 15 to 
September 6 to quantifyσ , which depends on the prediction horizon,d , and the model structure 
and order.  

Intuitively, as the prediction horizon,d , increases, the d -step prediction error has to increase. 
Fig. 4 shows how σ increases w.r.t. the horizon for different model structures and model orders 
( an ). For these results, bn was set to one for all the model structures and cn was set to 2 for the 
ARMAX structure.  The number of parameters to be learned depends on the model structures 
as summarized in Table. 1. 

Table 1: the number of parameters depending on model structures in Fig. 4 and Fig. 5 
 ARX( an ,1) dARX( an ,1) arX( an ,1) ARMAX( an ,1,1) 

# parameters 16× an +20×1 4× an +20×1 an +20×1 16× an +20×1+16×1 

For most prediction horizons and for various an , ARX and dARX provide better predictions 
(i.e., lowerσ values). Even though the ARMAX structure includes ARX, the prediction 
performance for longer prediction horizon is worse than for the ARX for all an . Since the 
RLS/REPM algorithm minimizes the one-step ahead prediction, the ARMAX is slightly 
superior for shorter prediction horizons as shown in Fig. 4. However, this does not imply that 
it is superior for longer prediction horizons. 

Fig.5 provides the same information as Fig. 4 but it more clearly shows how σ  changes with
an . Consider the case whered =30. The number of parameters for ARX(1,1) is 36 and the 

corresponding σ is about 0.30oC. On the other hand, the number of parameters for arX(15,1) is 
35 and the corresponding σ is about 0.51oC. Although the numbers of parameters are similar, 
the arX structure shows worse prediction performance for this case study. Meanwhile, the 
dARX(4,1) has aσ  value of  0.26oC. The dARX is superior among the model structures we 
investigated.  

Before further discussions, it is important to mention how the fitness behaves as a model order 
increases. In general,σ decreases rapidly until a guessed model order meets the true order. This 
is the process to capture major dynamics contained in data. However even after a model order 
reaches its true order,σ  keeps decreasing but slowly. This is the process called overfitting, 
where the additional parameters of a higher order model fit to noise process in the model. One 
of the goals of this paper is to find a point around which σ is insensitive. 

It is interesting that σ is not sensitive to the selection of an even for 1an = , which is not true for 
SISO system identification. This may attributed to the MIMO structure. For example, for the 
ARX(1,1), the corresponding transfer function for each iy  will have four poles unless there is 
a zero-pole cancelation. Likewise, ARX(2,1) will have 8 poles. Therefore even with small an , 
it could have enough coefficients to describe the dynamics in the data. 

However there is a concern about the models with 1an = .It turns out model structures with 1an =
likely have all poles close to 1z = on the complex domain. This results in a trivial model 
structure 1n ny y −≈ . The prediction performance of the model looks good since it just shifts the 
measurement data. However it is useless for any purpose. This clearly can be seen in Fig. 5: 
arX(1,1) is superior to any other higher order arX(an ,1). With this concern, we exclude model 
structures with 1an =  for the modelling of multiple-RTU coordination. 
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The dARX model structures with 2an = or 3an = provide reasonable prediction accuracy. By 
Eqn. 3, this implies about 2 or 3 poles per each zone could be suitable to describe dynamics of 
the building at least approximately. Although an ARX model also provides reasonable 
accuracy, a dARX model is preferred since excessive numbers of parameters will increase the 
parameters uncertainty (Gustavsson, I. et. al. 1977) and cause overfit. 

 

Figure 4: Standard deviation of prediction errors as a function of prediction horizon for 
different model structures and orders (sampling time =1 min) 

 

Figure 5: Standard deviation of prediction errors as a function of order of 1)(A z− polynomial  
(sampling time =1 min) 
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The sensitivity w.r.t. bn is shown in Fig. 6. For the ARMAX structure, the effect of cn  on σ  is 
shown in Fig. 7. These results show that the prediction error is relatively insensitive to the 
selection of bn and cn , even for 1bn =  and 1cn = . This implies the dynamics can be explained 
without any additional zeros; note that both bn and cn are related to zeros of the transfer 
functions.  

 

Figure 6: Standard deviation of prediction 
errors as a function of order of 1)(B z−

polynomial 
(sampling time =1 min) 

 

Figure 7: Standard deviation of prediction 
errors as a function of order of 1)(C z−

polynomial for ARMAX model 

 

7. CONCLUSION 

This paper compares prediction accuracies of several linear model structures that describe the 
relationships between thermostat responses and RTU on/off cycling for a case study building 
served by several RTUs. The purpose of this comparison is to identify a suitable model structure 
and order for a RTU coordination control algorithm. RLS is used for ARX types of models and 
RPEM is used with ARMAX types as an identification algorithm. We also considered special 
forms of ARX, e.g. diagonal matrix fraction description, to find a simpler model structure. The 
linear models provided reasonable prediction errors, around 0.5oC s.t.d. for one-hour 
predictions. Parallel implementations of a MISO model structure, denoted as dARX structure 
with 2-3 for an and 1-2 for bn in this paper, provided reasonable prediction accuracies while 
reducing model complexity. An arX with a low an was too simplified model to capture the 
MIMO relationship. A more complex model, ARMAX, showed better agreement with the 
measurements for a short prediction horizon but became poor as the prediction step increased. 
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1. ABSTRACT 

In France, 40 % of buildings are heated with electrical devices causing high peak load in winter. 
In this context, optimal strategies (under constraints related to comfort and maximum heating 
power) have been developed using the dynamic programming method in order to shift 
electricity consumption used for heating, taking advantage of the building thermal mass. 
However, this exact optimisation method is computationally intensive and can hardly be applied 
to real-time control. Complementary statistical techniques exist that allow for the extraction of 
logistic decision models from the optimal control simulation results. These rule extraction 
techniques model the relationship between explanatory variables and a response variable. In 
this study, a generalised linear model was used because it is able to mimic the general 
characteristics of the dynamic programming results with good precision and greatly reduced 
computational effort (150 times faster than the dynamic programming method). 

Keywords: Rule extraction, optimal control, load shifting. 

2. INTRODUCTION 

2.1 Existing control schemes 

In modern construction of buildings, the main objectives for the control systems are to save 
energy (Nygard Ferguson, 1990), to increase comfort (Mathews et al., 2000) and to reduce peak 
electricity demand (Greensfelder et al, 2011). To meet such objectives, control systems have to 
be able to anticipate the weather, the occupancy, and the solar and internal gains. Dounis and 
Caraiscos (2009) reviewed many advanced control systems meeting such objectives. For 
instance, during a summer period, control systems are used to maintain comfort using passive 
cooling (Braun et al, 2001), to reduce energy consumption of air conditioning (Chahwane, 
2011), or to control solar protections (Nielsen et al, 2011). During a winter period, control 
systems are used to decrease the energy consumption of the heating system (Le, 2008) or to 
reduce peak demand (Malisani et al. 2011).  

2.2 Load shifting 

Recently, numerous efforts have been made to reduce electricity peak-demand. In Europe, these 
peaks mostly appear during winter periods and are due to heating systems. For example in 
France, the building sector represents 68 % of the final electricity consumption (ADEME, 
2012). To guarantee the grid stability, some studies have been done on electrical load shifting.  

Thanks to electricity demand-side response (DSR), the consumer demand for energy can be 
modified through various methods such as financial incentives or education. Many economical 
models are used by the demand side response programs. Two categories may be distinguished: 
time based programs and incentive based programs (Marwan et Kamel, 2011; Federal Energy 
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Regulatory Commission, 2006). Examples of application of time based programs are Time Of 
Use (with fixed electricity prices for off-peak and peak hours), or Real Time Pricing (with 
variable electricity tariffs). For incentive based programs, an example is the Direct Load 
Control, which allows to turn specific appliances on and off during peak demand periods. 

At the level of the individual houses, the electricity peak reduction can be achieved thanks to a 
careful architectural design to efficiently manage solar gains (Nygard Ferguson, 1990). An 
advanced control system can also be used to reduce heating consumption. Such control can be 
based on power tariff (Hämäläinen et al., 2000; Pineau et Hämäläinen, 2000) or the use of the 
thermal mass of the building to shift part of electricity consumption (Wyse, 2011; Hong et al., 
2011). For instance, Favre and Peuportier (2014) used the dynamic programming method to 
shift the building consumption. The proposed method consisted in over-heating the building in 
the hours before the peak based on weather forecast, and occupancy and internal gains 
schedules for the next 7 days. However, this exact optimisation method is time-consuming and 
can hardly be applied to real-time control. 

2.3 Rule extraction 

In developing an operational strategies framework, exact optimisation results can be used to 
extract simplified control rules that are implementable in real-time. 

This approach was first applied in water resource management. The application was to 
developed simplified control rules for reservoir management based on the results of offline 
model predictive control (MPC) (Wei et Hsu, 2009). The approach has recently been used in 
the building context. For instance, May-Ostendorp et al. (2013) used many data mining 
techniques (generalised linear models, classification and regression trees and adaptive boosting) 
to extract rules from offline MPC results for a mixed mode building operated during the cooling 
season. To our knowledge, this approach was never applied to shift the heating consumption in 
building. 

The present study is based on the results of Favre and Peuportier (2014) and its objective is to 
develop operational strategies to shift the heating load in building. A new methodology is 
proposed to extract decision models from dynamic programming results and then compare 
them.  

3. MODELS 

3.1 Thermal model of the building 

The building is modelled considering spatial zones of homogenous temperature. For each zone, 
each wall is meshed according to the finite volume technique with a uniform temperature and 
thermal capacity. Another mesh is added for the zone’s air and furniture. Energy conservation 
equations are written on each mesh within the building and form a system of equations: 

�� ��� �   = ¡�[hk − ¢gkk]k (1) 

with 

- �� the thermal capacity of the node [, 
- �� the temperature of the node [, 
- ¡�[hk the solar and internal gains (due to heating, occupancy and other appliances), 
- ¢gkk]k the heat losses by conduction, convection and radiation. 
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Repeating energy conservation equations for each mesh leads to a linear time-invariant system 
(Peuportier and Blanc-Sommereux, 1990), temporal variation terms being added in the 
simulation : ��� ( ) = D�( ) + £¤( )¥( ) = +�( ) + ¡¤( )  (2) 

with 

- � the node temperature vector, 
- � the diagonal thermal capacity matrix, 
- ¤ the driving forces (climate parameters, heating, etc.), 
- ¥ the output vector (indoor temperatures accounting for air and wall surfaces), 
- D, £, +, ¡ the state, input, output and feedforward matrices, respectively. 

In order to perform simulation, it is important to know the occupancy of the building which 
defines the emission of heat by the inhabitants and appliances, and the thermostat setpoint 
influencing the heating equipment. Another important aspect is the weather model influencing 
heat losses and solar gains. The data regarding house occupancy and weather models were 
included in the driving forces vector ¤. 

The high order linear model (2) needed to be reduced because its state dimension was too large 
to allow a fast convergence of the optimisation algorithm. A reduction method (modal 
reduction) was thus applied to lower the state dimension. In this work, the building energy 
simulation tool COMFIE was used because it presents a degree of accuracy equivalent to 
international benchmarks (Brun et al., 2009) and has a fast calculation time thanks to the modal 
reduction method (Peuportier and Blanc-Sommereux, 1990). 

3.2 Optimisation algorithm 

The dynamic programming method was developed by Bellman (1957). It is a sequential 
optimisation method which examines all possible ways to solve an optimisation problem and 
provides, given a discretisation, an optimal set of commands over a period. 

To apply dynamic programming, a state variable describing the system is used and discretised 
temporally : C( ) = C� ∈ ¦�, ¦� ⊂ ℝ3© (3) 

where ¦� is the set of possible states and �ª the dimension of ¦�. The control vector B can be 
chosen in a set ¤� ⊂ ℝ3« (the set of possible controls) where �W is the dimension of the control 
vector : B( ) = B� ∈ ¤�, ¤� ⊂ ℝ3« (4) 

One can act on the system state through the control variable B. The state space equation of the 
dynamical system �(. ) is thus : C( ) = C� , C( + 1) = �(C( ), B( )) (5) 

A value function i� is defined, which is the cost to go from C( ) to ( + 1) : i�(C�, C��%) (6) 

Under these assumptions, a finite-horizon decision problem takes the following form : 
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¬#� = max [- i�
�4%
�6# �C� , C��%�] (7) 

subject to the constraints (3) and (4) and the state space equation (5). ¬#� denotes the optimal 
value that can be obtained by maximising the objective function subject to the assumed 
constraints. The dynamic programming method is then applied to break this decision problem 
into smaller sub-problems. Bellman's principle is thus used: "An optimal policy has the property 
that whatever the initial state and initial decision are, the remaining decisions must constitute 
an optimal policy with regard to the state resulting from the first decision". 

Equation (7) becomes : 

¬#� = max [i#(C#, C%) + - i�
�4%
�6% �C� , C��%�] (8) 

Figure  shows how the dynamic programming operates : 

 
Figure 1: Dynamic programming description 

In Figure , the state variable C is discretised in five states. Optimisation aims at minimising the 
state variable. In this example, thanks to Bellman's principle, four solutions can be discarded 
either because they trespass the constraints or because they reach the same states as solutions 
with lower costs. 

For the application of dynamic programming in building context, the chosen state variable and 
the cost function are defined in § 5.2.1. 

3.3 Rule extraction: Generalised linear model 

The generalised linear model (GLM) framework was used to derive simplified decision models 
from the dynamic programming results allowing a small computational expense adapted to real 



P03, Page 5 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

time control. GLM models the relationship between regressors C� (explanatory variables) and 
response G. It consists of three elements: 

- a random component (the response G is assumed to be generated from a particular 
probability distribution), 

- a deterministic component (a linear combination of explanatory variables C�), 
- a link function (that provides the relationship between the linear combination of 

explanatory variables and the mean of the distribution function). 

We have thus to estimate the following model: 

�9(£[G]) = - ��C�� + � (9) 

with 

- �9(. ) the link function, 
- £[G] the expected value of G. 

The unknown parameters �� and � are typically estimated with maximum likelihood (Gill, 
2004). 

4. METHODOLOGY 

The following section describes techniques employed to extract decision models from dynamic 
programming results. Dynamic programming was used to generate training data and validation 
data to identify a GLM's parameters and to evaluate its performance, respectively. It was done 
in two stages. 

As a first step, Test Reference Year-type (TRY) weather data were used to perform optimisation 
using dynamic programming and to elaborate an optimal strategy. This optimal strategy 
(training data) was then used to identify the GLM's parameters with the same weather data. 
This step corresponded to the model identification process (§ 4.1). 

As a second step, the predictive capacity of the model was assessed with a more precisely 
recorded local weather data. We compared the GLM's results with the optimal strategy 
calculated by dynamic programming (validation data). This step corresponded to the model 
comparison process (§ 4.2). 

4.1 Model identification 

Model identification was done in a four-step process (Figure 2). First, all data used by dynamic 
programming were collected (Test Reference Year-type weather data, electricity tariff, 
occupancy). Secondly, the optimal strategy was elaborated using dynamic programming 
(training data). Thirdly, we identified the GLM's parameters thanks to optimal strategy. 
Fourthly, the resulting control models were implemented within the simulation platform 
(COMFIE). 

4.2 Model comparison 

Model comparison was done in a three-step process (Figure 3). Firstly, all data used by the 
optimisation method and the GLM were collected (local weather data, electricity tariff, 
occupancy). Secondly, we performed optimisation with dynamic programming and GLM to 
determine optimal strategy and operational strategies respectively. Finally, we compared 
performances of operational strategies against the optimal strategy. 
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Figure 2: Model identification 

 

 
Figure 3: Model comparison 

5. CASE STUDY 

5.1 Building description 

The building under study is a single-family house based on an actual experimental passive 
house being part of the INCAS platform built in Le Bourget du Lac, France, by the National 
Solar Energy Institute (INES). The studied house has two floors and a total living floor area of 
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89 m² (Figure 4). The North facade has only two small windows whereas 34 % of the South 
facade is glazed. The building's façades include double (¤�� = 1.1 ­. Z4'. �4%, j® = 0.6) 

and triple on the North (¤�� = 0.7 ­. Z4'. �4%, j® = 0.45) glazing windows of various 
dimension. The south façade also includes solar protection for the summer period. The house 
is highly insulated with a high thermal mass as shown in Table 1. 

Table 1: Building description 

 External 
wall 

Ground Intermediate 
floors 

Ceiling Interior 
partition 

Composition 

15 cm thick 
concrete 
20 cm of 
extruded 

polystyrene 

20 cm 
concrete slab 

20 cm 
external 

insulation 

16 cm concrete 
screeds and 

girders 
12 cm concrete 

slab floor 

40 cm of 
glass wool 

4 cm of glass 
wool 

U  
(W.m-2.K-1) 

0.15 0.15 2.2 0.09 0.96 

The main thermal bridges as well as the building air tightness have been carefully designed and 
implemented. The house is heated by an electrical resistance integrated in an efficient heat 
recovery ventilation system. According to thermal simulation results using the thermal model 
described in § 3.1, the annual heating load is 14 kWh.m-2. 

 

 
Figure 4: view of the house (west and south façades) 

5.2 Optimisation parameters 

5.2.1 Dynamic programming parameters 

The chosen state variable for dynamic programming is the total energy £� stored in the building, 
calculated as follows(Favre et Peuportier, 2014) : 

£� = - ��(3J²³´L

�6# �� − �@	�) (10) 

with 
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- �@	� the reference temperature chosen at 0°C, 
- �
µ¶	� the number of nodes 

An upper and lower bound of this state variable was defined according to its initial value. Then 
it was discretised in 800 nodes. 

To ensure thermal comfort in the building, indoor temperature had to be maintained between 
19°C (�<�
) and 26°C (�<�
). We considered a typical four people family occupancy: the 
building was non-occupied only during the working days from 8 a.m. to 5 p.m. Each occupant 
emitted 80 W due to their metabolism, and internal gains from appliances were also considered 
during occupied hours. The heating power was in the range of 0 W (�<�
) to 5000 W (�<�
). 

The model of the building was mono-zonal and the optimisation was done over 34 days (which 
was the maximal decision problem's horizon solved by dynamic programming), with one hour 
time step, to generate training and validation data. The goal of dynamic programming was to 
minimise the heating cost of the building by determining a set of commands (heating power �) 
with constraints on thermal comfort and heating power. Thus, the finite-horizon decision 
problem took the following form: 

minY - �	9	�_����6��
�6#  (11) 

with constraints �<�
 ≤ �( ) ≤ �<�
 (12) 

�<�
 ≤ �( ) ≤ �<�
  (13) 

with 

- �� the heating power at time step  , 
- �	9	�_� the electricity cost at time step t. 
-  � the duration of the optimisation period 

5.2.2 Electricity tariff 

To shift electricity demand, a time-of-use pricing was considered (Table 2): 

Table 2: Electricity prices 
 Off-peak hours Peak hours High peak hours 

Hours 12 a.m. to 9 a.m. 
9 a.m. to 5 p.m. 

10 p.m. to 12 a.m. 
5 p.m. to 10 p.m. 

Cost per kWh (€) 0.0864 0.1275 0.255 

5.2.3 Weather data 

Meteonorm data from Chambery (to generate training data) and local weather conditions data 
(to generate validation data) measured at the Chambéry airport which is 300 meters away from 
the building, were used to perform simulations. Test Reference Year-type (TRY) were used to 
develop GLM (model identification process) because these weather data represent the typical 
long-term weather patterns. Thus, GLM's results were adjusted with the long-term average 
climatic conditions. Then, we used local weather conditions data (model comparison process) 
to assess GLM's behaviour in real conditions. This local weather data corresponded to 
measurements at the Chambéry airport (France) from January 15th to February 17th, 2012. 
Meteorological features are summarised in Table 3. 
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Table 3: Weather data 
 Training data Validation data 

Minimum temperature (°C) -9.10 -14 
Average temperature (°C) 1.44 -0.22 

Maximum temperature (°C) 11.50 11.33 
Average global horizontal irradiance (W.m-2) 58 60 

Maximum global horizontal irradiance (W.m-2) 486 569 

5.3 Performance evaluation 

Objective criteria for evaluating the predictive quality of the model were required. Therefore, 
the following indicators were used to assess its performance: 

- the mean absolute error (MAE), between heating powers � calculated by dynamic 
programming and GLM, 

- the average heat power, 
- the cumulative cost, 
- the percentage of high peak hours which are load shifted, 
- the percentage of peak hours which are load shifted, 
- the thermal discomfort rate ��<�
 representing the number of hours when the indoor 

temperature falls below 19°C (in %), 
- the thermal discomfort rate ��<�
 representing the number of hours when the indoor 

temperature rises above 26°C (in %). 

6. RESULT ANALYSIS 

6.1 Explanatory variables 

Explanatory variables that can be measured in building were used to develop GLM. Thus, to 
determine the heating power � at time step  + Δ , we used explanatory variables at time step  + Δ  : outdoor temperature �µ;�, global horizontal irradiance ��� and electricity tariff (�	9	�). 
Explanatory variables at time step   were also considered: indoor temperature ��
, and heating 
power. 

6.2 Models developed 

To apply generalised linear model (GLM), we had to define the link function. That is why we 
changed the response variable as a proportion of maximum heating power (5000 W). For 
example, a heating power at time step  + Δ  of 2500 W, corresponds to a predicted variable 
by GLM of 50 %. The statistical model used by GLM is thus a multiple logistic regression and 
the link function is the logit function �9(C) = ln ( 
%4
). This model was used to relate the 

proportion of maximum heating power to predictor variables C� through the logistic link 
function : 

ln ( £(�)1 − £(�)) = - ��C�� + � (14) 

Five models were developed, each one using all or some of the training data (Table 4). Training 
data were divided into three groups: off-peak hours training data (TDOPH), peak hours training 
data (TDPH) and high peak hours training data (TDHPH). 

In the implementation, the heating power at time step  + Δ  was set at 0 W in the following 
cases : 
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- during high peak hours for GLM_2, GLM_3, GLM_4 and GLM_5 models, 
- during peak hours for GLM_3 and GLM_5 models. 

These choices were done in order to ensure load shifting during peak and high peak hours.  

Table 4: Training data 
 Off-peak hours Peak hours High peak hours 

GLM_1 TDOPH TDPH TDHPH 
GLM_2 TDOPH TDPH - 
GLM_3 TDOPH - - 
GLM_4 TDOPH TDPH TDHPH 
GLM_5 TDOPH TDPH TDHPH 

As a more specific example, GLM_3 and GLM_5 models were different because they did not 
have the same training data. Indeed, GLM_3 was trained only on off-peak hours training data 
(TDOPH) whereas GLM_5 was trained on complete training data (TDOPH, TDPH, TDHPH). 
However, in the implementation, the heating power at time step  + Δ  was set at 0 W during 
high peak hours et peak hours for both models. The same logic was applied for GLM_2 and 
GLM_4 models. 

6.3 Results 

Each GLM model was implemented in the building energy simulation tool COMFIE. Table 5 
summarises GLM models' results obtained on validation data. The dynamic programming 
reference results are described in the DP column. 

The resulting model predictions of GLM_1 and GLM_2 and the original optimised sequence 
are presented in Figure 5. We can clearly observe that GLM_1 and GLM_2 did not follow the 
dynamic programming's behaviour. For example, we can see that the GLM_2 model performed 
significantly worse than dynamic programming, with a very high thermal discomfort rate ��<�
 
(93 %) and an indoor temperature exceeding 30°C (30.6°C). GLM_1 had a similar behaviour 
with a significant cumulative cost (137 €) and a high mean absolute error (111 %). 

Figure 6 shows that predictions of GLM_4 and GLM_5 are also different from the optimised 
results. For instance, we can see that GLM_4 and GLM_5 had a significant cumulative cost 
(105 € and 92 € respectively) and a high average power (1347 W and 1309 W respectively). 
Moreover, GLM_4 and GLM_5 had a relatively large mean absolute error (88 % and 71 % 
respectively). 

However, Figure 7 illustrates the interesting behaviour of GLM_3. Firstly, due to its design, no 
electricity was consumed during high peak hours and peak hours. Secondly, it had a cumulative 
cost and an average heat power close to dynamic programming (72 € and 1023 W compared to 
68 € and 936 W for DP). Thirdly, its mean absolute error (40 %) and mean relative error (9 %) 
were reasonable. Finally, GLM_3's computational time was 150 times smaller than the dynamic 
programming method, using a desktop computer. 
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Table 5: GLM models' results 
 GLM_1  GLM_2 GLM_3 GLM_4 GLM_5 DP 

Average heat 
power (W) 

1353 
 

1811 1023 1347 1309 936 

Cumulative 
cost (€) 

137 
 

158 72 105 92 68 

High peak 
hours load 
shifted (%) 

0 
 

100 100 100 100 99 

Peak hours 
load shifted 

(%) 
0 

 
0 100 0 100 88 

TImin (%) 0  0 8 0 0 0 
TImax (%) 3  93 0 2 0 0 

Tmin / Tmax 21.2 / 26.15 
 

21.4 / 30.6 18.4 / 23.8 
20.7 / 
26.1 

19.6 / 26 19 / 23.4 

MAE (%) 111  153 40 88 71 - 

 
Figure 5: Heating power calculated by dynamic programming, GLM_1 and GLM_2 (Third 

week) 

 
Figure 6: Heating power calculated by dynamic programming, GLM_4 and GLM_5 (Third 

week) 
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Figure 7: Heating power calculated by dynamic programming and GLM_3 (Third week) 

The GLM_3 model presented a satisfactory behaviour and seemed a possible candidate to be 
used as simplified control system. However, on some occasions, it did not respect the thermal 
comfort constraints. Therefore, an improved controller was considered that switched heating 
on as soon as the indoor temperature was below 19°C. 

6.4 Application controller 

An ideal on-off controller was considered. It was applied during peak and high peak hours as 
GLM_3 did not work during these periods. Its control law switched between the minimum 
heating power (0 W) and the maximum heating power (5000 W). The ideal on-off controller 
was switched on when the indoor temperature fell below 19°C -ɛ and was switched off when 
the indoor temperature rose above 19°C + ɛ (in order to respect the 19°C set point temperature). 
Assuming that ɛ tended toward 0, the deadband of the on-off controller (±ε) tended toward 0. 
The use of this ideal on-off controller aimed at assessing maximum performance of GLM_3 + 
controller. 

The control law was the following : 

- During off peak hours 

P(t + Δt) = ^GLM_3 TÃÄ(t) ≤ TÅÆÇ0 TÃÄ(t) > �ÅÆÇ (15) 

- During peak and high peak hours 

P(t + Δt) = ^Controller on TÃÄ(t) < 19°� − 8Controller off TÃÄ(t) ≥ 19°C + ε    ε → 0  (16) 

The obtained results are shown in Table 6. We can notice the interesting behaviour of GLM_3 
+ controller. Firstly, thanks to the on-off controller, GLM_3 + controller respected temperature 
constraints (the lowest temperature reached was 19°C). Then, we can see a slight deterioration 
of peak hours and high peak hours shifted. For example, GLM_3 + controller had 92 % of high 
peak hours which were load shifted in comparison with the 100% of GLM_3 (and the 99 % of 
dynamic programming). Similarly, GLM_3 + controller had 95 % of peak hours which were 
load shifted. It was less efficiency than GLM_3 (100 %) but it was better than dynamic 
programming (88 %). Finally, GLM_3 + controller had a cumulative cost (72.9 €) and an 
average heat power (1029 W) close to GLM_3 and dynamic programming.  
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Table 6: GLM_3 + controller results 

 GLM_3 GLM_3 + 
Controller  

DP 

Average heat 
power (W) 

1023 1029 936 

Cumulative 
cost (€) 

72.2 72.9 68 

High peak 
hours load 
shifted (%) 

100 92 99 

Peak hours 
load shifted 

(%) 
100 95 88 

TImin (%) 8 0 0 
TImax (%) 0 0 0 

Tmin / Tmax 
18.4 / 
23.8 

19 / 23.8 19 / 23.4 

MAE (%) 40 41 - 

 

Consequently, adding an on-off controller with GLM_3 enabled to improve the GLM_3's 
behaviour and to respect temperature constraints. Figure 8 shows the GLM_3's behaviour both 
with and without the on-off controller. To plot GLM_3+controller's graph, the heating power 
was averaged over one hour time periods. 

 
Figure 8: Heating power calculated by dynamic programming, GLM_3 and GLM_3 + 

controller (Third week) 

7. CONCLUSION 

Dynamic programming method has been used to study load shifting of heating systems in an 
energy-efficient building. Due to its computational expense, a statistical technique (generalised 
linear model) has been introduced that allows for the extraction of logistic decision models from 
the dynamic programming results. This method models the relationship between explanatory 
variables and a response variable. The results showed that generalised linear models were able 
to imitate the general characteristics of the dynamic programming results, with a much smaller 
computational expense and limited overshooting of the setpoint. To improve the GLM's 
behaviour, an on-off controller was added that switched heating on as soon as the indoor 
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temperature did not respect temperature constraints. The results showed that the GLM+on-off 
controller respected temperature constraints and that there were a slight deterioration of peak 
hours and high peak hours shifted. Therefore, rule extraction (generalised linear model) is a 
promising technique for developing operational control strategies. Given their simple 
mathematical formulation, generalised linear models could be implemented in real-time 
building systems control. Amongst possible perspectives, the method could be extended for 
multi-zone building model but this would require to take into account interaction between the 
several zones of the building and consequently to define a specific explanatory variable. 

NOMENCLATURE 

Latin D  state matrix ��  regression parameters �  regression parameter �  diagonal thermal capacity 
matrix [J.K-1] �	9	�_�  electricity price at time   [€] ��  thermal capacity of node i 
[J.K-1] £[. ]  expected value (first 
moment) £  input matrix £�  total energy stored in the 
building [J] �(. )  dynamical system �9(. )  link function ¡  feedforward matrix ¡�[hk    solar and internal gains [W] ���  global horizontal radiation 
[W.m-2] +  output matrix ¢gkk]k  heat losses by conduction, 
convection, and radiation 
[W] ��  dimension of ¤� �
µ¶	�  number of nodes �ª  dimension of ¦� j®  Solar Factor (glazing 
transmittance) [-] 

�  heating power [W] �<�
  maximum heating power 
[W] �<�
  minimum heating power 
[W] ��  heating power at time   [W] �  node temperature vector 
[°C] ��  temperature at node i [°C] ��
  indoor temperature [°C] �<�
  maximal temperature [°C] �<�
  minimal temperature [°C] �µ;�  outdoor temperature [°C] �@	�  reference temperature [°C] ��<�
  high thermal discomfort rate 
[%] ��<�
  low thermal discomfort rate 
[%] B  control vector ¤  driving forces [°C] / [W] ¤��  window overall heat transfer 
coefficient [W.m-2.K-1] ¤�  set of possible controls at 
time   i�  value function at time   ¬#�  finite-horizon decision 
problem C  state variable describing the 
system C�  explanatory variables 
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¦�  set of possible states at time   G  output variable ¥  outputs vector [°C] 

Greek ∆   time step ±8  controller's dead band [°C] 

Abbreviations Î�  Dynamic Programming ¡¢Ï  Generalised Linear Model ÏD£  Mean Absolute Error �ÎÐYÐ  High peak hours training 
data �ÎXYÐ  Off-peak hours training data �ÎYÐ  Peak hours training data �Ñ¥  Test Reference Year 

 

ACKNOWLEDGEMENT 

This work has been supported by the French Research National Agency (ANR) through the 
"Villes et Bâtiments Durables (VDB) 2012" program (project ANR-12-VBDU-0006). 

REFERENCES 

ADEME. 2012. « Chiffres clés du bâtiment ». 

Bellman, Richard. 1957. « E. 1957. Dynamic Programming ». Princeton UniversityPress. 
BellmanDynamic programming1957. 

Braun, James E., Kent W. Montgomery, et Nitin Chaturvedi. 2001. « Evaluating the 
Performance of Building Thermal Mass Control Strategies ». HVAC&R Research 7 (4): 
403‑428. doi:10.1080/10789669.2001.10391283. 

Brun, A., Spitz, C., et Wurtz, E.. 2009. « Analyse du comportement de différents codes de 
calcul dans le cas de bâtiments à haute efficacité énergétique ». IXeme colloque 
interuniversitaire Franco-québécois sur la thermique des systèmes. 

Chahwane, Layal. 2011. « Valorisation de l’inertie thermique pour la performance énergétique 
des bâtiments ». Université de Grenoble.  

Dounis, A.I., et C. Caraiscos. 2009. « Advanced control systems engineering for energy and 
comfort management in a building environment—A review ». Renewable and Sustainable 
Energy Reviews 13 (6–7): 1246‑1261. doi:10.1016/j.rser.2008.09.015. 

Favre, Bérenger, et Bruno Peuportier. 2014. « Application of dynamic programming to study 
load shifting in buildings ». Energy and Buildings. doi:10.1016/j.enbuild.2014.07.018. 

Federal Energy Regulatory Commission. 2006. Assesment of demand response and advanced 
metering. Washington DC: Department of Energy. 

Gill, Jeff. 2004. « Generalized Linear Models ». Encyclopedia of Social Science Research 
Methods. Sage. doi:doi: http://dx.doi.org/10.4135/9781412950589.n371. 

Greensfelder, Erik M., Gregor P. Henze, et Clemens Felsmann. 2011. « An investigation of 
optimal control of passive building thermal storage with real time pricing ». Journal of Building 
Performance Simulation 4 (2): 91‑104. doi:10.1080/19401493.2010.494735. 



P03, Page 16 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Hämäläinen, Raimo P, Juha Mäntysaari, Jukka Ruusunen, et Pierre-Olivier Pineau. 2000. 
« Cooperative consumers in a deregulated electricity market — dynamic consumption strategies 
and price coordination ». Energy 25 (9): 857‑875. doi:10.1016/S0360-5442(00)00024-4. 

Hong, J., N. J. Kelly, I. Richardson, et M. Thomson. 2011. « The influence of thermal storage 
on microgeneration flexibility ». Microgen II. 

Le, Ky. 2008. « Gestion optimale des consommations d’énergie dans les bâtiments ». Institut 
National Polytechnique de Grenoble - INPG. 

Malisani, Paul, B. Favre, S. Thiers, B. Peuportier, Francois Chaplais, et N. Petit. 2011. 
« Investigating the ability of various buildings in handling load shiftings ». In 2011 IEEE Power 
Engineering and Automation Conference (PEAM), 2:393‑397. 
doi:10.1109/PEAM.2011.6134968. 

Marwan, M., et F. Kamel. 2011. « Demand Side Response to Mitigate Electrical Peak Demand 
in Eastern and Southern Australia ». Energy Procedia 12: 133‑142. 
doi:10.1016/j.egypro.2011.10.019. 

Mathews, E. H, D. C Arndt, C. B Piani, et E van Heerden. 2000. « Developing cost efficient 
control strategies to ensure optimal energy use and sufficient indoor comfort ». Applied Energy 
66 (2): 135‑159. doi:10.1016/S0306-2619(99)00035-5. 

May-Ostendorp, Peter T., Gregor P. Henze, Balaji Rajagopalan, et Charles D. Corbin. 2013. 
« Extraction of supervisory building control rules from model predictive control of windows in 
a mixed mode building ». Journal of Building Performance Simulation 6 (3): 199‑219. 
doi:10.1080/19401493.2012.665481. 

Nielsen, Martin Vraa, Svend Svendsen, et Lotte Bjerregaard Jensen. 2011. « Quantifying the 
potential of automated dynamic solar shading in office buildings through integrated simulations 
of energy and daylight ». Solar Energy 85 (5): 757‑768. doi:10.1016/j.solener.2011.01.010. 

Nygard Ferguson. 1990. « Predictive thermal control of building systems ». Lausanne. 

Peuportier, Bruno, et Isabelle Blanc Sommereux. 1990. « Simulation tool with its expert 
interface for the thermal design of multizone buildings ». International Journal of Sustainable 
Energy 8 (2): 109‑120. doi:10.1080/01425919008909714. 

Pineau, Pierre-Olivier, et Raimo P. Hämäläinen. 2000. « A perspective on the restructuring of 
the Finnish electricity market ». Energy Policy 28 (3): 181‑92. 

Wei, Chih-Chiang, et Nien-Sheng Hsu. 2009. « Optimal tree-based release rules for real-time 
flood control operations on a multipurpose multireservoir system ». Journal of Hydrology 365 
(3–4): 213‑224. doi:10.1016/j.jhydrol.2008.11.038. 

Wyse, Bryan. 2011. « Investigation into the Time-Shifting of Domestic Heat Loads ». Glasgow, 
Scotland: University of Strathclyde.  

 



P04, Page 1 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Assessing simplified and detailed models for predictive control of 
space heating in homes 
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1. ABSTRACT  

A model of a real system is required for predictive control to determine the best control 
sequence when disturbance forecasts and future system status are considered over a defined 
time horizon.  The selected model should strike a balance between its accuracy and simplicity. 
This paper presents a comparison between different modeling approaches for predictive control 
of space heating. The case study is electric baseboard heating in homes within cold climate 
regions with the objective of reducing peak electricity demand (and saving costs if tariffs 
include a peak power charge). Detailed TRNSYS models of the selected house are developed 
and predictive control is implemented by using GenOpt as the optimization tool. This approach 
is compared with optimal predictive control algorithms based on simpler models. These models 
are obtained by parameter identification using data generated from the detailed TRNSYS 
models. Both approaches use perfect forecasts for the occupancy and the weather data in order 
to focus the analysis on model differences. Results show that MPC can deliver a significant 
reduction in power demand during on-peak periods with both modelling approaches (55% with 
detailed model, 33% with simplified model). The detailed model delivers significantly better 
savings but implies a calculation time that is more than 2 orders of magnitude higher. The 
potential of both approaches is discussed in the context of residential heating control to support 
a smart grid. 

Keywords: simplified model, model predictive control, TRNSYS, GenOpt 

2. INTRODUCTION  

In cold climates, the peak power demand on the electrical grid is generally reached during the 
coldest day(s) of winter, due to the significant contribution of space heating to the peak load. 
In the Canadian province of Québec, the most recent historical peak was reached on January 
22nd, 2014 at 7h26 AM, while the temperature was below -25 °C across most of the province 
(Hydro-Québec, 2014). It is estimated that residential electric heating accounts for 30 % of the 
grid peak electrical demand, with a market share of 70 % (Kummert, Leduc , & Moreau , 2011). 
Critical peak events typically represent some 50 h per year, generally occurring during a 
morning peak (approximately 6 AM to 9 AM) and an afternoon/evening peak (approximately 
4 PM to 8 PM). Utility companies place a high value on kWh used during these critical peak 
events, and this paper looks at the potential of reducing the peak power demand of residential 
heating in a typical house during these two daily peak periods. The analysis focuses on the 
coldest day of the year, which is January 12th for the typical weather file used in the study. 

Model predictive control has shown potential for load shifting and energy and costs savings by 
taking into account predictions of process states in the decision making. (Oldewurtel F. , Parisio, 
Jones, & Morari, 2010) and (Oldewurtel F. , et al., 2012) compared the current practice, Rule 
Based Control (RBC), with prediction-based approaches and confirmed additional energy 
savings by using a Stochastic Model Predictive Control (SMPC) as well as a predictive non-
stochastic controller, so called Certainty Equivalence (CE). 
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MPC has been practically applied and theoretically investigated in chemical engineering since 
1960s (Morari & Lee, 1999) and lately it has drawn increasing interest for supervisory control 
in building engineering field (Coffey, 2013).The idea of MPC proposed for building 
supervisory control can be dated back as early as in 1988 (Kelly, 1988) but it does not witness 
a steady growing research until the last decade (Prívara, et al., 2013). 

The MPC research on buildings has seen a wide variety of systems including ice and building 
thermal mass storage (Henze, Felsmann, & Knabe, 2004) and (Henze, Le, Florita, & Felsmann, 
2006), window operation for mixed natural and mechanical ventilation in an office building 
(May-Ostendorp P. , Henze, Corbin, Rajagopalan, & Felsmann, 2011) and (May-Ostendorp P. , 
Henze, Rajagopalan, & Corbin, 2013),  VAV control (Wang & Jin, 2000) and (Nassif, Kajl, & 
Sabourin, Simplified model-based optimal control of VAV air conditioning system, 2005a), 
(Nassif, Stainslaw , & Sabourin, 2005b) and other systems proposed in the Model Predictive 
Control in Buildings workshop in Canada (IBPSA-Canada, 2011) such as thermally activated 
building system with ground coupled heat pump (Verhelst, Sourbron, Antonov, & Helsen , 
2011), chiller and cooling tower system (Ma & Borrelli, 2011), and so on.  

Among the research issues in MPC on buildings, the foremost is the choice of building models, 
which determines the effectiveness and efficiency of control strategies. The main building 
models utilized by researchers can be divided into three categories: physical models built by 
building energy software programs (e.g. EnergyPlus, TRNSYS), grey box (e.g. RC network) 
and data-driven black box models. Because of the complexity and high-computation 
requirement of the physical models, they are mostly used with other optimization tools (e.g. 
GenOpt) for offline predictive control (Coffey, 2013) and control rules extraction (May-
Ostendorp P. , Henze, Rajagopalan, & Corbin, 2013).  Simpler models can be used for real-
time online MPC due to their better suitability for online parameter identification and their 
lower computational requirements. 

A simplified model for the transient heat transfer through a multilayer structure can be 
developed based on simulating the heat transfer by the concept of lumped resistance and 
capacitances.  There exist two general approaches for obtaining proper values for this network 
of lumped resistance and capacitances. One approach is based on physical characteristics of 
building elements. This approach requires knowledge about details of building elements 
including zones specifications, constructions and materials. Sturzenegger et al. in 
(Sturzenegger, Gyalistras, Semeraro, Morari, & Smith, 2014) developed a Toolbox for 
generation of bi-linear resistance-capacitance models based on this approach. Lehmann et al. in 
(Lehmann, Gyalistras, Gwerder, Wirth, & Carl, 2013) also proposed an intermediate- 
complexity (12th order) bilinear model for a single room. The other approach is based on 
parameter identification. This approach requires sufficient excitation conditions that yield 
determining a precise model. This approach can be performed in time or frequency domain. 
Also there exist different mechanisms for identifying the parameters. Time domain input/output 
data-based techniques include extended Kalman filters (Huchuk, A. Cruickshank, O’Brien, & 
Gunay, 2014), maximum likelihood, prediction error minimization and subspace system 
identification (Candanedo, Dehkordi, & Lopez, 2014).  This approximation results in a 
simplified model which in general is not adaptable to parameter variations. The model may or 
may not describe long-term dynamics depending on the number of time constants of the 
corresponding RC network. Madson and Holst in (Madson & Holst, 1995) suggested using a 
two time constant model for a single-story building.  They utilized maximum likelihood method 
for identifying the model parameters.  (Wang & Xu, 2006) combined physics law 
approximation with parameter identification based on operation data to obtain a simplified 
model of a thermal zone in a building yielding a multiple time constant model that takes into 
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account internal mass and multilayer external wall/roof thermal dynamics. They used a genetic 
algorithm to identify the parameters corresponding to the internal mass. 

3. OBJECTIVE AND METHODOLOGY 

The objective of this work is to contrast two modeling approaches in assessing the potential of 
MPC to reduce the power demand associated with space heating during critical grid peak event. 
The first method uses a detailed (physical) building model implemented in TRNSYS and a 
generic optimization tool (GenOpt) to perform control optimization. The second approach uses 
a simple RC network to model the same building, together with a parameter identification 
method and an optimization process implemented in Matlab. Both methods are compared using 
a simulation environment based on TRNSYS and combining GenOpt to TRNSYS (detailed 
model) or Matlab to TRNSYS (RC model). 

3.1 Methodology 

The following steps are the common path for the implementation of the two approaches. More 
details can be found in the corresponding sub-sections. 

• Define the main assumptions (optimization problem) for this study  
• Implement a TRNSYS model of the selected building to act as a reference that will be 

used to assess the different control strategies 
• Define a cost function that includes on-peak/off-peak electricity cost and penalties for 

constraints violation 
• Implement the MPC approach with both models 

o Couple GenOpt and TRNSYS and compare different optimization strategies 
based on the detailed TRNSYS model 

o Develop a simplified RC model in Matlab, perform parameter identification, 
couple Matlab to TRNSYS and implement the optimal MPC strategy in 
Matlab.  

• Assess both control strategies using the detailed TRNSYS model – this means that the 
first control strategy will have no modeling error, as the same model is used both to 
develop the control strategy and to assess its performance 

3.1.1 Main assumptions – optimization problem 

The considered problem is to reduce the electrical demand for heating in a typical house during 
the two periods representing critical conditions for the electrical grid. For the sake of this study, 
the critical period is defined as 5:30 AM to 9:30 AM and 4:30 PM to 8:30 PM. Electricity is 
not considered to be free outside of these on-peak periods but its value is significantly reduced 
– the context is to assess the potential of peak savings for a utility, not to optimize a customer’s 
electrical bill with a realistic on-peak / off-peak tariff.  

The control system is allowed to modify the setpoints in the basement and the living area of the 
house, but not in the bedrooms (which are also electrically heated). It is assumed that the 
thermostat setpoint can be adjusted between 20 °C and 23 °C when the rooms are occupied; 
between 18 °C and 23 °C when they are not occupied. Occupancy in the living area and 
basement is assumed to be the same, during a morning period (6:30 AM to 8:00 AM after the 
occupant wake up and before they leave the house) and an evening period (4:30 PM to 10 PM 
after the occupants return from school/work and before they go to their bedrooms). 
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Figure  shows the on-peak periods as yellow areas and the occupancy periods as blue rectangles. 
The allowable range for the thermostat setpoints is also shown by dotted lines.  

 

Figure 1: Occupancy, on-peak periods and allowable range for thermostat setpoint 

Only one day is considered in the optimization study, January 12th. That day is the coldest day 
in the typical weather year (CWEC) for Ottawa. The simulation is run form January 1st to 
January 12th to allow for building pre-conditioning, as the multizone building model in 
TRNSYS (Type 56) is initialized with unrealistic temperature profiles (uniform temperature 
across zones and building envelope).  

Uncontrolled disturbances such as weather variables (temperature, solar radiation, etc.) and 
internal gains (from occupants, lighting and appliances) are considered to be known to the 
optimization process (perfect forecasts). This will provide a higher bound for the performance 
of both MPC algorithms and isolate the differences attributable to different models from other 
influences. 

3.1.2 Selected house 

In 1998, the Canadian Centre of Housing Technology (CCHT) built twin houses for research 
purposes according to the R-2000 standard (increased energy performance and air tightness).   
The houses (Figure 2) are typical North-American wood-frame buildings with brick facing, and 
have five main zones (basement, two floors, garage and attic) and the liveable area is 
approximately 210 m2. Home automation systems simulate occupancy by activating appliances, 
lights, water valves and incandescent bulbs (for internal gains due to humans). Measures are 
collected by 23 meters and more than 250 sensors providing 12000 readings every 24 hours 
(Swinton, et al., 2001).  

 

Figure 2: CCHT house drawings 
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3.1.3 TRNSYS model 

The TRNSYS model of the CCHT house has five thermal zones (first floor, second floor, 
basement, garage, and attic) and schedules for thermal internal gains (people, appliances and 
lighting). The basement and first floor are assumed to be living spaces, while the second floor 
is a sleeping space with a different occupancy profile. Other zones are not occupied. No detailed 
HVAC system is modeled and the idealized convective heating available in the TRNSYS 
multizone building model (Type 56) is used, as it is a reasonably accurate representation of 
electric baseboard heating commonly used in Québec. The maximum heating power in living 
room, sleeping room and basement is set to 7.5kW, 5kw and 5kW to represent the capacity of 
installed electric baseboards. 

Type 56, the multizone building model in TRNSYS, is the main element of the system model. 
This component (TRNSYS “Type”) has all the details about house’s geometry and materials, 
and optional inputs for external heating/cooling and internal gains. Other elements of the 
TRNSYS model define the shading and the basement-ground coupling model (Type 1244). 
Infiltration is set to a constant value of 0.075 ACH.  

3.1.4 Cost function 

The cost functionJ , in equation (1), represents a measure of the power demand for the on-peak 
and off-peak hours but not the real cost of electricity or power.    

( ) ( ){ }{ }∑
=

−+−+=
96

1

,0max,0max
i

iluiii TTTTURJ
ii

µ  (1) 

In this cost function the first term represents the heat power demand costs, where iU  denotes 

the heat power at timei . iR denotes the heat power price. As the optimization objective is to 

minimize power demand during peak hours, a relatively larger weighting factor is assigned for 
the on-peak power by setting the price to be 100 times of that in off-peak periods.  

The second term in this cost function is a penalty function that guarantees the desired 
temperature comfort levels. i.e.,

ii uil TTT ≤≤ , where iT denotes the temperature and 
il

T and
iuT  

represent the lower and upper bounds at time i  respectively. µ denotes the weighting factor for 
this penalty function. Its value is selected to be 10000 by trial and error to implement a soft 
constraint on the room temperature without compromising numerical stability. The penalty 
function is evaluated as zero when the room temperature is between the defined intervals but is 
much larger when the temperature does not obey the comfort limits. 

The actual cost function implemented in the two MPC approaches is slightly different (see 
details in the corresponding sections below), but the performance presented in the Results 
section is always assessed using the cost function described here above. 

4. IMPLEMENTATION 

4.1 Optimization with GenOpt 

GenOpt is a generic program developed mainly for building system optimization with an 
extended library of optimization algorithms. It can be used with any text-based simulation 
program (Wetter, 2001). 

As illustrated above, TRNSYS is used for the building simulation. Before launching the 
optimization in GenOpt, templates of input and output files have been created in TRNSYS. In 
each optimization, GenOpt updates the variables, i.e. set points in this case, in the templates. 
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GenOpt then searches for the minimal cost function value among all the optimization results. 
In this study, the “Hybrid Generalized Pattern Search Algorithm with Particle Swarm 
Optimization” Algorithm is employed (Wetter, 2011). 

The cost function is calculated inside of TRNSYS, as well as penalty function and all other 
constraints, so that GenOpt only needs to read the designated parameters in corresponding files. 

4.2 Optimization with Matlab 

In this section, the procedure for developing an online MPC-based heating control is presented. 
The following subsection derives the simplified model that is required for this control approach. 

4.2.1 Simplified model and parameter identification 

The concept of thermal zone can be utilized to describe the heat flux in a building. Once a 
thermal zone is specified, a lumped RC network can describe the zone temperature at each time. 
The model may or may not describe long-term dynamics depending on the number of time 
constants of the corresponding RC network. In this work we use a network consisting of six 
resistances and three capacitances as shown in Figure 3. In this figure, sφ , lφ  and bφ  denote the 

overall heat that is being injected in the zones. This heat includes the (controlled) heating power, 
internal heat gains and solar radiation. 

 

Figure 3: RC model schematic 

Therefore, the following model describes thermal dynamics in the model. C� = D� C + F�¤ + £�­  (2) 

Where the vector [ ]Τ= bls TTTx denotes the matrix of system states consisting the sleeping 

room, living room and basement temperatures. [ ]Τ= bls UUUU denotes the control inputs 

which are heat addition rates (heating power) to each zone, and 
[ ]gambsolbIGlIGsIG TTW φφφφ ___=   represents the disturbance inputs where sIG _φ , 

lIG _φ  and bIG _φ  denote the internal heat gains corresponding to each zone, solφ  denotes the solar 

radiation incident on the South façade (used as a proxy for the total solar gains), ambT   denotes 

the ambient temperature and gT denotes the ground temperature. The triple  ( )ccc EBA ,,  is 

obtained as follows and consists of parameters that will be identified. 
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Where 1α , 2α  and 3α  denote multiplication coefficients applied to the solar radiation for each 

thermal zone.  

We used prediction error minimization for the purpose of identifying the twelve parameters.  
As such, we consider the discrete time form of the equation (2) as follows: 

( ) ( ) ( ) ( )kEWkBUkAxkx ++=+ 1  (4) 

Where the triple ( ) 633,, ××ℜ∈EBA  denotes the discretized form of ( )ccc EBA ,,  by using zero-

order hold method. 

We assume the availability of the information about the state vector, control inputs and the 
disturbance inputs and estimate the parameter values that result in the minimal error between 
the predictions and true states by solving the following problem for the parameter identification 
of the three-zone building: 

Given ( )kx , ( )kU  and ( )kW  for Nk ,,1,0 K= , find the matricesA , B  and E that minimize the 
error functionE : 

( ) ( )( ) ( ) ( )( )11ˆ11ˆ
1

0

+−++−+=
Τ−

=
∑ kxkxkxkxE
N

k

 (5) 

Where ( )kx̂  denotes the model state at time k and depends on the 12 parameters, namely 1R , 

2R , 3R , 4R , 5R , 6R , 1C , 2C , 3C , 1α , 2α , 3α , as follows: 

( ) ( ) ( ) ( )kEWkBUkAxkx ++=+1ˆ     
for 

1,,1,0 −= Nk K  
(6) 

In this identification problem, N denotes the number of training samples and therefore the 

period of time selected for training will be 
sf

N
1×  hours   where sf  denotes the sampling 

frequency ([ ]hour
1 ). In the next section, we use the identified building thermal model for the 

purpose of centralized control of zone temperature setpoints. 

The identification and validation algorithms can be summarized by the following steps: 

• Identification 

a) [Training Step]: The optimal control input (Power heat) 

[ ]Τ= )()()()( kUkUkUkU bls corresponding to the obtained temperature 

setpoints from the GenOpt optimization are considered as the  control  input during 
the first 12 days of January. This choice ensures that the generated input/output 
training data provides enough excitation. The corresponding outputs, i.e., the zone 
temperatures ( )kTs , ( )kTl  and ( )kTb  for 12412,,1,0 −××= sfk K  are “measured” 

(received from the TRNSYS simulation) and the disturbance inputs  ( )kW  for 

12412,,1,0 −××= sfk K  are collected. Note that due to the modelling structure, all 
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of the states of the system are measurable and therefore there is no need to observe 
the states. 

b) The one-step ahead predicted outputs, i.e., 

( ) ( ) ( ) ( )[ ]Τ+++=+ 1ˆ1ˆ1ˆ1ˆ kTkTkTkx bls for 12412,,1,0 −××= sfk K  are 

formulated based on current system states( ) ( ) ( ) ( )[ ]Τ= kTkTkTkx bls , current 

control input [ ]Τ= )()()()( kUkUkUkU bls , current disturbance input ( )kW  for

12412,,1,0 −××= sfk K , and the unknown model, i.e., ( )EBA ,,  and by using 

equation (6).  
c) The prediction error minimization problem is solved by using interior point 

algorithm, yielding( )EBA ,, .  
d) Finally, the parameters are identified as follows: 

• The diagonal values of the matrix B  give the capacitance values (1C , 2C ,

3C ).  

Once the capacitance values are determined, 
• The 4th column of the matrix E  gives the solar radiation coefficient values 

( 1α , 2α , 3α ). 

• The 5th and the 6th columns of the matrix E  give 1R , 2R , 3R , 6R  values. 

• 2,1A  and 3,2A  give 4R  and 5R . 

• Validation  

a) The optimal control input (Power heat) [ ]Τ= )()()()( kUkUkUkU bls  

corresponding to the obtained temperature set-points from the GenOpt optimization 
are considered as the control input during 12th day of January. The corresponding 

outputs, i.e., the zone temperatures ( ) ( ) ( ) ( )[ ]Τ+++=+ 1111 kTkTkTkx bls for 

12412,,2411 −××××= ss ffk K  are “measured” (received from the TRNSYS 

simulation) and the disturbance input ( )kW  for 12412,,2411 −××××= ss ffk K  

are collected. As mentioned previously, all of the states of the system are measurable 
and therefore there is no need to observe the states. 

b) The one-step ahead predicted outputs, i.e., 

( ) ( ) ( ) ( )[ ]Τ+++=+ 1ˆ1ˆ1ˆ1ˆ kTkTkTkx bls for 12412,,2411 −××××= ss ffk K  

are calculated based on current system states ( ) ( ) ( ) ( )[ ]Τ= kTkTkTkx bls , current 

control input [ ]Τ= )()()()( kUkUkUkU bls , current disturbance input ( )kW  for 

12412,,2411 −××××= ss ffk K , and the previously determined model, i.e., 

( )EBA ,,  and by using equation (6).  
c) The root mean square deviation (RMSD) between the measured outputs and the one-

step ahead predicted outputs corresponding to all three zone temperatures during 
12th day of January are calculated and obtained as 0.07, 0.4 and 0.5 °C for sleeping 
room, living room and basement respectively and the corresponding RMSD for the 
24 hours-step ahead predictions are obtained as 0.7, 1.15 and 2.05 °C for sleeping 
room, living room and basement respectively. 
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4.2.2 MPC Approach  

This section presents the optimal set-point solution to the MPC problem for the building. In this 
structure the following dynamic thermal equations that were developed in Section 4.2.1, govern 
the control design through performing the predictions based on the control input information.   

( ) ( ) ( ) ( )kEWkBUkAxkx ++=+ 1  (7) 

We are now in position to state our MPC problem.  

At any time kt , { }K,2,1,0∈k , given ( )kx  and ( ) ( ) ( ){ }1,,1, −++ PkWkWkW K , find the input 

sequence ( ) ( ) ( ){ } 3|1,,|1,| ℜ∈−++ kPkUkkUkkU K , that minimizes the cost function ( )kJ : 

( ) ( ) ( )∑
−

=

Τ +++=
1

0

||)(
P

i

kikUikRkikUkJ  (8) 

Where the prediction equations are as follows 

( ) ( ) ( ) ( )kikEWkikBUkikAxkikx ||||1 +++++=++    for 1,,1,0 −= Pi K  (9) 

and ( ) ( )kxkkx =|   
Moreover, the constraints of the problem are given by 

( ) ( ) ( )ikskikUikS +≤++ |    for 1,,1,0 −= Pi K  (10) 

( ) ( ) ( )ikgkikxikG +≤+++ |1    for 1,,1,0 −= Pi K  (11) 

( ) ( ) ( )ikgkikxikG eqeq +=+++ |1    for 1,,1,0 −= Pi K  (12) 

In equation (8), the prediction horizon is represented by P  and
( ) ( ) ( ){ }1,,|1,| −++ PkUkkUkkU K  denotes the set of designed control inputs that minimize 

the objective function. ( ) 33×ℜ∈+ ikR  denotes a positive definite matrix representing the input 
penalty matrix corresponding to the time instant ik +  for 1,,1,0 −= Pi K . In equation (9) 

( )EBA ,,  represents the linear state space model as previously given in equation (7). Equation 
(10) represents the constraints on inputs. Equation (11) represents the set of state constraints at 
each time instant 1++ ik  for 1,,1,0 −= Pi K . These constraints represent the lower and upper 
limits of temperature, i.e., the temperature comfort zone. Finally, equation (12) represents a set 
of equality constraints on zones temperatures, namely, the zones that are assigned to have equal 
temperatures and the zones that are assigned to have a certain temperature value. The 
constraints stated in equation (10) (11) and (12) can be translated to constraints on control input 
by using equation (9) and represented in the form of linear constraints as follows 

( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( )
( ) ( ) ( ) ( )( ) ( )








+=++++++
+≤++++++

+≤++

ikgkikEWkikBUkikAxikG

ikgkikEWkikBUkikAxikG

ikskikUikS

eqeq |||

|||

|

 
for 

1,,1,0 −= Pi K  
(13) 

The optimization algorithm can be summarized by the following steps: 

• At any time kt , { }K,2,1,0∈k : 

a) ( )kTs , ( )kTl  and ( )kTb  are “measured” (received from the TRNSYS simulation).  

b) The MPC optimization problem is solved by using active set algorithm, yielding 
( ),|kikU +∗  for 1,,1,0 −= Pi K . 
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c) The zone temperatures ( )kT s
∗ , ( )kT l

∗  and ( )kT b
∗   corresponding to the optimal 

control signals are obtained from the internal model provided in equation (9). 

d) ( ) ( ) ( ) ( )[ ]kTkTkTkT bls
∗∗∗∗ =  are sent to the TRNSYS model to be used as 

thermostat set-points ( ( )kT s
∗  is actually ignored in this study) 

e) Only the first control signal, i.e., the heating power, is applied and the optimization 
process is started again at the next time step (receding horizon). 

5. RESULTS 

All the results presented in this section are for January 12, as an example of a very cold day that 
would cause a critical peak event on the electrical grid. From the utility’s point of view the 
objective is to reduce the peak power demand of a large set of houses where demand-shifting 
strategies would be implemented. The main criterion used to assess the performance of different 
control strategies has therefore been selected as the average power used during the on-peak 
period, rather than the absolute peak power for one particular house. The maximum power 
during the on-peak period is also reported in the results. 

5.1 Base cases 

Two base cases are considered for comparison with MPC results: constant setpoint and night 
setback cases, as shown in Figure 4 and Figure 5. The heating power in the sleeping zone is 
reported only for reference, because it will not be affected by predictive control strategies. 

The constant setpoint profile in Figure 4 results in a significant electrical demand during the 
on-peak periods; while the demand is actually lower during most of the day (January 12th is a 
sunny day, which is often the case for extremely cold days in Québec). The average power 
demand during on-peak periods is 6 kW. 

The night setback setpoint profile shown in Figure 5 leads to a large increase of the heating 
power at the end of the 2 setback periods, which were set between 7:45 and 16:00, and between 
21:30 and 6:00 (the setback periods are chosen by trial and error so that the temperature can 
reach the thermal comfort requirement just when the living room is occupied). This results in a 
higher power demand at the beginning of the morning on-peak period but since the setback 
period starts within the on-peak period, the overall performance (indicated by the average 
electrical power demand during the on-peak periods) is marginally worse than for the constant 
setpoint scenario, at 6.6 kW. 

In both Figure 4 and Figure 5, we can see that the heating power drops suddenly at around 19 h 
because dishwasher (1.7 kW) and dryer (8.1 kW) are turned on at this moment. Other drops are 
due to one or more zones overheating due to internal gains or solar gains. 
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Figure 4: Constant Setpoint 

 

Figure 5: Night Setback 

5.2 GenOpt + TRNSYS MPC 

The setpoint profile obtained by MPC with GenOpt is shown in Figure 6. The optimal control 
strategy reduces the heating setpoint during unoccupied periods (even though the “cost” 
associated with electricity within these periods is very low), and ramps up the setpoint to the 
maximum allowed value approximately 3 h before the on-peak periods so that the building is 
preheated (the preheating is shorter in the afternoon). The building is then left free-floating until 
it cools down to the lower setpoint limit.  

While the general shape of the setpoint profile corresponds to what was expected, the jagged 
profile is somewhat surprising. The sudden changes in the setpoint can be attributed to two 
phenomena. First, there is a lack of feedback to the optimization process in case of a sudden 
drop: once the setpoint drops faster than the rate at which the building cools down naturally, 



P04, Page 12 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

there is no difference in the cost function until the setpoint reaches some constraints. Second, 
GenOpt algorithms are sensitive to numerical noise in the cost function and building simulation 
programs often results in noisy numerical results. The optimization process was also found to 
be sensitive to initial values, as will be shown below in Section 5.4. 

 

Figure 6: MPC with GenOpt 

The average power demand during on-peak periods is 2.6 kW, which is a significant reduction 
(over 50 %) compared to the base cases. The computing time is very significant, with a 12-day 
simulation (with a 1-day optimization) taking more than 16 h of computing time on an i7-4770 
CPU (3.5 GHz) – the same simulation with a constant setpoint or night setback profile takes 
about 20 seconds. 

5.3 Matlab (RC-model) MPC 

The internal model required by the online MPC approach was obtained using first 12 days of 
January as the training samples. For the purpose of online control with MPC, the optimization 
problem was solved by using FMINCON function in MATLAB. The prediction horizon is set 
to 24 hours as in the case of the GenOpt optimization. However, other tests have shown that 
similar results are obtained for any prediction horizon longer than 4 hours. A receding horizon 
is applied and the process is repeated at every time step. It can be clearly observed from Figure 
7 that the online controller decides to preheat the living room around 1:15 AM, a long time 
before the peak period starts. The strategy then differs from the GenOpt-TRNSYS results in 
that some heating is applied during the first on-peak period. This results in a lower cooling 
down rate that seems to miss the minimum allowable value at the end of the morning occupancy 
period. Preheating is then used again before the second on-peak period, although not using the 
maximum available power. Again, the profile is sometimes jagged, which can be partly 
attributed to the same reasons as for the GenOpt-TRNSYS results. In addition, the model used 
internally by the optimization algorithm is not 100 % accurate (as shown by RMSD values in 
section 4.2.1), which leads to corrections at each time step given the receding horizon method. 
The MPC results are also sensitive to initial values and to cost function parameters, as discussed 
below. 
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Figure 7: MPC with MATLAB 

The average power demand during on-peak periods is about 4 kW, which is not as impressive 
as the GenOpt-TRNSYS results but is still a significant reduction (33 %) compared to the base 
cases. The computing time is very acceptable, with the 12-day simulation taking about 4 
minutes (12 times longer than the constant profile, but about 250 times faster than TRNSYS-
GenOpt).  

5.4 Sensitivity of the optimization processes 

During the development of the optimization methodology, several different initial conditions 
were tested. The results presented above for the GenOpt-TRNSYS optimization rely on initial 
values that are based on a previous study (Kummert et al, 2011).  

If initial values are set to 21 °C for the whole day, the optimization process reaches a very 
different solution with large oscillations shown in Figure 8. Even though the difference in cost 
function (power used during the on-peak periods) is only marginally affected, the solution is 
clearly less desirable than the one obtained with “informed” initial values. The computational 
time is also affected (more than doubled). 
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Figure 8: GenOpt-TRNSYS MPC with poor initial values 

Very large oscillations can be observed on setpoint temperatures and heating power. This can 
be partly explained by the fact that the exact value of the setpoint has no impact on the building 
behavior once it is above the temperature that could be reached with full power or once it is 
below the temperature that would be reached in free-floating, without heating. So there is no 
impact on the cost function when GenOpt tries very different values of the setpoint. To illustrate 
this, consider the situation at 11 AM. GenOpt reduces the setpoint drastically, which results in 
no heating power being required. The building reaches a temperature close to 23.5 °C in free-
floating, while the setpoint is at 20 °C. For that particular time step, the results and the cost 
function would be exactly the same for any setpoint below 22.5 °C. So the value of 20 °C is 
somewhat arbitrary and affected by numerical artifacts. One possible workaround to avoid such 
behavior would be to impose an additional penalty on rapid changes in the setpoint. 

 

Figure 9: MPC with MATLAB Sensitiviy with off-peak cost of 0.1 



P04, Page 15 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

The Matlab (RC-model) MPC is also sensitive to optimization parameters. The result obtained 
by assigning different values for the heating power matrix, i.e., the off-peak cost of 0.1 instead 
of 0.01 is depicted in Figure 9. It can be concluded that if we consider higher cost for the heat 
power during the off-peak period, no preheating is applied in the morning, nor in the afternoon. 
While it can be expected that preheating will become less interesting as the cost of off-peak 
power rises, the ratio of 0.1 is still sufficiently high that some level of preheating would be 
expected to lower the overall cost. 

5.5 Adding heuristics to the GenOpt-TRNSYS optimization 

Simplified setpoint profiles were shown to decrease the computational requirements of complex 
optimization processes while delivering almost the same cost savings, e.g. in (Braun, 2006). 
Figure 10 illustrates the “Jump and Trim” profile, where 5 setpoint values are optimized (versus 
96 for a daily optimization problem with a 15-min time step). This method delivers almost the 
same savings (48.6% as shown in Table 1) as the GenOpt-TRNSYS optimization, with a much 
reduced computational time (20 minutes vs. 16 hours).  

 

Figure 10: Jump and Trim profile 

The “Linear Setpoint” profile differs from Jump and trim in that the temperature drops linearly 
during each 4h stretch instead of one time step as shown in Figure 11; while “Exponential 
Setpoint Profile” lets the setpoint decrease exponentially, with two different time constants 
during the two on-peak periods. The exponential profile delivers 49.4% savings while the linear 
profile 37.9%; but both methods show about the same reduction in computational time (down 
to 20 minutes).  
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Figure 11: Linear Setpoint Profile 

 

Figure 12: Exponential Setpoint Profile 

Finally, the last heuristic method considered is to find the lowest power demand during the peak 
time, which might be interesting in the perspective of a utility company allowing a given power 
usage to selected customers during critical peak events. Figure 13 illustrates the results of this 
approach. The average power usage during on-peak periods is slightly higher than for the other 
optimization results, but the maximum power requested at any 15-min time step by the house 
is the lowest of all, at 4 kW (vs. 5 to 8 kW for the other results). 
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Figure 13: Minimum Power Demand at Peak Time 

6. DISCUSSION  

Table 1 summarizes all the approaches mentioned above. Power cost means the final value of 
cost function in each optimization and the reduction percentage is based on the “constant set 
point” case. Average and maximum power demand indicate the mean and maximum values of 
the heating power during the on-peak periods.  

The GenOpt-TRNSYS MPC results in the lowest cost. Significant cost savings are obtained 
from the online Matlab (RC-model) MPC. The latter implies considerably lower computational 
efforts compared to the GenOpt-TRNSYS approach, as depicted by the Indicative CPU Time. 
The Exponential profile shows near-optimal results while its computational time is much less 
than the “full” GenOpt-TRNSYS MPC. Jump and trim results in savings very close to the 
exponential profile. The GenOpt-TRNSYS MPC has the minimum electricity cost while the 
Min Power Demand method has the lowest power demand, which is just over 4kW. 

Table 1: Summary of Results 

  

Power 
Cost 
[-] 

Power Cost 
Reduction 

[%] 

Average Power 
Demand (peak) 

[kW] 

Max Power 
Demand 

(peak) [kW] 

Indicative 
CPU 

Time[-]* 
Constant 51.4 0.0% 6.0 8.1 16 sec 
Night Setback 56.3 -9.5% 6.6 15.9 19 sec 
MPC with GenOpt 23.2 54.9% 2.6 5.6 16.3 h  
MPC with Matlab 34.5 32.8% 3.9 6.8 4 min 

Jump and trim 26.4 48.6% 3.0 4.9 18 min 
Linear 31.9 37.9% 3.6 7.7 25 min 
Exponential 26.0 49.4% 2.9 5.4 21 min 
Min Power Demand 31.2 39.3% 3.5 4.2 6.7 h  

* Indicative CPU Time is the time taken to run a 12-day TRNSYS simulation including the GenOpt or Matlab 
optimization process (only one day is optimized).The figures above show that the heating power profile 
during off-peak is affected by the different strategies, with large peaks at the beginning of 
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preheating periods. These large peaks would also be present with more conventional setbacks 
strategies, but not with a constant setpoint. The impact on overall system efficiency, capital or 
maintenance cost is probably negligible for electric baseboard heating, as considered in this 
study. However, this impact needs to be taken into account if other heating system types were 
considered (e.g. hydraulic heating with boiler or heat pump). 

6.1 Limitations of the present study 

This study considers the performance of different control strategies for the coldest day of the 
simulated period, and measures that performance by the average power use during on-peak 
periods. This is in line with the paper objective, which is to compare different model structures 
and to adopt the point of view of a utility trying to assess potential strategies to be implemented 
in a large number of individual houses. It could be used to deal with critical peak demand events 
that typically occur a few times per year. Different contexts would obviously require a different 
cost function and might require a performance comparison on a longer period.  

The selected house is a relatively lightweight building, and results would be different for very 
light or heavy buildings.  

Two main simplifications were made in this study in developing predictive control strategies. 
First, perfect forecasting was assumed for internal gains, occupancy and weather. Second, the 
model used to assess the results is the same model as the one used internally by the GenOpt-
TRNSYS approach. The Matlab (RC-model) approach on the other hand used a simplified 
model internally but was assessed with the detailed TRNSYS model, which can be seen as more 
realistic, as all models will likely have errors compared to a real building. Results need to be 
confirmed using realistic forecasts and even more detailed models for the assessment or 
experimental validation. 

The obtained profiles are sensitive to optimization parameters (cost function and initial values) 
and to numerical noise. The unintuitive shape of some results, such as the lack of pre-heating 
before the afternoon on-peak period in some of them, seems to indicate that the optimization 
results may still be quite far from the actual optimum. With this in perspective, the simplified 
(heuristics-based) GenOpt-TRNSYS methods definitely seem to be more interesting than the 
“brute force” approach.  

Further work will address these points, first by investigating the sensitivity of optimization 
methods and alternative implementations, then by implementing the developed algorithms in 
real buildings. 

7. CONCLUSIONS 

Two different approaches were compared to optimize the power usage of electric heating during 
critical peak events in a typical Canadian house. Perfect forecasts were assumed in both cases. 
Both methods were tested in TRNSYS using a detailed building model. One method (GenOpt-
TRNSYS) used the same model internally to perform the optimization, while the second method 
relied on a much simpler (RC) model implemented in Matlab.  

Both methods deliver a significant reduction in power usage during the on-peak periods. The 
GenOpt-TRNSYS method delivers the largest savings (more than 50 %) at the cost of a very 
high computational effort (simulation time increased by a factor of over 3000 compared to the 
base case). The RC-model approach delivers less impressive savings (33 %) but at a much more 
reasonable computational cost (simulation time increased by a factor 12 compared to the base 
case). Heuristic methods restricting the possible setpoint profiles to predefined shapes were 
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shown to deliver near-optimal savings with significantly reduced computational power 
(simulation time increased by a factor of 60 to 80 compared to the base case). 

Both methods are sensitive to optimization parameters and results need to be confirmed on a 
wider set of test cases to assess the optimality of obtained results and their robustness. Realistic 
forecasts should also be introduced prior to implementation into real buildings in order to 
validate the proposed methodology. 
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Impact of storage tank control and hydraulic configuration on 
solar heat pump performance 

J. Veeken, J. Verheyen, M. Sourbron 

KU Leuven (University of Leuven), Department of Mechanical Engineering, Technology Campus De Nayer, 
Sint-Katelijne-Waver, Belgium 

1. ABSTRACT 

For a solar heat pump system, combining solar thermal collectors and a heat pump, with a 
combined storage tank, the system performance is evaluated for different hydraulic 
configurations and controls of the storage tank.  The results show the importance of an adequate 
hydraulic configuration and control of the storage tank to support the process of combined heat 
production by the heat pump and solar thermal collectors and heat distribution to space heating 
and domestic hot water. Adapting demand side temperature levels and correctly inserting the 
produced heat from heat pump and solar thermal collectors in the storage tank increases the 
system efficiency substantially. The Seasonal Performance Factor (SPF) changed from 3.72 to 
5.56 by changing storage tank sensor positions and set points of the heat pump control, correctly 
addressing the produced heat to storage tank levels and changing the positions from where the 
stored heat is extracted from storage.  The SPF increase is caused by an augmented share of 
solar energy in the overall system balance, an increased heat pump efficiency and a reduced 
storage thermal losses.  This work concludes that the storage tank is a crucial factor in these 
system types with two collaborating heat sources. 

Keywords: solar thermal, heat pump, hydraulics, control 

2. INTRODUCTION 

This research is conducted in the framework of IEA Solar Heating and Cooling (SHC) 
Programme task44, investigating space heating and domestic hot water systems that have an 
increased renewable energy share, lower electricity demand than competitive solutions, lower 
primary energy demand, and lower CO2 emission depending on the electricity mix feeding the 
heat pump. IEA Solar Heating and Cooling (SHC) Programme task44 operated from 2010-2013 
to contribute to better understanding of S+HP (Solar and Heat Pump) systems (task44.iea-
shc.org/).  

Both heat pumps and solar thermal collectors have gained considerable popularity in the 
European and Belgian market. The similarity of these trends is striking, though unfortunately, 
it remains unknown to what extent these components are installed in combined systems.  
Combinations of heat pump and solar thermal systems applied for residential heating and 
domestic hot water production are considered potentially interesting to contribute to the targets 
as set by the EPBD (energy performance of buildings directive) and RESD (directive on the 
promotion of energy from renewable sources). These systems are able to improve the energy 
performance of buildings and augment the share of energy from renewable energy sources. The 
potential of these combined systems is gradually confirmed and elimination of pitfalls for long-
term successful commercialization is aimed at.   

The combined solar heat pump installation has to supply heat at the required conditions 
(Figure ): (1) the correct quantity, (2) the required temperature and (3) at the right moment in 
time.  Domestic hot water is characterised by a peaked demand, which implies a high thermal 
power and at a relatively high temperature of 45-60°C.  Space heating has a more flat demand 
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throughout the day, at a lower temperature of 25-45°C.  Because of the increasing insulation 
levels, the yearly heat demand for space heating is becoming equal to the yearly heat demand 
for domestic hot water. 

 

 
Figure 1: Two heat suppliers (solar thermal collectors and heat pumps) deliver heat at two 

temperature levels for Space Heating and Domestic Hot Water. 

Solar thermal collectors and the heat pump produce the required heat by using either the sun or 
a low temperature heat source such as the ground or the outside air.  Compared to a boiler using 
fossil fuels, these renewable energy sources are, from the point of view of the installation that 
is, (1) limited in heat quantity, (2) limited in heat power and (3), in the case of solar energy, not 
always available.  These properties have an important repercussion on the design and the control 
of solar heat pump systems. 

Heat for space heating and domestic hot water has to be produced and delivered by either the 
heat pump or the solar thermal collectors.  Heat pumps can deliver heat at a performance factor 
(supplied heat versus required electricity use) in the range of 2.5 to 5, while solar thermal 
collectors do that at a performance factor of roughly 40-100, although factors above 250 are 
also measured (Goovaerts et al., 2014).  Therefore, the solar heat pump system should be 
designed and controlled to give priority to the solar thermal collectors.   

The typically peaked domestic hot water demand and the limited availability in time and 
thermal power of solar energy, imposes the use of thermal buffering in the solar heat pump 
system.  The typical system configurations depicted as concepts of various combinations of 
components within SHP systems in the publication by Henning et al. (2008) are used in the 
task44-project as reference combinations (Figure 2). 
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Figure 2: Overview of existing SHP system configurations; numbering according to original 

publication [Henning et al.; 2008]. 

This paper focusses on a variation of solar heat pump system nr. 4, with a combi-storage tank 
storing heat for both space heating and domestic hot water production. A version of the system 
was installed as a test-setup and a simulation model of this system was made in the Polysun 
software, as shown in Figure 3. 

 
Figure 3: Solar heat pump system configuration with combi-storage tank as implemented in 

the Polysun software. 
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The simulation analysis in this paper focusses on the impact of the hydraulic configuration and 
control settings on the overall performance of the solar heat pump systems.  Starting from the 
reference system as it was installed in the test-setup, the position of hydraulic connections are 
varied, and therefore the reserved storage volume for either domestic hot water, space heating 
or the heat exchanger of the solar thermal collectors.  Furthermore, control strategy is varied by 
adapting dead band parameters and applying adapted control strategies to have a better control 
to heat the different sections in the combi-storage tank. 

3. SIMULATION MODEL 

The parameters of the reference system are presented in Table .  

Table 1: Parameters of the reference system. 
System component Parameter value 

Building  
Heated area (m²) 140 

Specific heating energy demand (kWh/m²/year) 15.6 
Domestic hot water use (l/day) 140 

Domestic hot water draw-off temperature (°C) 45 (55, see Table 2) 
Ground coupled heat pump  

Heat pump heating power (0/35) (kW) 5 
Single U ground loop length (m) 86 

Solar collector  
Flat plat solar collector area (m²) 8.6 

Combi-storage tank  
Volume (liter) 512 

3.1 Building and domestic hot water 

Further details on the building, of which a view is presented in Figure 4, can be found in Dott 
et al. (2013). The IEA SHC Task44 DHW draw-off profile is used in this paper which is based 
on the EU mandate M/324 tapping cycle M (CEN/TC113N380, 2003) and (FprEN 16147 2010) 
and is expressed as a medium tapping profile (Haller et al., 2013). This can be considered as 
valid for a family with an average household size. 

 
Figure 4: View of the buildings showing South and West facades [Dott et al., 2013]. 

N 
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Table 2: Domestic hot water profile as adopted in the simulation model (Haller et al., 2013) 

Legend: S=Small; Sh=Shower; FC=Floor cleaning; DW= Dish washing; HC=Household 
cleaning; Ba=Bath tub; Sunday only: bath tub replaces evening shower 

Nr. Start time 
(h:min) 

Energy QDHW 

(kWh) 
Type Flow Rate 

(Litre/h) 
Min. Temp. 
TDHW,set (°C) 

1 07:00 0.100 S 240 45 

2 07:15 1.315 Sh 600 45 

3 07:30 0.100 S 240 45 

4 08:00 0.100 S 240 45 

5 08:15 0.100 S 240 45 

6 08:30 0.100 S 240 45 

7 08:45 0.100 S 240 45 

8 09:00 0.100 S 240 45 

9 09:30 0.100 S 240 45 

10 10:30 0.100 FC 240 45 

11 11:30 0.100 S 240 45 

12 11:45 0.100 S 240 45 

13 12:45 0.300 DW 240 55 

14 14:30 0.100 S 240 45 

15 15:30 0.100 S 240 45 

16 16:30 0.100 S 240 45 

17 18:00 0.100 S 240 45 

18 18:15 0.100 HC 240 45 

19 18:30 0.100 HC 240 45 

20 19:00 0.100 S 240 45 

21 20:30 0.700 DW 240 55 

22 21:15 0.100 S 240 45 

23 21:30 1.315 Sh 600 45 

Total  5.530    

Sunday only      

23 21:30 3.520 Ba 600 45 

The climatic conditions used for the simulations are taken from the Polysun database for 
Brussels, Belgium.  

3.2 Ground properties 

The characteristics of the ground, considered representative for the Belgian context and used as 
boundary condition for the simulations of SHP systems are adopted from T44 [Haller et al., 
2013] and Geotrainet [McCorry et al., 2011]. 

• Soil warming (average difference between the earth surface temperature and the air 
temperature): 0.8°C 
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• Axial temperature gradient: 0.03 K/m  

• number of earth layers: 1 
• density of earth layer material: 2500 kg/m³ 
• specific heat capacity of earth layer material: 800 J/(kgK) 

• thermal conductivity of earth layer material: 2 W/(mK) 
• thickness of earth layer 1: 400 m 

3.3 Combi-storage tank 

The combi-storage tank volume of 512l is divided in 12 isothermal layers in the reference 
simulation model.  Layers 1 and 12 contain the volume of the other layer added with the volume 
of the bulge (Figure 5).  The upper part (layers 8-12) is reserved for domestic hot water 
production, while the lower part (layers 1-7) for space heating.  The solar collector heat 
exchanger is located on the side of the combi-storage tank with 4 inlets so heat enters the storage 
volume at layers with the corresponding temperature (Figure ).  In the reference system, no 
separate cold volume at the bottom of the tank is foreseen for the solar collector heat exchanger.  
The domestic hot water is heated by an internal coiled stainless steel heat exchanger of 25m 
and a surface area of 6.45m². 

Figure 
Figure 5: Combi-storage tank layout in the simulation model 

3.4 Reference system control parameters 

In the reference system the domestic hot water production is controlled by a temperature sensor 
located in the upper tank layer (top layer 12), working with a set point of 55°C and a dead-band 
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of +1°C/+5°C.  This means that the heat pump starts whenever the upper layer temperature is 
lower than 56°C and stops at a temperature of 60°C. 

The space heating control is equal to the domestic hot water control, with a temperature sensor 
located in layer 7, a set point of 35°C and a dead-band of +1°C/+5°C. 

The domestic hot water always has priority to space heating.  In these simulations no clock is 
installed in the controller to limit domestic hot water operation to certain hours.  Both space 
heating and domestic hot water controllers are always activated. 

3.5 Evaluation criteria 

The system performance is evaluated by comparing the seasonal performance factor, taking 
into account all electrical users in the system (heat pump compressor, solar collector pump, heat 
pump circulation pump and ground loop circulation pump): 

j�® = �ªÐ + �ÒÐÓ (/­ℎ��	@<)��µ<�@ + ���@�;9��µ@� (/­ℎ	9	�) (1) 

Additionally, a parameter ‘Availability’ checks the time the system can provide domestic hot 
water at the required temperature level, as an indicator for user comfort.  Space heating demand 
is always met in the different simulation runs, which means that thermal comfort is always 
supplied.  Therefore, this criterion is not evaluated further on. 

Table 3: Hydraulic connection and control parameters adaptations towards improved system 
performance 

Adap-
tation 

Lay-out of combi-storage tank 

Heat pump to DHW-layer Heat pump to SH-layer Tank to SH 

Layer in – 
Layer out 

Volume (l) Layer in – 
Layer out 

Volume (l) Layer in – 
Layer out 

Volume (l) 

Ref. 12-8 216  4-1 176  7-4 161 

1. 12-8 216  4-1 176  7-4 161 

       

2. 12-8 216  7-4 161  6-4 121 

       

3. 93%-59% 12-8 216 52%-30% 
7-4 

161 43%-25% 
6-4 

121 

4. 93%-59% 12-8 216 52%-30% 
7-4 

161 43%-25% 
6-4 

121 

5. 93%-71% 12-9 176 52%-30% 
7-4 

161 43%-25% 
6-4 

121 

6. 93%-78% 12-10 135 52%-30% 
7-4 

161 43%-25% 
6-4 

121 
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3.6 Hydraulic connection, control and simulation parameters 

In different steps the system performance is increased by adapting hydraulic connections and 
control parameters.  

1. Correcting a control error where the heat pump was set ON with an OR-function on 
SH and DHW requirements but was set OFF with an AND function on SH and DHW 
set point.  The layer control was adapted from one-layer dead-band control to two-
layer set point control 

2. Creating a cold zone at the bottom of the storage tank by reducing and moving the 
space heating volume to layers 7-4 (161 l instead of 296 l) 

3. Space heating storage with heating curve control instead of a fixed setpoint 
4. Lowering domestic hot water set point from 55°C tot 50°C 
5. Reducing the domestic hot water volume to layers 9-12 (176l instead of 216l) 
6. Reducing the domestic hot water volume to layers 10-12 (135l instead of 216l)  

Table 3 shows these steps with their impact on the buffer volumes. 

4. DISCUSSION AND RESULT ANALYSIS 

4.1 General overview 

In a general overview, the different adaptations clearly show an important increase in system 
seasonal performance (Figure 5).  The SPF of the system increases from 3.72 to 5.56, while no 
changes are made to the size of the major system components, such as the solar thermal 
collector area or the storage volume.  Only hydraulic connections and control parameters are 
changed. 

 
Figure 5: General overview of the simulation results, showing SPF and systems electrical 

energy use 

It is interesting to go through the different steps to explain the cause of the changes in system 
behaviour.   
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4.2 Step 1: fixing erroneous control 

In the reference system, the control logic had an important logical error where SH or 
DHW operation from the heat pump was switched on when the one of the set point values 
was trespassed (OR-function).  However, the heat pump operation was only switched off 
when both SH and DHW set point values where satisfied.  This means that the storage 
volume was always heated to DHW set point value (DWH switches off at 60°C in layer 
12) even if SH operation was switched on: SH is required when layer 4 drops below 36°C 
and should switch off when layer 4 reaches 40°C, but due to the logical error in the 
control, the heat pump only swiches off when layer 12 reaches 60°C.  This means the the 
whole storage volume is heated because in SH-operation the heat pump injects in layer 4 
and ejects from layer 1. 

 
Figure 6: Storage tank temperature levels with wrong control logic in the reference system 

Figure 6 shows that at hour 1 the SH set point is trespassed (layer 4 drops below 36°C), while 
the DHW set point criterion was satisfied (layer 12 is above 56°C) and that the whole storage 
tank is heated up afterwards until layer 12 reaches 60°C at hour 6.  Together with this 
adaptation, in this first adaptation the heating control of either DHW- and SH-layers is changed.  
Where in the reference system the one-layer dead-band control was applied, now the two-layer 
set point control is installed.  This means that two temperature sensors are installed, one in the 
upper layer of the specific tank volume and one in the lower layer (respectively layers 12 and 
8 for DHW and layers 4 and 1 for space heating).  If the upper temperature sensor reading drops 
below the set point, the heatpump starts heating that part of the tank volume, until the lower 
temperature sensor reading is higher than the lower set point temperature.This ensures that the 
whole reserved storage volume is heated up by the heat pump, while in the reference system 
the implemented dead-band was not always able to do this in all circumstances.  It does however 
imposes the use of two temperature sensors per heat pump operation mode (SH or DHW). 

These measures show the importance of correct control implementation: the system SPF 
increases from 3.72 to 4.30, while the systems electrical consumption drops with 14.7% from 
1182 kWh to 1008 kWh. 
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4.3 Step 2: Reducing SH volume and ensuring cold storage volume for solar heat 
exchanger 

In the reference system, the upper part is heated for domestic hot water (DHW), while the lower 
part of the tank is kept warm by the heat pump-to-space heating (SH) connection which is 
located at the bottom of the tank.  Therefore, the heat exchanger (HX) of the solar thermal 
collectors always ‘sees’ warm water, hampering solar heat to be stored in the storage tank. 

 

 
Figure 7: The effect of reserving cold storage for the solar heat exchanger on the temperature 

profile in combi-storage tank on February 5-6 (Top figure-without cold volume; bottom 
figure-with cold volume) 
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This is solved in the second adaptation (first hydraulic adaptation), where the lower part of the 
tank (layers 1 to 3, 135 litre or 26% of the storage volume) is kept cold for the solar collector 
heat exchanger.   

The amount of reserved storage volume for space heating is reduced from the volume in layer 
7 to 1 to the volume in layers 7 to 4 (296 l to 161 l). 

Figure 7 shows the effect adaptation step 2 has on the temperature profile in the combi-storage 
tank on two typical winter days, where both days have an important amount of solar radiation.  
The upper part of Figure 7 shows the result for the system 1, while the lower part for the adapted 
hydraulic lay-out.  The average tank temperature lowers, while more solar heat has been stored: 
17.0 kWh instead of 15.4 kWh, or an increase of 10%.  On an annual base, the solar fraction 
(this is the share of solar heat in the whole heat demand) increases from 45.2% to 45.7 %.  
Although the annual impact is rather limited, the example of Figure shows the impact on colder 
days with limited solar radiation.  On these days, the system is able to capture more solar heat, 
which reflects in an SPF increase from 4.30 to 4.79, with a corresponding decrease in electrical 
energy consumption of 11%.  Note that the increase in SPF is not only caused by an increased 
share of solar heat, but also by a decrease of storage losses with 2% and mostly by a more 
efficient heat pump operation due to the lower overall storage temperatures: the SPF(only heat 
pump) increases from 3.5 to 3.9. 

This measure does not influence the availability of domestic hot water, nor the heat supply for 
space heating. 

4.4 Step 3: Heating curve control 

In the 3rd adaptation, the temperature control for the space heating layer is adapted from fixed 
temperature control (at 35°C) to heating curve control.  This further reduces the average 
temperature of the storage tank and increases the SPF to 4.90.  The storage tank losses reduce 
with another 4% and the SPF(heat pump only) increases to from 3.9 to 4.3. 

4.5 Step 4-6: Domestic hot water temperature and volume 

In the last three steps, the parameters of the domestic hot water part are adapted.  First, the 
temperature set point is reduced from 55°C tot 50°C.  This increases the SPF to 5.36. By 
reducing the storage volume for domestic hot water in the last two steps, the system-SPF 
eventually ends up to be 5.56.  For this last system, the SPF(heat pump only) eventually is 
increases up to 4.7, the solar fraction becomes 48.7% and the storage heat losses are 6% lower 
than after the second adaptation, where the cold volume for the solar collectors was introduced. 

Two remarks should be made for this last adaptation.  The temperature setting of 55°C was 
originally chosen in the project, to prevent the growth of legionella bacteria, although this is 
not specifically requested by law for residential applications (in Belgium).  Reducing the set 
point temperature to 50°C increases the risk of bacteria growth.   

Furthermore, by reducing the storage volume for domestic hot water, the availability of DHW 
decreases to a small extent, certainly in winter months with a low solar irradiation (Figure 8). 

Therefore, this measure of reducing the domestic hot water storage volume should be 
introduced with care, because the comfort is also decreasing.  The system performance results 
should not be evaluated without also evaluating the delivered comfort. 
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Figure 8: Availability reduction by reducing the domestic hot water storage volume 

5. CONCLUSION 

Where typical simulation studies focus on parameter analysis and optimal design or control 
issues, this paper demonstrates that a huge gain is to be found in a correct control and design of 
the storage tank and its hydraulic connections. The simulation study clearly shows the important 
impact the storage tank has on the overall system performance.  With equal system design 
parameters such as heat pump power, solar thermal collector area and storage volume, the 
seasonal system performance factor is increased from 3.72 in the reference system to 5.56 in 
the best tuned system.  This is achieved merely by changing the hydraulic connections of the 
storage tank, by adapting the reserved storage volumes for the solar heat exchanger, for space 
heating and for domestic hot water and by changing the controller settings and adapting the 
temperature control.   

The design and installation guidelines that arise from these results are the importance to have a 
cold volume in the storage tank in order to optimally benefit from the solar thermal collectors 
(which have a substantially higher performance factor than the heat pump), to avoid mixing of 
the different storage layers at different temperatures and to reduce the high temperature storage 
volume as much as possible.  This last measure should be implemented with care in order to 
avoid a decrease in delivered comfort and to avoid the growth of bacteria due to lower storage 
temperatures.  

From these results, it must be concluded that high quality and high performance of a solar heat 
pump system not only depends on system parameters such as the installed solar collector square 
metres, the COP of the heat pump or the volume of the storage tank, but also on installation 
related aspects, such as the hydraulic connections and controls of the storage tank.  This is an 
important conclusion for integrated system suppliers, but evenso for quality label schemes 
which have the ambition of increasing confidence in the performance of these kind of systems.  
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1. ABSTRACT 

This paper presents a dynamic model of a passive house located in Denmark with a solar 
absorber, a horizontal ground heat exchanger coupled with a HP/ORC unit. The 
HP/ORC reversible unit is a module able to work as an Organic Rankine Cycle (ORC) or as a 
heat pump (HP). There are 3 possible modes that need to be chosen optimally depending on the 
weather conditions, the heat demand and the temperature level of the storage. The ORC mode 
is activated, as long as the heat demand of the house is covered by the storage, to produce 
electricity based upon the heat generated by the solar roof. The direct (free) heating is used 
when the storage cannot cover the heat demand of the house. Finally, when direct heating is not 
sufficient to cover the heat demand because of poor weather conditions, the HP mode is 
activated.  

Dynamic simulations of the whole system are presented for different typical days of the year 
in Modelica language. A peak of 3.28 kW of power is reached in ORC mode with a heat input 
of 59.5 kW from the solar roof (23.9 kWh are produced during a typical summer day). In a 
representative winter day, 5.81 kWh are consumed by the heat pump with a daily average COP 
of 4.3.  Conclusions regarding control strategies and enhancement of the global system are 
drawn. A control strategy with a low storage temperature set-point (50˚C) allows reducing 
electrical consumption from 20% up to 60% when compared to higher set-point (60˚C). The 
system performance to produce power could also be optimized if an extra tank is included to 
store heat uniquely to produce electricity with the ORC during the peak electricity consumption. 
Finally, the paper points that this technology is a promising way to achieve Plus Energy 
Building at low price and higher efficiency compared to competitive systems, as photovoltaic-
thermal solar heat pump. 

Keywords: Net Zero Energy Building, Reversible Heat Pump/Organic Rankine Cycle, Solar 
energy. 

2. INTRODUCTION 

According to the European commission directive (European commission, 2011), all new 
buildings in Europe should be Net Zero Energy Building from 2019 (Jagemar et al, 2010; 
Kurnitski et al, 2014). In this context, heat pumps should play a major role (Bettgenhäuser et 
al, 2013; Hepbasli and Yalinci, 2009). This paper investigates a heat pump which presents the 
ability to operate as an organic Rankine cycle without increasing the costs significantly 
(Dumont, 2014(a)). This reversible HP/ORC unit is coupled to a passive house (Figure ) with a 
large solar absorber and a horizontal ground source heat exchanger (Innogie, 2013). 
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Figure 1: The reversible HP/ORC unit integrated in the house (Dumont, 2014) 

The paper is organized into 4 parts. Firstly, the reversible HP/ORC unit is introduced. Then, the 
models of the components are presented. Thereafter, results from simulation on typical days are 
described and discussed. Finally, prospects and conclusions are discussed. 

A simplified scheme of the system, operating in ORC mode, is presented in Figure 2.  

 
Figure 2: Simplified scheme of the unit (ORC mode) (Dumont, 2014(a)) 

Dynamic modelling of the whole system including the solar roof, the ground source heat 
exchanger, the storage tank, the reversible HP/ORC unit and the house is necessary to simulate 
the performance of the system. These simulations help to evaluate the performance with 
different climates, house envelope, storage size and control strategies.  

3. MODELING 

3.1 Introduction 

In this chapter, the model of each sub-system is described. The control strategy is also 
introduced.  

In the law of conservation of energy, if the mass and volume (or time constant) are negligible, 
then the equation becomes independent of time. Thus, it is important to evaluate the inertia of 
each component, fast transients should not be taken into account because their influence is 
negligible. Furthermore, the system composed of sub-systems having very different time 
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constant requires very long simulation time. Time constant (τ) are evaluated experimentally or 
estimated with Eq. 14 and compared in Table 1. 

In this equation, M is the mass of the system, Z�  is the typical flow and Õ� is taken equal to 
10°C. This results from an energy balance assuming that flow and specific heat are constant. 
The time constant is reached when the increase in temperature has reached 63% of its final 
value. 

Table 1: Time constant of the different sub-systems 

Sub-system Method Time constant [min] 

Reversible HP/ORC unit Experimentation 5 

Solar roof Eq. 14 18 

Storage Eq. 14 87 

House Simulation  3133 (50h)  

Ground source heat 
exchanger 

Experimentation (see section 3.6) 

The inertia of the unit is, therefore, neglected because of its very low time constant. Solar roof, 
house and storage dynamics are of course modeled. The ground source heat exchanger inertia 
is discussed in section 3.6.  

3.2 Reversible HP/ORC unit 

The unit has been tested in a wide range of conditions experimentally (Dumont, 2014(a)). 
Following that, semi-empirical models have been calibrated to fit the measurements. In heat 
pump mode, the sub-cooling is imposed at 2 K and the over-heating at 6 K. In ORC mode, the 
sub-cooling is imposed by the NPSH (net positive suction head) of the pump and the over-
heating is optimized (by adjusting the pump speed) to maximize the electrical power 
production. As shown in Dumont (2014(b)) the polynomials used to evaluate the outputs of the 
reversible unit. 

3.3 Storage 

The water tank storage system is described by partial differential equations which consist of 
derivatives with respect to time and space for an incompressible fluid. The spatial equations are 
discretized according to the finite volume method. Dymola/Modelica solves the dynamic part 
of those equations using DASSL solver. 

Figure 3 shows the structure of the tank model. The water tank model can be divided into three 
subsystems: tank subsystem, one parallel internal heat exchanger subsystem and one counter 
flow internal exchanger subsystem.  

 Ö = 0.63. Ï.  Õ�Z�  
(14) 
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Figure 3: Water storage unit with internal coils diagram. 

The tank subsystem comprises the water tank, a top outlet and the bottom inlet that are part of 
the floor heating circuit. The tank is discretized using a modified version of the incompressible 
Cell1Dim model adding an additional heat port, which represent a model of a stratified tank 
and ambient losses (Quoilin et al, 2014). This subsystem is discretized into 20 cells, where the 
energy and mass conservation equations are applied. The momentum balance is neglected and 
the pressure is assumed to be constant in the whole tank. Each layer is described by one 
temperature variable. Each control volume takes into account water inflows, water outflows 
and conductive heat transfers with neighboring layers and with the environment.  

The heat exchangers are modelled using the Flow1Dim component (Quoilin et al, 2014) and a 
wall component. The bottom heat exchanger - part of the reversible unit circuit and responsible 
for supply heat in DH and HP modes - is modelled using an original Flow1Dim component and 
a wall component. The top heat exchanger - the domestic hot water coil - is discretized using a 
modified version of Flow1Dim with a Countcurr component (Quoilin et al, 2014).  

The fluid properties for the selected medium, StandardWater, are computed using the 
ThermoCycle library (Thermocycle, 2014). The dimensions and thermal constant of the tank 
model are summarized in Table 2. 

Table 2: Water tank with two heat exchangers model parameters 

Parameter Value Parameter Value 
Tank total height [m] 1.44 Top Heat exchanger area (one 

side) [m2] 
2.5 

Height bottom HX inlet [m] 0.54 Tank capacity [m3] 0.5 
Height bottom HX outlet [m] 0.09 Internal volume bottom HX [m3] 0.011 

Height top HX inlet [m] 0.09 Internal volume top HX [m3] 0.025 
Height top HX outlet [m] 1.225 U-value between inside of tank 

and ambient[W/m2K] 
2.7 

Total heat exchange area of tank with 
ambient [m2] 

3.27 U-value of the heat 
exchanger[W/m2K] 

4000 

Bottom Heat exchanger area [m2] 1.8   

3.4 Solar roof 

Since the recently patented roof (Innogie ApS, 2013) is being tested for the first time, no 
performance data is available and the solar roof is modeled with the classical correlation (Eq. 
15) based on the ambient temperature (��<�) and on the mean temperature of the heat transfer 
fluid (�<) with the area (A = 138.8 m2) of the roof and the solar irradiance absorbed by a 
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collector per unit area of absorber (I). U is evaluated through the model of Klein (Klein, 1975). 
Finally the energy balance (Eq. 16) allows to evaluate the exhaust roof temperature with the 
mass M (104.6 kg), the specific heat (��), and   the mass flow rate of the working fluid, in this 
case 30% glycol based water solution (Z� ).  
  ���µ9 = D(� − ¤(�< − ��<�)) (15) 

 Ï. �� . ��< = ���µ9 − Z� . �� . (��,@µµ�,	
 − ��,@µµ�,�;) 
(16) 

3.5 House model 

The present simulation model relies on a simplified multi-zone building model. The building is 
divided into 5 zones based on the house layout and the use of the spaces. The main 
characteristics of the building are presented by zone in Table 3. 

Table 3: House main characteristics 
 Unit Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 

Floor area m² 41.8 18.2 7.8 19.1 45.7 
Volume m³ 117.2 45.5 19.5 47.8 114.3 

Slab U-Value W/m².K 0.08 0.08 0.08 0.08 0.08 
Roof U-Value W/m².K 0.09 0.09 0.09 0.09 0.09 

External wall area m² none 20.4 4.5 24.8 41.5 
External wall U-value W/m².K none 0.15 0.15 0.15 0.15 

Window area 
 (orientation) 

m² 14.7(S) 2.4(S) 0.84(W) 
0.84(W) 
0.84(N) 

6.7(E) 
2.4(S) 

Window U-value W/m².K 0.63 0.68 0.8 0.8 0.8 
Window solar factor - 0.5 0.5 0.5 0.5 0.5 

Infiltration rate ACH 0.3 0.3 0.3 0.3 0.3 

Space activity - 
Kitchen 
Dining 

Main 
Bedroom 

Bathroom 
Hall 

Others 
Living 

Bedroom 
Lighting  

nominal power 
W/m² 5 5 3 3 5 

Appliances  
nominal power 

W/m² 3 3 3 3 3 

Air temperature 
Setpoint 

°C 20 
Only 

imposed  
in zone 1 

Only 
imposed  
in zone 1 

Only 
imposed  
in zone 

1 

Only 
imposed  
in zone 1 

The Modelica model diagram of the house is presented in Figure 4. It is composed of models 
developed based on the Modelica Standard Library model (version 3.2) and also use the 
“MixingVolume” and “RadiantSlabs.SingleCircuitSlab” models developed in the Modelica 
library “Buildings” (Wetter et al, 2013). Hourly schedules are associated to the occupancy, the 
domestic hot water use, the lighting and appliances in each zone (Bertagnolio, et. al., 2013). 
The weather data used for the external temperature and the solar irradiance are provided by the 
DMI - Danmarks Meteorologiske Institut - (Wang et al, 2010). 
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Figure 4: House model diagram in Dymola/Modelica 

Each zone model is based on an equivalent R-C network including 5 thermal masses (Masy, 
2006), corresponding to one occupancy zone, surrounded by external glazed and opaque walls 
(Figure 5). 

 

Figure 5: Zone Model – Equivalent R-C Network Model 

Massive walls are simulated using first order R-C “two-port networks”. A 2RC module is 
associated to each massive wall (Figure 6). The parameter of each “two-port network” are 
adjusted in order to produce wall admittance transmittance for a 24 hour period (Masy, 2006). 
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The wall stationary U-value equals the invert of the whole two-port resistance. Ventilation 
system were not considered by means of computational simulation at this stage. To control 
indoor temperature rise a louver system is included.  

  

Figure 6 - Capacitive wall  and equivalent Dymola/Modelica model diagram 

A PID controller controls the floor heating flow to regulate the ambient temperature (zone 1) 
inside the house close to the set point which is chosen equal to 20°C.  

3.6 Ground heat exchanger 

The ground heat exchanger is composed of a 300 meters long circuit disposed one meter deep 
in the ground. 36 thermocouples are disposed over the whole system (on third is 0.5 meter 
depth, the second third at 1 meter depth and the last one at 1.5 meter depth).  Measurements in 
a second basis on the horizontal ground source heat exchanger showed that the ground 
temperature is very stable whatever the heat input/output. This temperature varies from 7°C in 
winter to 12°C in summer (day 182) with fall and spring temperatures of 10°C. For the moment, 
the temperature of the ground exchanger is therefore imposed following the measurements. 

3.7 Global model 

Figure 7 presents the flowchart of the global model combining the storage, building, roof, 
reversible unit and ground. The external inputs are meteorological data (ambient temperature 
and Direct Normal Radiation on hourly basis– Wang et al, 2010) and occupant behavior in the 
house (detailed in house model sub-section). The time step is fixed at 900 s. The consumption 
of auxiliary pumps is neglected, they represent less than 10% of the system consumption. 

Some parameters have to be fixed: Roof water flow, ground water flow, storage water flow and 
temperature set points of the storage. Practically, the following values are used for the flow 
based on real values measured in the house:  

- Roof water flow = 0.6 kg/s, 
- Ground water flow = 1.5 kg/s, 
- Storage water flow = 0.6 kg/s 
- Floor water flow = 0.4 kg/s. 

These flows should be optimized in future investigations to increase the energy efficiency of 
the system (Wystrcil, 2013). The influence of the set points values of the storage is investigated 
later (section 4.4).  
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Figure 7: Flowchart of the global model 

3.8 Control strategy 

The control strategy is based on the following idea: Ensure the heat demand is covered while 
maximizing the net electricity production (Figure 8). That is the reason why the first control 
variable which is used is the storage temperature.  

If the storage control temperature 	����µ! is below a fixed low temperature threshold	����µ,9µ�!, 
the heat pump mode is activated to guarantee the space heating (SH) and the domestic hot water 
(DHW). The heat pump cold source is the ground heat exchanger or the solar roof depending 
on which one is the warmest. If the storage control temperature is above the high temperature 
threshold	����µ,����!, the ORC mode is activated if the roof temperature is above the minimum 
temperature to get a net electrical production	��X×W,<�
!. If the storage control temperature lies 
between the high and low threshold, the former mode is kept to avoid excessive chattering 
between modes reducing performance and reliability in practice.  Finally, the by-pass mode is 
used if the storage temperature cannot be increased and if the ORC mode is not able to produce 
a positive net electricity production. In the by-pass mode, only the roof pump is running to 
homogenize the roof temperature. This control strategy is relatively simple and should be 
improved in future works. 

 

Figure 8: Control strategy of the global model 
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4. RESULTS FROM SIMULATIONS 

Three typical days are simulated to evaluate the behaviour of the system with different inputs: 
a winter day (day 1), a spring day (day 62) and a summer day (day 182). To ensure steady-state 
conditions and for initialization each simulation is started 3h before the day considered. The 
two set points of the storage (���µ,9µ� and ���µ,����) are 40°C and 50°C in this section. For each 
simulation, the following variables are plotted:  

- Storage temperature from 10th cell (���µ,��@9),  
- Outdoor temperature (�µ;�),  
- House ambient temperature – zone 1 (��µ;�	),  
- Exhaust roof temperature (�@µµ�,	
), 
- Heat flow for floor heating (���9µµ@), 
- Heat flow for domestic hot water (��ÒÐÓ), 
- Heat flow from unit (��;
��), 
- Electrical unit power consumption(-)/production(+) (­� 	9), 

The mode in operation is detected by looking at the power and heating variables. If electrical 
unit power consumption is negative (resp. positive), it means that HP (resp. ORC) mode is 
activated. If heat flow coming from unit is positive and there is no electrical consumption, then 
DH mode is operating. Finally, in all the other cases, the bypass mode is enabled. 

4.1 Winter - Day 1 

Figure 9 shows the regulation mechanism during the first day of the year. When the storage 
temperature decreases down to the low threshold value (40°C) because of SH and/or DHW 
demand, the heat pump is activated to heat the storage to the high temperature threshold (50°C). 
This control leads to 3 starts of the HP using the ground heat exchanger as heat source. The 
total electrical consumption of the heat pump is 5.81 kWh, leading to a daily average COP of 
4.34 (Eq. 4). 

 ���;
�� = Ø(�� �� + ��¶�) � Ø ­� 	9  �   (17) 

The ambient temperature in the house is fairly well regulated around the set point (20°C) thanks 
to the regulation of the floor heating flow.  

Figure 9: Dynamic simulation of the reversible unit coupled to a passive house for the 1st day 
of the year 
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4.2 Spring - Day 62 

Figure 10 shows the main inputs and outputs for a typical spring day. In the morning, the HP is 
needed to keep the storage temperature higher than the low threshold temperature (40°C). From 
10 AM to 12 PM, the direct heating increase the storage temperature until the storage 
temperature reaches the roof temperature (60°C). This heat coming from the roof allows to 
avoid the starting of the HP before next day. The electrical consumption of the HP is 1.68 kWh, 
leading to a daily ���;
�� of 10.48 (Eq. 3). 

 

Figure 10: Dynamic simulation of the reversible unit coupled to a passive house for the 62nd 

day of the year 

4.3 Summer – Day 182 

Figure 11 shows the main variables for a typical summer day (182nd day). Different inferences 
can be drawn. Firstly, the only heat demand affecting the storage is the DHW (at 8h and 21h) 
because the house temperature is always above the temperature set point (20°C). It leads to the 
use of only two modes (ORC and bypass). Direct heating is used only a few decades of minutes 
to heat the storage when the temperature is below the low threshold value (not necessary all the 
days, see Figure 11). The ORC mode is activated as soon as the roof temperature reaches 70°C 
(i.e. the minimum value to start the ORC). The electrical production of the ORC reaches a 
maximum of 3.28 kW with a heat input on the roof of 59 kW (23.9 kWh are produced by the 
ORC during day 182). This leads to an efficiency of 5.5% to be compared with the theoretical 
one (7.5%). The main reason is that the model used for the ORC is based on the performance 
of the unit tested experimentally. Several factors like low expander efficiency, high sub-cooling 
and no thermal insulation explain this difference (see Dumont et al 2014(a)).  

4.4 Control strategies 

A lot of parameters have to be optimized in this model. The two main parameters of the control 
flowchart (Figure 8) are the high and low set-points of the storage. Two different control 
strategies are therefore investigated for the winter day and spring day. The first strategy control 
uses ���µ,9µ�= 40°C and ���µ,����= 50°C and the second strategy respectively 40°C and 60°C. 
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Figure 11: Dynamic simulation of the reversible unit coupled to a passive house for the 182nd 
day of the year 

Looking at the summer day results (Figure 11), the control strategy is not influencing the results 
since storage temperature is always higher than ���µ,����. Table 4 presents a comparison in 
terms of minimum DHW temperature (�ÒÐÓ), electrical energy production (+) /consumption 
(-) of the unit (­	9), number of times the mode changes, the daily COP (Eq. 17) and house 
temperature (��µ;�	). For day 182, the daily ORC efficiency is evaluated with Eq. 18. 

 � = Ø ­� 	9 � Ø ��@µµ�  �   (18) 

Several conclusions can be drawn from this comparison. Firstly, the temperature of the 
domestic hot water, which always needs to be at 40°C at least, is always guaranteed. But, if for 
some reason the DHW consumption happens at a different time, the storage temperature in the 
top should be sufficient at any time in the day. In this case, the second control strategy offers 
more security in terms of temperature level. Also, it is observed that the first strategy needs 
more mode changes compared to the first one. This could be an issue in terms of control and 
reliability. Nevertheless, the electrical consumption is 20% lower with the first strategy on D1 
and 2.45 times lower for D62. This lower consumption for strategy one results from less energy 
in the storage (lower average temperature over time), highest COP due to lower condensation 
temperature and more heat coming from direct heating (because the lower storage temperature). 
To complete, further investigations should be performed to evaluate the decrease in efficiency 
due to start and stop of the unit. Finally, the house ambient temperature is very slightly affected 
by the control. In conclusion, a strategy with a colder storage leads to a significant reduction of 
the electrical consumption but, on the other hand, leads to the possibility of slightly low DHW 
temperature and more mode changes.  

Table 4: Comparison of different control strategies 
Day D1 – Winter D62 - Spring D182 -Summer 

Strategy 1 2 1 2 1/2 �ÒÐÓ [°C] 46.1 53.6 47.6 44.7 70 ­	9 [kWh] -5.81 -7.33 -1.68 -4.12 23.9 
Mode changes [-] 6 4 4 3 2 ��µ;�	 [°C] [19.6:21.6] [19.7:21.7] [19.5:25.5] [19.5:25.6] [19:28] 

COPunit / η[-] 4.34 3.54 10.48 2.91 0.06 
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5. CONCLUSION 

A dynamic model of a reversible HP/ORC unit integrated in a passive house was developed. 
The electrical production in summer reaches 23.9 kWh while the consumption of the HP in a 
typical winter day reaches 5.81 kWh. Based on these first results, the electrical production of 
the house is estimated to be the double of the energy consumption. This indicates that this 
technology is a promising way to achieve Plus Energy Building at low price. 

Three main conclusions can be drawn. First, an optimized control strategy with a low 
temperature set-point on the storage allows higher COP and energy savings up to 20% in a 
typical winter day. 

Also the production of electricity during the sunniest days does not match with the demand. A 
possible improvement would be to store the heat produced during the day to shift the electricity 
production of the ORC in time to match the electricity demand of the house. A second, large, 
thermal storage is therefore necessary to store sufficient heat for the ORC production shifting. 

Finally, the simulations show that the solar roof produces huge amount of heat. This heat is 
unused if the storage has reached the roof temperature and if the roof is too cold to start the 
ORC.  A solution to avoid this loss of heat at low temperature could be the valorisation of the 
surplus heat in an external district heat network. 

More simulations need to be performed to evaluate the system annual performance and to 
compare it with competitive products. An estimation of the price of this system compared to 
competitive products (heat pump combined with PVT for example) can be drawn. First, the 
reversible unit presents almost the same components (Dumont, 2014(c)) as a classical heat 
pump (meaning the same costs if produced in large series).  Also, the solar absorber presents a 
cost close to PV panels (Abdul-Zahra et al, 2014). This shows that the price of the described 
system is close to competitive products. Further investigations will present a detailed analysis 
of the investment and running costs (or benefits). In conclusion, this technology is a promising 
way to achieve Plus Energy Building at low price and higher efficiency compared to 
competitive systems as photovoltaic-thermal solar heat pump which performance is half of the 
HP/ORC system (Fang, et al., 2010).   

NOMENCLATURE 

Variables    

A [m2] Area η [-] ORC daily efficiency �� [J/(kg.K) Specific heat ��  [W] Heat rate 

DNI Direct normal irradiation τ [s] Time constant 

Δ Difference T [°C] Temperature 

I [W/m2] Solar irradiance U [W/(m2.K] Heat loss coefficient 

M [kg]  Mass ­�  [W]  Power Z�  [kg/s] Mass flow W [J] Energy 

    

Subscripts    

amb Ambient ex Exhaust 

app Appliances Out outdoor 
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cd Condenser ORC Organic Rankine Cycle 

ctrl Control sc Sub-cooling 

DH Direct heating su Supply 

DHW Domestic hot water Sto Storage 

el Electrical Roof Solar roof 

ev Evaporator   
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M. Kegel, J. Tamasauskas, R. Sunye 

Natural Resources Canada, Varennes, Canada 

1. ABSTRACT 

This paper presents an analysis of the impact of various energy efficiency measures towards 
achieving net zero energy in comparison to using photovoltaics to offset the energy 
consumption. Using TRNSYS, an energy model of a typical newly constructed four storey mid-
rise apartment was developed complying with the current energy code for the Montreal region 
in Canada. Standard energy efficiency improvements such as reduction of base electrical loads, 
high efficiency fans, building insulation improvement and heat recovery were evaluated as well 
as several high efficient systems such as air to air heat pumps, ground source heat pumps and 
solar assisted ground source heat pumps. The results indicated that air to air heat pumps are a 
more cost effective approach to reducing the building energy consumption in comparison to 
using photovoltaics as well as the reduction of base electrical loads and recovering heat from 
the building exhaust. Little benefit was found improving the building insulation level beyond 
the minimum levels. When taking the additional land value required by a photovoltaic system 
into account, the higher capital costs of the ground source heat pump systems become cost 
competitive. 

Keywords: Net zero energy, air to air heat pump, ground source heat pump, solar thermal, 
photovoltaics 

2. INTRODUCTION 

The residential sector accounts for 16% of Canada’s secondary energy consumption and 15% 
of the greenhouse gas (GHG) emissions (Natural Resources Canada, 2009). Although energy 
efficiency standards have improved over the years, there has still been a steady increase in the 
residential sector annual energy consumption as new houses are continuously built, while the 
existing housing stock remains. With the American Society of Heating, Refrigeration and Air 
Conditioning Engineer’s (ASHRAE) vision of market viable net zero energy buildings by 2025 
(ASHRAE, 2008) research must be conducted to develop a design guide for building owners 
and building designers. Furthermore, with half of the existing building stock constructed today 
being still in existence by 2050, it is important that building energy efficiency strategies are 
well suited to future net zero energy targets. 

To achieve net zero energy two standard approaches can be taken: 

• Adoption of a high efficient building envelope with the use of passive gains and meeting 
the remaining loads through renewable energy sources. 

• A combination of a reasonably good building envelope with a high efficient heating and 
cooling system and a high share of renewable energy. 

The question still remains however at which point it no longer becomes cost effective to reduce 
the building loads and meet the remaining load with renewable energy sources. The Canadian 
Green Building Council (CAGBC) recommends a building energy intensity of 100 kWh/m² 
(CAGBC, 2014), while Natural Resources Canada has recommended to reduce the housing 
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energy consumption by 50% (Parekh, 2010). By meeting these targets the building or house is 
considered to be net zero ready, where it economically makes sense to add renewable energy 
sources to make the building net zero. 

This paper examines and evaluates several energy efficiency pathways to make a 4-storey mid-
rise apartment located in Montreal, Canada become net zero. The analysis is conducted on a 
newly constructed mid-rise apartment designed to meet the current National Energy Code of 
Canada for Buildings (NECB) (NRC, 2011) and energy efficiency improvements made in 
regards to building insulation, reduction of electrical loads, heat recovery and the use of heat 
pump systems. An economic analysis for each combination of systems is performed to make 
the mid-rise apartment net zero through the use of photovoltaics. Net zero in this paper 
considers that the photovoltaic system generates as much electricity as the building consumes 
on an annual basis. Excess electricity is sold back to the grid at the same rate electricity is 
purchased. 

3. METHODOLOGY AND SIMULATION 

To perform the analysis an energy model of a typical mid-rise apartment was developed using 
the TRNSYS simulation tool (Klein et al., 2010). The shape and dimensions of the mid-rise 
apartment were taken from the Department of Energy (DOE) benchmark models (DOE, 2013). 
The mid-rise apartment is four floors, with each floor comprised of 8 equally sized apartment 
units. Each apartment unit has a floor area of 88 m² and includes a kitchen, two bedrooms, 
living room and a bathroom. The total heated floor area of the building is 3,135 m² with a 
footprint area of 784 m². The building has a 15% fenestration to wall ratio. The 3D model and 
floor plan is shown in figure 1. The 2nd and 3rd floor was grouped into one zone to reduce the 
number of thermal zones in the model. The apartment suites are maintained between 21°C and 
23°C and relative humidity above 30%. Lighting, occupancy and receptacle schedules were 
assumed to follow those outlined in the NECB. Each apartment unit has its own 110 L domestic 
hot water (DHW) heater, with a hot water draw profile assumed to follow that of the IEA Annex 
42 DHW Load profile (Knight et al., 2007) for Canada (approximately 184 L of hot water per 
day per apartment unit).  The energy models were run using the Montreal TMY2 weather file 
and 5 minute timestep. It is also estimated that the roof area can have a 172 m² PV array facing 
south at a 45° tilt angle such that there is no shading of the panels on one another.  

  
(a) (b) 

Figure 1: (a) 3D model (b) Floor plan of mid-rise apartment  

3.1 Base Case 

The reference mid-rise apartment characteristics were set from the NECB minimum efficiency 
requirements for the Montreal region (Zone 6). The key characteristics of the reference building 
are summarized in table 1.  
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Table 1: Mid-rise apartment characteristics 
Characteristic Description 

Roof Insulation Level 0.181 W/m²°C 
Wall Insulation Level 0.248 W/m²°C 

Windows 
1.98 W/m²°C 

Double Glazed 
Heat Recovery Ventilator None 

Heating and Cooling 
Packaged Terminal Air 

Conditioning (PTAC) with 
electric resistance heater 

Fans 
Permanent Split Capacitance 

(PSC) (1 W/L/s) 
Domestic Hot Water Electric 

Humidification Electric 

Standard TRNSYS components were used to model the building HVAC systems and operating 
schedules. Although the simulation was run with a 5 minute time step, the heating and cooling 
capacity of the HVAC system was modulated constantly to maintain the desired room 
temperature setpoints. As the standard TRNSYS air conditioning components do not model part 
load performance, each apartment suite cooling system was modeled with the Type 42a 
(conditioning equipment, 3 independent variables) component relating the total cooling 
capacity, sensible cooling capacity and compressor power draw to the outdoor temperature and 
indoor dry bulb and wet bulb temperature. The cooling capacity was then modulated with a PID 
controller (Type 23) to the desired room temperature and the capacity was transferred to the air 
stream using the Type 693 (flowstream loads, air) component. The part load performance was 
then calculated using curves determined by the DOE (Henderson et al., 1999).  The annual 
energy end use breakdown is shown in figure 2. 

 

Figure 2: Baseline energy end use breakdown  

The annual energy consumption, utility cost and energy intensity is summarized in Table 2. The 
utility cost was estimated using the most recent electricity rates from Hydro Quebec (2014) of 
approximately $0.07/kWh. 
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Table 2: Baseline annual energy consumption, utility cost and energy intensity 
Characteristic Value 

Annual energy consumption 595,982 kWh 
Annual utility cost $43,461 CDN 

Annual energy intensity 190.1 kWh/m² 

3.2 Photovoltaics 

To achieve net zero, the use of photovoltaics (PV) will be investigated to determine at which 
point it becomes economically feasible to install a PV system to offset electricity consumption 
compared to conventional energy efficiency measures. Using TRNSYS and the manufacturer 
published characteristics of a monocrystalline PV panel (Grape Solar, 2014), it was estimated 
that a PV system could produce 285 kWh annually per square meter of array area facing south 
and at a 45° angle (manufacturer rated performance is 155 W/m²).  Thus to make the baseline 
mid-rise apartment net zero, a PV array area of approximately 2,100 m² would be required. The 
average of the estimated installed PV cost of $3.90/W reported by Luukkonen et al., (2013) was 
used for the analysis, which also assumes there is sufficient land space to install the PV system, 
which may not be the case. Table 3 summarizes the anticipated PV cost and array area to make 
the baseline building net zero. 

Table 3: Baseline PV requirements to achieve net zero 
Characteristic Value 
PV Array Size 2,100 m² 
PV Array Cost $1,269,000 CDN 

3.3 Standard Energy Efficiency Improvements 

To quantify the benefit to reducing the annual energy consumption of the mid-rise apartment 
compared to simply adding PV to make it net zero, several energy efficiency measures are 
investigated. From the energy end use graph (figure 2), space heating, lighting and receptacle 
loads, fans and domestic hot water heating make up just over 85% of the energy end use. Thus 
energy efficiency measures addressing these end uses are selected to reduce the energy 
consumption. These measures include: 

• Reduction in base electrical loads through energy efficient lighting and appliances 
• Reduction of fan power using electronically commutated motors (ECM)  
• Reduction in the space heating load through a high efficient building envelope 
• Reduction in the space heating load through the heat recovery from exhaust air 

To perform the economic analysis the incremental costs of implementing the energy efficiency 
measures are estimated from RSMeans (RSMeans, 2013) as well as contractor surveys. 

3.3.1 Reduction of base electrical loads 

The base electrical loads were modelled based on the recommended appliance and lighting 
loads. Energy Star® packages are often offered and can have substantial energy savings 
compared to standard equipment in new housing developments. A 60% reduction in lighting 
power and a 25% reduction in appliance electrical consumption were assumed for this case 
(Energy Star®, 2014). The estimated incremental costs for the efficient base electrical loads are 
$25,000 CDN. 
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3.3.2 High efficient fan motors 

Each apartment unit has a central heating and cooling system with a two speed indoor blower 
assumed to draw 1 W per L/s of airflow. ECM motors are variable speed and can have 
significant savings compared to PSC motors. For the analysis, the ECM motors are assumed to 
be two speed and conservatively draw 0.5 W per L/s of airflow (Gusdorf et al., 2002). The 
estimated incremental cost for the ECM motors is $7,000 CDN total. 

3.3.3 High efficient building envelope 

The building envelope insulation levels were set to the minimum levels outlined by the NECB 
for the Montreal region. This efficiency measure evaluates whether there is a benefit to heavily 
insulating the building using realistic construction practices to further reduce the space heating 
loads. The estimated incremental cost to improve the insulation level of the building envelope 
is $145,000 CDN. Table 4 summarizes the proposed changes. 

Table 4: Proposed building envelope insulation improvement 
Characteristic Baseline Proposed 
Roof u-value 0.181 W/m²°C 0.125 W/m²°C 
Wall u-value 0.248 W/m²°C 0.188 W/m²°C 

Window u-value 
1.98 W/m²°C 

Double Glazed 
1.31 W/m²°C 
Triple Glazed 

3.3.4 Heat Recovery 

Due to the improved air tightness of the building, fresh air must be brought in to each apartment 
unit. Heat recovery ventilators are only required however in colder Canadian regions (Region 
7A and higher) (NRC, 2011). This measure evaluates the benefit of adding in suite heat 
recovery ventilators to recover the exhaust heat. Approximately 33 L/s of fresh air is brought 
into each apartment unit. The anticipated total cost to install heat recovery ventilators in all 
apartment suites is $84,000 CDN. 

3.4 Energy Efficient Systems 

Building upon the above four energy efficiency measures, four efficient heating systems for 
each scenario are compared to evaluate the impact of selecting high efficient heating systems 
to meet a net zero energy target. The systems are: 

• Conventional air source heat pumps (ASHP) 
• Cold climate air source heat pumps (CC ASHP) 
• Ground source heat pumps (GSHP) 
• Solar assisted ground source heat pumps (SA GSHP) 

In each case the packaged terminal air conditioning system with an electric heating is replaced 
by a reversible air source or water source heat pump system. 

3.4.1 Heat Pump System Modeling 

As the cyclic on-off operation of a heat pump can have a significant impact on the energy 
consumption of the system, it is important to take this into account in the energy models. As 
the standard TRNSYS models of the air to air heat pump systems are not well adapted to taking 
into account the part load performance, the air to air heat pumps were modelled using the 
TRNSYS Type 42 components relating the heating (Type 42b) or cooling capacities (Type 42a) 
to outdoor and indoor ambient temperatures and applying the estimated loads to the air stream 
using the Type 693 component. The capacity of the air to air heat pump is modulated with a 
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PID controller and the compressor power draw calculated according to the estimated percent 
heating/cooling demand. A schematic of the modelling strategy is provided in figure 3. The part 
load performance curves for the conventional air to air heat pumps were estimated from DOE 
(Henderson et al., 1999) and the cold climate inverter driven heat pump performance curves 
were derived from the performance measured by the Swedish Energy Agency (Filliard et al., 
2009). 

 

Figure 3: Air to Air Heat Pump System Model 

For the apartment unit water source heat pumps, TRNSYS Type 919 was used. Unlike the air 
to air heat pumps, the Type 919 component can take a control signal and modulate the 
heating/cooling capacity of the heat pump. The part load performance curves of the water 
source heat pumps were estimated from DOE (Henderson et al., 1999).   

3.4.2 Conventional air source heat pump system 

This efficiency measure evaluates replacing each apartment suite packaged terminal air 
conditioning system with electric heating with an air to air heat pump system. The benefit of 
air source heat pumps (ASHP) are that the space heating loads are met by upgrading the 
available energy in the colder outside ambient air. In moderate climates the ASHPs operate 
very efficiently delivering between two to three times the energy consumed. As ambient 
temperatures decrease, the heating capacity and efficiency of the heat pump drastically decrease 
not always making them suitable in a Canadian climate. To avoid space temperatures falling 
below the desired setpoint each apartment unit heating system is also equipped with a full sized 
back-up electric heating coil. Thus if the heat pump is unable to meet the space heating load, 
the electric back-up heating coil provides supplemental heating. 

As a preliminary analysis two standard air source heat pump sizes are evaluated – the smallest 
market available size of 1.5 tons (5.3 kW heating capacity) and a 2.0 ton (7.0 kW heating 
capacity). The heat pumps have an ARI rated coefficient of performance of 3.3 in heating mode 
and 3.1 in cooling mode (Carrier, 2008). A fully sized back-up electric resistance heater 
supplements the heating capacity of the heat pumps capable of operating efficiently down to   -
20°C according to the manufacturer performance curves.  
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A comparative energy analysis between the 2.0 ton and the 1.5 ton system is first performed to 
determine the optimum air source heat pump size for the mid-rise apartment units. While the 
2.0 ton system has a higher fan power and will operate at a lower part load, the increase in 
available heating capacity at lower temperatures may outweigh the benefits of the smaller 1.5 
ton system. Table 5 summarizes the results of the two air source heat pump sizes implemented 
into the baseline apartment building, highlighting the 1.5 ton system as being a better choice. 
While this analysis focuses on evaluating existing systems, future work will look at the 
optimum air to air heat pump size for this type of building. 

Table 5: Optimum air to air heat pump size analysis 
Characteristic 1.5 ton ASHP 2.0 ton ASHP 

Annual energy consumption 487,526 kWh 508,434 kWh 
Annual utility cost $35,021 CDN $36,308 CDN 

Annual energy intensity 155.5 kWh/m² 162.2 kWh/m² 

3.4.3 Cold climate air source heat pump system 

With the degradation of performance and heating capacity of conventional air source heat 
pumps at lower ambient temperatures, these systems are often not a suitable choice for the 
Canadian climate as the potentially inefficient back-up heating system must operate more 
frequently. Relatively new to the market and gaining interest in Canada are cold climate air to 
air heat pumps, which maintain their capacity and coefficient of performance much better at 
lower temperatures through the use of variable capacity compressors. Furthermore, with the 
variable capacity compressors, the cold climate air to air heat pump can modulate to reduce the 
on-off cycling often seen in conventional air source heat pumps.  

The cold climate air source heat pump (CC ASHP) selected for the analysis has a rated heating 
capacity of 11.1 kW with a rated heating COP of 3.0 and a rated cooling capacity of 10.0 kW 
and cooling COP of 3.5 (Mitsubishi Electric, 2011). While the rated heating and cooling 
capacities exceed the building heating and cooling demand requirements, the variable capacity 
compressor of the heat pump permits modulation down to 40% of the rated capacities to meet 
the heating or cooling loads without having to cycle on and off. Performance curves of the cold 
climate air source heat pump were estimated from the inverter compressor type heat pump 
performance published by the Swedish Energy Agency (Filliard et al., 2009).   

For this scenario, the CC ASHP replaces the packaged terminal air conditioning system with 
electric heat. The cold climate air source heat pump is equipped with a small back-up electric 
heater in the event ambient temperatures fall and there is insufficient heating capacity to meet 
the space heating requirements. While the analysis in this paper uses existing technology, future 
work will evaluate the optimum cold climate air to air heat pump size for this type of building. 

3.4.4 Ground source heat pumps 

Instead of using the ambient air as an energy source to meet the space heating load, ground 
source heat pumps (GSHP) use the thermal energy stored in the ground. The ground remains at 
a fairly stable temperature and if sized correctly provides a renewable energy source for space 
heating and cooling. The borefield was sized following the Kavanaugh and Rafferty equation 
(1997) taking into account the annual ground imbalance, peak monthly ground load and peak 
hourly ground load. For the mid-rise apartment building, a required borefield of 30 boreholes 
(6 x 5 configuration) at 100 m length spaced 6.1 m apart was calculated to meet the thermal 
loads of the building. The design fluid temperatures for space heating and cooling were set to 
0°C and 35°C, respectively. The apartment unit GSHPs were sized to meet the space heating 
load resulting in unit sizes rated between 1.5 and 3 tons of cooling (5.3 kW and 10.6 kW). A 
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separate GSHP for each apartment unit was decided upon in the event that there could be 
simultaneous heating and cooling loads. Future work will look into using one unique heat pump 
for the entire building as it could be a more cost effective approach. The borefield was sized, 
such that neither a back up boiler was required to meet the space heating demand, nor a back-
up cooling tower to meet the space cooling load. The boreholes were also sized to ensure the 
borefield energy would not become depleted due to an imbalance in the heating and cooling 
ground loads. A schematic of the proposed system is shown in figure 4 below. 

 

Figure 4: Ground source heat pump schematic 

The benefit of the GSHP system is that the system utilizes the renewable energy of the ground 
providing a uniform, constant source temperature for the heat pumps. At design conditions, the 
GSHPs have a heating COP of 4.6, essentially gaining 4.6 units of energy for every 1 unit of 
energy input into the system. The downfall, is the high associated cost with the borefield. For 
this analysis, borefield drilling costs of $80/m is assumed – the midpoint of the range of 
borefield drilling costs reported by Kummert and Bernier (2008).   

3.4.5 Solar assisted ground source heat pump system 

Close to 15% of the mid-rise apartment energy end use is for domestic hot water heating. Thus 
with the space heating demand efficiently being met by a heat pump system, addressing the 
domestic hot water energy consumption will become important as it may represent the highest 
energy end use. This section evaluates the potential use of solar thermal collectors in 
conjunction with a ground source heat pump system to meet the space heating and cooling loads 
in addition to the domestic hot water demand.  

A south facing evacuated tube solar thermal array mounted on the roof of the apartment is 
proposed angled at 45° - the latitude of Montreal. Evacuated tube collectors (Vitosol 300 SP3) 
were selected with the performance characteristics taken from the Directory of SRCC Certified 
Solar Collector Ratings (2006). Ensuring the solar collectors do not shade one another, a total 
of 40 collectors are proposed to be installed on the mid-rise apartment roof for a total collector 
area of 172 m². Thermal energy is stored in a 10,000 L storage tank.  

As a preliminary analysis, the borefield was sized assuming the solar energy injected into the 
ground would help offset the peak monthly ground load and annual ground imbalance. The 
solar thermal system would inject heat into the ground loop when the supply fluid temperature 
falls below 0°C. Through the use of solar energy, a 35% reduction in the borehole depth was 
estimated (30 boreholes, 6 x 5 configuration, 65 m deep). To make more use of the solar energy, 
the domestic hot water is also supplemented by the solar thermal system. Figure 5 provides a 
schematic of the proposed system. 
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Figure 5: Solar assisted ground source heat pump system schematic 

4. RESULTS AND DISCUSSION 

4.1 Standard Energy Efficiency Results 

Energy models of the following energy efficiency measure combinations were developed to 
evaluate the energy saving potential versus cost over a PV system to achieve net zero energy.  

• Measure 1:  Reduction of base electrical loads 
• Measure 2:  Reduction of base electrical loads and use of ECM fan motors 
• Measure 3: Reduction of base electrical loads, use of ECM fan motors and building 

  insulation improvement 
• Measure 4:  Reduction of base electrical loads, use of ECM fan motors and heat 

  recovery on the apartment unit exhaust air 
• Measure 5:  Reduction of base electrical loads, use of ECM fan motors, heat  

  recovery on exhaust air and building insulation improvement  

From RSMeans (2013) and contractor surveys the estimated energy efficiency measure cost 
was estimated and summarized in table 6. 

Table 6: Estimated incremental costs for standard efficiency measure combinations 
Energy Efficiency Measure Estimated cost 

Measure 1  $25,000 CDN 
Measure 2 $32,000 CDN 
Measure 3 $177,000 CDN 
Measure 4 $115,000 CDN 
Measure 5 $260,000 CDN 

Figure 6 presents the results of the standard energy efficiency measure impact. Figure 6a 
summarizes the final energy consumption intensity for each measure, figure 6b presents the 
annual utility costs with no PV system, figure 6c compares the PV array cost difference to 
achieve net zero energy (NZE) over the baseline energy consumption and figure 6d presents 
the cost comparison between using a PV array and the efficiency measure to achieve the same 
level of energy savings. A negative cost indicates that it is economically more beneficial to 
install a larger PV system than implement the proposed energy efficiency measure. A positive 
cost indicates that it is more beneficial to implement the energy efficiency measure to save 
energy rather than using a PV array. 
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(a) (b) 

(c) (d) 

Figure 6: Comparison of the base case and energy efficiency measure (a) annual energy 
intensity (b) annual utility cost (c) PV array cost to achieve NZE and (d) cost difference 

between the efficiency measure and using PV to achieve the same energy savings   

As can be seen in figure 6d, all energy efficiency measures are beneficial in comparison to using 
photovoltaics to offset the same amount of energy. However, comparing the energy efficiency 
measures among one another, it is seen that the addition of building insulation is not beneficial 
as the cost difference between the energy efficiency measure and PV array to achieve the same 
energy savings significantly decreases (Measure 3 and Measure 5). This is further highlighted 
in figure 7, where the cost difference between the avoided PV array cost and the energy 
efficiency measure cost for Measures 3, 4 and 5 in comparison to the Measure 2 is shown. A 
negative cost difference highlights that a PV array is a more suitable economic choice than the 
energy efficiency measure. Due to the already decent building envelope, it becomes difficult to 
economically justify further improving the building insulation. The building owner is better off 
in this case to use a PV system to offset the building energy consumption. There is a benefit 
however to installing heat recovery ventilators as opposed to using a PV array. Future work 
will investigate the breakeven point of adding insulation versus the incremental PV array cost. 
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Figure 7: Cost difference between the efficiency measure and using PV to achieve the same 
energy savings in comparison to energy efficiency measure 2   

4.2 Energy efficient system results 

To evaluate how the energy efficient systems compare in achieving energy savings with a PV 
system, each heat pump system was evaluated in the base case and five standard energy 
efficiency measures combinations identified in section 4.1. From RSMeans (2013) and 
contractor surveys, table 7 summarizes the estimated incremental costs for each heat pump 
system compared to the defined base case heating and cooling system (packaged terminal air 
conditioner with electric back-up heating). 

Table 7: Estimated incremental costs for proposed heat pump systems 

Heat pump system 
Estimated incremental 

cost 
1.5 ton ASHP $102,500 CDN 

CC ASHP $166,250 CDN 
GSHP $396,500 CDN 

Solar assisted GSHP $414,250 CDN 

For the GSHP and the solar assisted GSHP systems, the borefields were resized for energy 
Measures 3, 4 and 5 as the building heating and cooling loads changed. The borefield size and 
estimated incremental cost in comparison to the base case with the same energy efficiency 
measure is summarized in table 8. 

Table 8: Estimated borefield size and incremental cost for the GSHP heat pump systems 

Heat pump system Borefield 
Estimated incremental 

cost 
Measure 3 GSHP 5 x 5, 95 m $343,250 CDN 
Measure 4 GSHP 5 x 4, 93 m $300,500 CDN 
Measure 5 GSHP 4 x 4, 85 m $259,000 CDN 

Measure 3 Solar Assisted GSHP 4 x 4, 98 m $382,250 CDN 
Measure 4 Solar Assisted GSHP 4 x 4, 76 m $352,000 CDN 
Measure 5 Solar Assisted GSHP 4 x 3, 80 m $331,000 CDN 
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4.2.1 Conventional air source heat pump system 

Figure 8 presents the results of the conventional air source heat pump evaluated in each of the 
standard energy efficiency models outlined in section 4.1. Figure 8a compares the annual 
energy intensity for each case, figure 8b compares the annual utility cost with no PV system, 
figure 8c compares the PV array cost difference to achieve NZE over the baseline energy 
consumption and figure 8d presents the cost comparison between using a PV array and the 
efficiency measure to achieve the same level of energy savings. A comparison to the base case 
with no energy efficiency measures is also provided. 

(a) (b) 

 
(c) (d) 

Figure 8: Comparison of the air source heat pump (a) annual energy intensity (b) annual 
utility cost (c) PV array cost to achieve NZE and (d) cost difference between the efficiency 

measure and using PV to achieve the same energy savings   

From the results it can be seen that the use of an air source heat pump is profitable with an 
increased heating load on the building. By reducing the internal gains through Energy Star® 
lighting, appliances and the ECM fan motors, the heating load increases and the air source heat 
pump has a larger beneficial impact compared to using PV to offset the energy consumption. 
Similar to the base case, all efficiency measures are beneficial over using a PV array to achieve 
the same energy savings. However, when comparing the results of Measure 3 with Measure 2, 
it can be seen that the benefit of adding insulation to reduce the space heating load is still 
difficult to economically justify compared to a PV array. While the energy efficiency measure 
as a whole is economically beneficial in comparison to using a PV array, the incremental benefit 
of improving the building envelope has no advantage as the cost difference decreases. A similar 
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conclusion can be drawn with the use of heat recovery ventilators (Measure 4) and the 
combination of improved building envelope and use of heat recovery ventilators (Measure 5).  

4.2.2 Cold climate air source heat pump system 

Figure 9 presents the results of the CC ASHP evaluated in each of the standard energy efficiency 
models outlined in section 4.1. Figure 9a compares the annual energy intensity for each case, 
figure 9b compares the annual utility cost with no PV system, figure 9c compares the PV array 
cost difference to achieve net zero energy over the baseline energy consumption and figure 9d 
presents the cost comparison between using a PV array and the efficiency measure to achieve 
the same level of energy savings. A comparison to the base case with no energy efficiency 
measure is also provided. It should also be noted that the CC ASHPs already have ECM fan 
motors and thus there is no difference between energy Measure 1 and Measure 2. 

(a) (b) 

  
(c) (d) 

Figure 9: Comparison of the air source heat pump (a) annual energy intensity (b) annual 
utility cost (c) PV array cost to achieve NZE and (d) cost difference between the efficiency 

measure and using PV to achieve the same energy savings   

A similar trend to the conventional ASHP system is seen with the CC ASHP. A cost benefit is 
seen for all efficiency measures, especially at higher heating loads, where there is a benefit 
towards implementing the CC ASHP system to reduce the annual energy consumption 
compared to using a PV system. However, similar to the conventional ASHP, as the building 
heating load is reduced through building insulation or heat recovery, the energy saving benefit 
of the CC ASHP is unable to overcome the cost of the incremental PV system required.  

Comparing the cold climate ASHP results to the conventional ASHP, it can be seen that the 
conventional ASHP system has a lower annual energy intensity for Measures 2 through 5. 
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Although the cold climate ASHP has improved performance at lower ambient temperatures and 
a variable capacity compressor, the system is still significantly oversized for the requirements 
of each apartment unit and thus operates at low part loads (below 40%). Future work will 
investigate the optimum size for a cold climate ASHP.   

4.2.3  Ground source heat pump system 

Figure 10 presents the results of the GSHP evaluated in each of the standard energy efficiency 
models outlined in section 4.1. Figure 10a compares the annual energy intensity for each case, 
figure 10b compares the annual utility cost with no PV system, figure 10c compares the PV 
array cost difference to achieve net zero energy over the baseline energy consumption and 
figure 10d presents the cost comparison between using a PV array and the efficiency measure 
to achieve the same level of energy savings. A negative cost difference indicates the PV array 
is more cost beneficial than the efficiency measure, while a positive cost indicates the efficiency 
measure is worthwhile implementing to offset the energy consumption to achieve net zero 
energy. A comparison to the base case with no energy efficiency measures is also provided. 

 
(a) (b) 

(c) (d) 

Figure 10: Comparison of the air source heat pump (a) annual energy intensity (b) annual 
utility cost (c) PV array cost to achieve NZE and (d) cost difference between the efficiency 

measure and using PV to achieve the same energy savings   

In this scenario, the GSHP alone did not demonstrate a benefit over using a PV array system to 
meet the same energy saving target. This is attributed to the cost associated with a larger 
borefield requirement to meet the space heating load. As the space heating load increases 
through a reduction of interior gains, the GSHP system becomes more cost competitive. Similar 
to the air to air heat pump systems evaluated the benefit of adding insulation to reduce the 
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building heating load is not advantageous in comparison to using a PV array - even with a 
reduction in the borefield size. However, contrary to the air to air heat pump systems, the use 
of heat recovery ventilators is beneficial as the lower cost of the energy efficiency measure 
combined with a reduction in the borefield size, ultimately makes the GSHP system cost 
beneficial over using a PV array.  

4.2.4 Solar assisted ground source heat pump system 

Figure 11 presents the results of the SA GSHP evaluated in each of the standard energy 
efficiency models outlined in section 4.1. Figure 11a compares the annual energy intensity for 
each case, figure 11b compares the annual utility cost with no PV system, figure 11c compares 
the PV array cost difference to achieve net zero energy over the baseline energy consumption 
and Figure 11d presents the cost comparison between using a PV array and the efficiency 
measure to achieve the same level of energy savings. A comparison to the base case with no 
energy efficiency measures is also provided. 

(a) (b) 

(c) (d) 

Figure 11: Comparison of the air source heat pump (a) annual energy intensity (b) annual 
utility cost (c) PV array cost to achieve NZE and (d) cost difference between the efficiency 

measure and using PV to achieve the same energy savings   

The use of solar energy to reduce the borefield size and meet a portion of the domestic hot water 
load is beneficial in all cases in comparison to using a PV system to meet the same electricity 
savings. Similar to the GSHP system, by reducing the borefield size through the use of heat 
recovery ventilators to meet a portion of the heating load, the greatest cost difference savings 
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is achieved. The high cost of improving the building envelope insulation is unable to compete 
with the reduced cost of the borefield and use of PV. 

Comparing the results of the GSHP system only to the SA GSHP system, it is interesting to see 
that the use of solar thermal energy has a benefit. By reducing the borefield size and meeting a 
portion of the domestic hot water load, the incremental cost of the solar thermal system is able 
to outweigh the cost of a PV array.  

4.3 Heat pump system comparison analysis 

Comparing the heat pump systems analyzed, it is seen that the conventional ASHP system and 
the SA GSHP system are the most favourable selections as both systems had similar cost 
differences between the efficiency measure and the avoided PV array cost. The conventional 
ASHP system was found to be the most suitable for Measures 1 through 3, with the SA GSHP 
being the most suitable selection for Measures 4 and 5. This is highlighted in Figure 12, 
comparing the estimated simple payback period of the heat pump systems without a PV array 
and figure 13 with a PV Array. Without the PV array, the conventional ASHP system has the 
lowest simple payback period for all Measures ranging between 10 and 22 years. With the PV 
array to achieve net zero energy, the simple payback period significantly increases due to the 
current low utility rates in Montreal. Here, the conventional ASHP has the lowest simple 
payback period for all Measures with the exception of 4 and 5, where the SA GSHP system is 
better. Simple payback periods range between 23 and 30 years for all systems. 

 

Figure 12: Simple payback period for the heat pumps systems without a PV Array in 
comparison with the base case with no efficiency measures 
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Figure 13: Simple payback period for the heat pumps systems with a PV Array to achieve Net 
Zero Energy in comparison to the base case with no efficiency measures 

Plotting the energy efficiency measure to PV array cost difference to achieve the same energy 
savings (figure 14a), it can be seen that the conventional ASHP generates the highest cost 
difference. Thus implementing any efficiency measures evaluated in this paper beyond this is 
not as beneficial as using a PV array. To evaluate the impact of borefield drilling costs on the 
most suitable system selection, the energy efficiency measure to PV cost array difference is 
plotted for a $50/m borefield cost (figure 14b). The results here highlight that the solar assisted 
GSHP system is the most suitable achieving the highest cost difference. 

(a) (b) 

Figure 14: Energy efficiency impact cost comparison (a) $80/m borefield drilling cost and (b) 
$50/m borefield drilling cost 

In all measures, it was assumed that there is sufficient land space to install a PV array. In the 
event there is a land cost associated with installing a PV array, it can be seen that achieving 
energy efficiency through more efficient heating systems becomes beneficial (Figure 15) – 
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especially when the value of land approaches $100/m². Currently in Montreal, the cost of land 
is approaching $2000/m² (Évaluation Foncière, 2014). 

(a) (b) 

(c) (d) 

Figure 15: Energy efficiency impact cost comparison for (a) $1/m² (b) $10/m² (c) $100/m² 
(d) $1000/m² land value 

Thus when taking the land value into account, it can be seen that it becomes beneficial to reduce 
the annual energy consumption as much as possible if net zero energy is the end target. The 
land cost breakeven point is estimated to be around $15/m² where it becomes beneficial to 
implement a solar assisted ground source heat pump system.  

5. CONCLUSION AND FUTURE WORK 

An analysis was presented on several energy efficiency strategies to achieve net zero energy in 
comparison to simply offsetting the annual energy consumption through an onsite photovoltaic 
array. The analysis was performed on a newly constructed, four storey mid-rise apartment 
located in Montreal, Canada meeting the minimum energy efficiency requirements of the 
National Energy Code of Canada for Buildings. Standard energy efficiency measures were 
evaluated including reducing the base electrical loads, replacing PSC fan motors with ECM fan 
motors, improving the building insulation levels and adding heat recovery on the exhaust. The 
results indicated that reducing the base electrical loads through EnergyStar® lighting and 
appliances, use of ECM fan motors and recovering heat from the exhaust were more economical 
energy efficiency measures to reduce the building energy consumption in comparison to using 
photovoltaics. Meeting the minimum energy efficiency requirements, the building envelope is 
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already well insulated and thus energy efficiency improvements in this area demonstrated little 
benefit in comparison to other energy efficiency measures evaluated. 

To evaluate alternate strategies to achieve net zero energy using energy efficient heating 
systems and a reasonably good building envelope, several heat pump systems were evaluated 
for each of the standard energy efficiency measures. In all standard energy efficiency cases it 
was found that the conventional air to air heat pump system and solar assisted ground source 
heat pump system were beneficial in reducing the building energy consumption compared to 
using a PV array. The cold climate air to air heat pump was found to be only beneficial when 
the building heating load was greater as the nominal capacity of these systems are significantly 
higher than the required heating load of the apartment unit. The use of a PV array over a ground 
source heat pump system was proven to be a better selection as the high associated costs of the 
borefield are difficult to overcome. Comparing all heat pump systems, the air to air heat pump 
system with a reduction in base electrical loads and efficient fans was found to have the lowest 
simple payback period both with and without a PV array. Performing a sensitivity analysis on 
the borefield drilling costs indicated that with a 37.5% reduction ($80/m to $50/m reduction), 
the solar assisted GSHP system is a more suitable system to offset the PV array costs to achieve 
net zero energy. 

An analysis was also conducted on the impact of land costs associated with the PV array, where 
it was shown that it becomes quickly beneficial to reduce the building energy consumption as 
much as possible making the solar assisted ground source heat pump to the best choice. 

With the cost of photovoltaic systems on the decline, there is the ongoing question when it is 
beneficial to install the system. Future work will evaluate the 20 year life cycle cost of the 
systems evaluated and determine which system is most suitable for planned future photovoltaic 
installations. 

The solar assisted ground source heat pump system demonstrated some promising results 
having the lowest energy intensity of all system evaluated. Future work will look into further 
optimizing the system, such as evaluating different solar panel types and areas, thermal storage 
capacity and borefield size.    

REFERENCES 

ASHRAE, 2008. ASHRAE Vision 2020 – Producing Net Zero Energy Buildings. American 
Society of Heating, Refrigeration and Air Conditioning Engineers, Atlanta, USA. 

CAGBC, 2014. How to get a “Net Zero Ready” Building, <<http://www.cagbc.org 
/AM/Template.cfm?Section=How_to_get_a_Net_Zero_Ready_building>> Last Accessed: 
August 2014. 

Carrier, 2008. 25HBB3 – Base 13 Heat Pump with Puron® Refrigerant, Carrier Corporation, 
Indiana, USA. 

Energy Star®, 2014. Efficient Lighting and Appliances. <<http://www.energystar.gov/ 
ia/partners/bldrs_lenders_raters/downloads/Lighting_Appliances_Factsheet.pdf?a2e3-352d>> 
Last Accessed: August 2014. 

Évaluation Foncière, 2014. Rôle d’évaluation foncière, <<http://ville.montreal.qc.ca/portal/ 
page?_pageid=3077,3528875&_dad=portal&_schema=PORTAL>> Last Accessed: August 
2014. 

Filliard, B., Guiavarch, A., Peuportier, B., 2009. Performance Evaluation of an Air to Air Heat 
Pump Coupled with Temperature Air-Sources Integrated into a Dwelling, International 
Building Performance Simulation Conference, Glasgow, Scotland, p. 2266 to 2273. 



P07, Page 20 

 

 

Grape Solar®, 2014. High Efficiency Mono-crystalline photovoltaic module, 
<<http://www.grapesolar.com/files/3113/3789/6931/GS-S-250-Fab5_Rev-2.pdf>> Last 
Accessed: August 2014, Grape Solar, Eugene, Oregon, USA. 

Gusdorf, J., Swinton, M., Entchev, E., Simpson, C., Castellan, B. 2002. The Impact of ECM 
Furnace Motors on Natural Gas Use and Overall Energy Use During the Heating Season of 
CCHT Research Facility, Canadian Centre for Housing Technology, Ottawa. 

Hydro Quebec, 2014, Residential Rate D, <<http://www.hydroquebec.com>> Last Accessed: 
February 2014, Hydro Quebec, Montreal. 

Kavanaugh, S.P., Rafferty, K., 1997. Ground-Source Heat Pumps: Design of Geothermal 
Systems for Commercial and Institutional Buildings, ASHRAE, Atlanta, 167 p. 

Klein S. A., et al., 2010. TRNSYS 17 – A TRaNsient SYstem Simulation program, user manual, 
University of Wisconsin-Madison, Solar Energy Laboratory, Madison, USA. 

Knight, I., Kreutzer, N., Manning, M., Swinton, M., Ribberink, H., 2007. European and 
Canadian non-HVAC Electric and DHW Load Profiles for Use in Simulating the Performance 
of Residential Cogeneration Systems, Annex 42 of the International Energy Agency Energy 
Conservation in Buildings and Community Systems Programme, 84 p.  

Luukkonen, P., Bateman, P., Hiscock, J., Poissant, Y., Howard, D., Dignard-Bailey, L., 2013. 
National Survey Report of PV Power Applications in Canada 2012, Canadian Solar Industries 
Association, Ottawa, Ontario, Canada.  

Mitsubishi Electric 2011. Zuba Electric Sales Inc. Air Conditioning and Heating, 
<<http://mitsubishielectric.ca/en/hvac/zuba-central/index.html >> Last Accessed: August 
2014. 

National Research Council, 2011. National Energy Code of Canada for Buildings (NECB), 
National Research Council of Canada, Ottawa, Canada. 

Natural Resources Canada, 2009. Energy Efficiency Trends in Canada 1990 – 2007. Natural 
Resources Canada, Ottawa, Canada. 

Parekh, A. 2010. Path to Net Zero Energy Homes, <<http://www.mb-bec.ca>> Last Accessed: 
Dec 15, 2011. 

RSMeans, 2013, Cost Data Handbooks, RSMeans a division of Reed Construction Data, USA. 

Solar Rating and Certification Corporation, 2006. Directory of SRCC Certified Solar Collector 
Ratings 2006, Solar Rating and Certification Corporation;, Florida, USA. 

U.S Department of Energy (DOE), 2013. Commercial Reference Buildings, 
<<http://www1.eere.energy.gov/buildings/commercial/ref_buildings.html>> Last Accessed: 
August 2014. 

 



P08, Page 1 

 

 

 

A Modelica based computational model for evaluating a 
renewable district heating system 

F.F.M. Soons1,2*, J. Ignacio Torrens1, J.L.M. Hensen1, R.A.M. De Schrevel2 

(1) Dep. Building Physics and Services, Eindhoven University of Technology, The Netherlands 

(2) Dep. Business Development Energy, Cofely Netherlands NV., Maastricht, The Netherlands 

1. ABSTRACT 

District heating (DH) systems are considered a viable method for mitigating long-term climate 
change effects, through reduction of CO2 emissions, their high conversion efficiencies and their 
ability to be integrated with renewable energy sources (RES). The current evolution towards 
sustainable DH, e.g. integration of RES, results in increased complexity and diversity during 
the early-design phase.  

In the early-design phase of DH systems a feasibility study is conducted to assess if the 
economic and environmental factors of the project meet the given requirements. This 
assessment is generally conducted with traditional district heating computational models 
(DHCM), utilizing a simulation language which limits the evaluation of sustainable DH systems 
in terms of flexibility and comprehensibility. The need for an alternative language capable of 
effectively modeling DH systems with integrated RES led to the use of Modelica, which offers 
improved flexibility, reusability as well as hierarchical and multi-domain modeling. This paper 
presents a case study, for the evaluation of a new DHCM analyzing its modeling capabilities 
and system performance, of an educational campus formed by eight institutional buildings 
connected to a centralized power plant, holding among others a biomass gasifier and a gas 
boiler. For an optimum utilization of the biomass gasifier, two power plant configurations are 
assessed:  a biomass gasifier system with and without thermal energy storage (TES).   

The system performance evaluation indicates a significant increase in the utilization of the 
biomass gasifier with 8.2% (353 hours) compared to results obtained from the traditional 
DHCM. This deviation is due to a more accurate consideration of the DH thermal capacity and 
the space heating demand. Furthermore, the models in this DHCM enable assessments of the 
impact of building retrofits or climate change scenarios. Thus, the increased modeling 
capabilities and system performance demonstrate that this new DHCM is suitable and beneficial 
for early-design feasibility studies of innovative RES integrated DH systems. 

Keywords: Renewable Energy, District Heating Systems, Simulation Modelica & Dymola  

2. INTRODUCTION  

The building sector is responsible for approximately 34% of global primary energy demand, of 
which 75% is used for thermal purposes (IIASA, 2012). DH systems currently provide 12% of 
the building thermal demand in the European Union alone. Integrated with power plants, 
combined heat and power units or industrial waste-heat sources, these DH systems have proved 
in the last decades to be capable of reducing the use of primary energy (European Commission, 
2012; IIASA, 2012).  

Through the first three DH generations, the techniques evolved towards lower distribution 
temperatures, material lean components and prefabricated equipment. The latest or 4th 
generation of DH systems, which is currently under research, is able to further decrease grid 
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losses, supply renewable DH and be an integrated part of smart grid systems (e.g. supply and 
demand controlled systems) (Lund et al., 2014). Energy services companies, like Cofely 
Netherlands, aim to introduce these 4th generation DH systems applying sustainable energy 
sources and/or smart grid features.  

At the early-design phase of DH systems, the feasibility of multiple system configurations are 
evaluated both economically and technically. The assessment of these system configurations is 
generally performed with a DHCM developed for traditional DH systems. This traditional 
DHCM restricts the assessment of new developments (e.g. integration of RES) due to the lack 
of flexibility and inability to resolve the complexity of such systems. These restrictions make 
feasibility studies, using a traditional DHCM, a challenging and labor intensive task, with an 
unreliable output.    

This paper presents and discusses the development and evaluation of a DHCM. The use of 
Modelica as simulation language provides a modeling environment with a natural 
representation, increases the reusability of models and components, grants higher flexibility in 
system configuration as well as facilitates hierarchic and multi-domain modeling, enabling 
assessments of combined thermal, electrical and control related problems. These aspects are 
key for early-design phase assessments of multiple DH configurations, contributing to a more 
reliable and detailed final design.  

The suitability of this new DHCM for early-design phase feasibility studies is analyzed through 
the re-evaluation of a renewable DH system for an educational campus.  This case-study 
considers a DH system connecting 8 institutional buildings to a state of the art biomass gasifier, 
enabling the generation of renewable heat and electricity from locally collected residue of wood 
cuttings. Two configurations are considered for the case study, respectively a power plant with 
or without a stratified thermal storage system in an attempt to increase the gasifier utilization.   

3. METHODOLOGY 

The methodology for the development and evaluation of the new DHCM is presented in this 
section. In subsection 3.1, Building performance simulation, the motivation for using building 
performance simulation is emphasized and the choice for Modelica as a modeling and 
simulation language will be discussed. In subsection 3.2, Case study, the technical aspect of the 
case study will be described since the subsequent section is presented according to the case 
study specifics. In subsection 3.3, Computational model, the approach taken for the 
development of the DHCM is presented following the components: heat generation, heat 
distribution, heat consumers and thermal energy storage.  

3.1 Building performance simulation 

Computational building performance simulation aims to provide an approximate solution of a 
realistic model in the real world (Hensen & Lamberts, 2012). The development towards the 
integration of RES in DH systems, with their intermittent behavior, or smart grid features, adds 
increased complexity to the current computational models. These models typically lack, among 
other things, modularity, multi-domain capabilities, realistic control behavior and flexibility for 
the users (Wetter, 2011). These shortcomings do not benefit users who seek a way to quickly 
assess, among others, innovative system designs or operation strategies.  

To determine the platform for the development of a new DHCM a functional comparison is 
conducted (Table 1, Table 2) between, Dymola (Modelica), TRNSYS and Matlab Simulink. 
The comparison indicates that Dymola (Modelica) performs better in terms of modularity, 
multi-domain modeling, realistic control behavior and flexibility. Modelica is a freely-
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available, equation-based object-oriented language that is designed for component-oriented 
multi-domain modeling of dynamic systems. The equation-based feature permits acausal 
modeling, thus without considering computational order (Musić & Zupančič, 2006), which 
makes the reuse of classes easier and reduces faults compared to assignment-based modeling 
(e.g. TRNSYS, Matlab Simulink). Object-oriented modeling facilitates encapsulation which 
allows both reuse of components and evolution of models (e.g. referring to existing scripts). 
Multi-domain modeling enables modeling of combined disciplines such as electrical, 
thermodynamics, fluid dynamics and controls systems.  

Furthermore, reusability makes it easy to use models and components, for example, from the 
Buildings library used in this study and developed by the Lawrence Berkeley National 
Laboratory (Wetter, 2010). The LBNL Buildings library is a freely available, open-source 
library with currently over 200 components and systems models for modeling building energy 
and control systems (Wetter, Zuo, Nouidui, & Pang, 2013).  These features and available 
libraries make Modelica suitable for computational applications with high complexity requiring 
high performance simulation (Fritzson, 2010). 

 
Table 1: Functional comparison simulation environments, part I 

Functional comparison simulation environments 
  Properties Dymola Simulink 

(Matlab) 
TRNSYS 

General  

Programming language Modelica M-code Fortran 

Developer Dassault 
Systemes 

Mathworks 
University of 
Wisconsin   

Software costs Academic + ++ + 

Software costs Commercial 0 ++ + 

Simulation time  0 + + 

Development time  ++ 0 + 

Handling 

Scripting editor + ++ + 

Graphical editor ++ 0 + 

Symbolic manipulation ++ 0 0 

Hierarchic modeling ++ + 0 

Reusability of models ++ 0 + 

Post processing capabilities 0 ++ 0 

Model documentation  ++ + + 

Software documentation + ++ ++ 

Natural representation ++ 0 0 

Library  
Ease of use ++ + + 

Open and editable libraries ++ + 0 

Validated libraries + ++ ++ 
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Table 2: Functional comparison simulation environments, part II 

Functional comparison simulation environments 
  Properties Dymola Simulink 

(Matlab) 
TRNSYS 

Library      
domains 

Mechanics ++ + - 

Controls + ++ ++ 

Thermodynamics + + ++ 

Hydraulics ++ + ++ 

Electronics + ++ + 

Buildings + 0 ++ 

Simulation  

Continuous time systems ++ ++ ++ 

Discrete time systems ++ ++ ++ 

Debugging facilities + + ++ 

Diagn. and sim. event logging + + + 

Coupling features (FMI) ++ ++ ++ 

Errors Description + 0 ++ 

Specific  

Model calibration  + ++ + 

Design optimization  + ++ + 

Model management  ++ + ++ 

Code and Model export  ++ ++ 0 

3.2 Case study  

In 2013, Cofely conducted a feasibility study during a tender for the transformation of an 
existing educational campus into a renewable educational campus. The tender required a 
proposal that would be able to reduce energy related CO2 by 80% and provide long term cost 
reduction as well as added value for education. To satisfy these requirements Cofely designed 
and evaluated a combination of RES (e.g. solar PV and wind energy) and a DH system 
connecting the 8 institutional buildings with a centralized power plant (Figure 1). The power 
plant would use locally harvested biomass in a state of the art gasifier to convert it to syngas. 
The production of this syngas enables, by means of a combined heat and power unit, generation 
of renewable heat as well as electricity.  

Two power plant configurations were considered during the evaluation: with and without a TES 
system. The development and integration of the biomass gasifier and the TES, as part of the 
traditional DHCM, was a time consuming and complicated process which led to uncertainties 
in the system performance and restricted optimization of the DH design. In the end, none of 
these configurations achieved the performance requirements that would ensure the economic 
viability of the design.  A new DHCM with increased modeling capabilities will result in a more 
efficient system design and performance evaluation. Thus, the DH system and the two 
configurations will be re-evaluated with a new developed DHCM and compared with results 
obtained from the traditional DHCM. 
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3.3 Computational model 

The methodology for the development of the four essential DH aspects is presented and 
described in this section. Firstly, heat generation, which contains the biomass gasifier, peak 
installation and an emergency chiller integrated in the power plant model. Secondly, heat 
distribution, supply and return pipelines that circulate the heat carrying fluid (i.e. hot water) 
and enable the consumer to extract heat to satisfy its space heating demand. Thirdly, heat 
demand, where each of the 8 institutional buildings and their characteristic space heating 
demands are represented by a thermal energy model. And fourthly, thermal energy storage, a 
hot water stratified TES system to store or use heat originated from the biomass gasifier to 
increase its utilization factor. The four components combined form the DHCM (Figure 2) 
according to the specifics of the case study. The four components and their underlying models 
are designed to be able to be reused for other types of DH system configurations.  

 

 

Figure 1: Artist impression renewable campus 

Figure 2: Top level of DH 
computational model 
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3.3.1 Heat generation  

The heat generation side (Figure 3) is represented by two closed loops, each of them connected 
by a heat exchanger to the distribution network. Both loops consist of a thermal energy source, 
respectively a gas boiler and a biomass gasifier, based on an existing boiler model.  

The top loop containing the model of the gas boiler ensures the right supply temperature in the 
distribution systems (i.e. during peak demand) and operates as backup in case the biomass 
gasifier is shut down. The bottom loop contains the model of the biomass gasifier and its 
controller which is modeled to resemble the operation of a real gasifier. Furthermore an 
emergency chiller is connected to the gasifier loop to prevent the system from overheating since 
the gasifier has a slow response time to demand fluctuations.  

 

 

The control strategy is designed to prioritize RES based heat generation, i.e. biomass gasifier 
over the gas boiler.  The controllable models (e.g. heat sources and pumps) are connected to 
controllers specifically designed and tuned for the intended behavior of the models. The gas 
boiler is controlled by a standard PID, while the gasifier is controlled by multiple conditional 
statements, loops and timers since the operational behavior of the biomass gasifier is very 
distinctive compared to conventional heating sources. To illustrate this behavior, Table 3 
indicates the specifications and a figure illustrating the slow reactivity of the gasifier to a 
random heat demand profile. 

 
Table 3: Operation specification biomass gasifier (left) and its illustrating figure (right) 

Operation specifications gasifier 

 

Maximum thermal 
output 

720 kWth 

Minimum thermal 
output 

180 kWth 

Thermal power rate 180 kWth / hr. 

Shutdown delay period 8 hours 

Shutdown period 12 hours 

Start-up period 8 hours 

Furthermore, for the pumps two types of controllers are present: a constant flow controller for 
the heat source loops and a differential pressure controller for the distribution loop. For the 
latter the actual flow control is provided by the adjustable valves present at the institutional 
buildings (Frederiksen & Werner, 2013). 

Figure 3: Model view, power plant without TES 
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3.3.2 Heat distribution  

The distribution network is modeled as a two-way, supply and return, buried piping system 
enabling the transport of the heat carrying fluid. The distance covered by this network is about 
560 meters with various pipe diameters according to the capacity required by the end-users. 
The piping network is modeled by connecting piping models (Figure 4), each of them 
accounting for friction and thermal losses, for uninterrupted sections of the network. 

The friction losses, due to the fluid interaction with the piping inner wall, will result in a 
pressure drop that is accounted for by the distribution pump. The electrical energy required by 
the distribution pump will be dissipated as heat to the heat carrying fluid. The thermal losses, 
from the heat carrying fluid, through the insulated piping wall, to the ambient environment, can 
require a large share of the total heat production for a DH system (Elci, Narmsara, Kagerer, & 
Herkel, 2013). To increase the accuracy, the thermal losses are calculated as a function of the 
soil temperature using the Kusuda model (Kusuda & Achenbach, 1965). This model calculates 
the soil temperature at the desired depth, time and soil properties. The influence of various 
depths over soil temperature is illustrated in Figure 5. A constant depth of 1 meter for the piping 
network is considered for this case study. 

 
Figure 4: Modified pipe model 

 
Figure 5: Temperature soil at various depths 

3.3.3 Heat demand  

This section presents the development, validation and calibration of a thermal building model 
accounting for the space heating demand of the institutional buildings. The demand caused by 
domestic hot water use is, in this case study, negligible and is therefore not considered.  

3.3.3.1 Structure of the building model 

The building model, extracting heat from the distribution network to satisfy the space heating 
demand, consists of a building and a distribution loop (Figure 6). The building loop (right), 
connected to the distribution loop (left) by means of a heat exchanger, is designed to resemble 
the operational behavior of a radiator heating system consisting of thermostatic radiator valves. 
This is achieved by using a distribution pump, which flow is regulated by a PID controller to 
deliver a fluid return temperature according to a set point. Furthermore, a heat metering device 
is implemented to be able to monitor the space heating demand by considering the flow 
temperatures and volume flow.  The distribution loop, a direct extension of the distribution 
network, has a controllable valve on the supply line, which controls the fluid flow to satisfy the 
supply temperature in the building loop and enables a minimal flow to keep a minimum supply 
temperature at the distribution side to reduce the startup delay. 
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Thermal energy is extracted from the building loop according to a space heating demand profile, 
with an hourly time step, that is connected to the model. The demand profiles for each building 
are computed using a thermal network model, as opposed to scaling demand profiles of 
buildings nearly identical to the institutional buildings, the method used by the traditional 
DHCM. Some benefits gained from using a thermal network model are that differences in 
building characteristics and the impact of climate change or retrofitting of the space heating 
demand can now be considered.  The impact of climate change and retrofitting is not taken into 
account in this research, but it would be advisable for feasibility studies, since long term 
agreements are typical and retrofitting can have a large impact on the economics of a DH system 
(Elci et al., 2013).  

The computation of the space heating demand profiles is performed with a thermal network 
model. This is an efficient way to keep the simulation time within a practical limit. Therefore, 
thermal network models are used widely for DH computational studies (Fuchs, Dixius, et al., 
2013; Elci et al., 2013; Fuchs, Teichmann, Streblow, & Müller, 2013). The ISO 13790 
simplified hourly model (ISO, 2005) calculates the space heating demand of the institutional 
buildings in this case study. This ISO model has been adopted for research (Van Dijk, 
Spiekman, & De Wilde, 2005; Kokogiannakis, 2007) and has been shown to yield satisfactory 
results when compared to similar second order thermal network models such as VDI 6007 
(Lauster, Teichmann, Fuchs, Streblow, & Mueller, 2014).  

 

 Figure 7: ISO 13790 FF thermal network 

Figure 6: Model view, building model 
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The ISO thermal network model is based on a 5 resistances and 1 capacitance electrical circuit 
model (Figure 7). Each of the resistances compute a heat flow from a building component (e.g. 
external wall, window, ventilation) while the capacitance accounts for the thermal inertia of the 
buildings thermal mass (i.e. walls, floors, ceilings). Furthermore, gains by solar radiation 
(diffuse and direct radiation) and internal heat sources (e.g. lighting, ICT) are considered by 
adding heat flows on the correct nodes, which can represent the surface, mass, ambient or 
internal air temperature. 

3.3.3.2 Validation and calibration of thermal network model 

The first validation of the thermal network model, conducted by simulating the BESTEST 600 
case (Neymark & Judkoff, 1995), benchmarks the annual and peak demands for heating and 
cooling with those originated from a series of other building performance tools. The validation 
indicates annual and peak heating demands within the range of the benchmark. The results for 
the annual cooling peak and demand are off target, respectively -20.4% and -14.9%, compared 
to the benchmark minimums. Since cooling is not considered in this work, this deviation will 
have no influence on the accuracy of the case study conducted with this DHCM.  

The second validation, is conducted by simulating the space heating demand of a large office 
building and comparing it with measured gas consumption data (Figure 8, left graph). The 
results of the comparison are evaluated by calculating the CV-RMSE (Coefficient of Variation 
- Root Mean Square Error) and the MBE (Mean Bias Error) for an hourly and monthly time 
step and comparing them with the ASHRAE guidelines (ASHRAE, 2002). The CV-RMSE 
value indicates the overall magnitude of the errors and the amount of scatter normalized to the 
mean of the observed values, while the MBE indicates the overall deviation between the 
simulated and measured data. Furthermore, the MBE indicates how much error would be 
introduced into annual energy consumption estimates, therefore minimizing MBE has priority 
for this case study in which the annual performance of the DH system is evaluated.  

The resulting CV-RMSE and MBE values are unacceptable for both time steps (Table 4). To 
reduce the errors value the model is calibrated  using the calibration signature method (Wei, G., 
Liu, M., and Claridge, 1998). The calibration is able to decrease the MBE value for both hourly 
and monthly time steps and the CV-RMSE for its monthly time step to well within the 
calibration guideline specifications (Table 4). However, the CV-RMSE value, at an hourly time 
step, indicates 122%. After analysis, this significant share is caused by operational schedules 
for the HVAC that where changed randomly at daily basis and during weekend operation. The 
simulated results are filtered excluding weekends and outliers in the CV-RMSE calculation. 
This resulted in a decreased CV-RMSE, for an hourly time step, from 122% to 55% which is 
still outside the guideline specification, however in better agreement (Figure 8, right graph).  

  
Figure 8: Space heating demand: measured versus simulated un-calibrated (left) and 

calibrated (right) 
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To summarize, the hourly CV-RMSE value (Table 4) of the calibration does not satisfy the 
guideline specifications, the residual CV-RMSE can be attributed to the following 
uncertainties: Firstly, specification uncertainties in the assumed input parameters that are 
introduced due to incomplete documentation of building characteristics and noticeable human-
introduced changes in HVAC set-points during the year. Secondly, modelling uncertainty 
related to the ISO model implemented in Dymola and assumptions made (e.g. a one zone model 
is used and untraceable values in the ISO specifications). Thirdly, numerical uncertainty 
introduced by Dymola in the discretization of the model. And fourthly, scenario uncertainty 
introduced by the climate file obtained from a climate observatory located 15 km away from 
the actual building site. 

Table 4: Results of the ISO calibration 

Measure Guideline Un-calibrated Calibrated & Filtered 
Hourly Monthly Hourly Monthly Hourly Monthly 

MBE < 10% < 5% -26% -26% -0.4% -0.6% 

CV-RMSE < 30% < 15% 149% 30% 55% 11% 

3.3.4 Thermal energy storage  

The buildings connected to this DH system have a fluctuating space heating demand at a daily 
and seasonal level.  Implementing a TES will flatten the short and high demand peaks (Basciotti 
& Judex, 2011) occurring during the early morning on the generation side. The flattening of the 
peaks could increase the utilization of the biomass gasifier which has a limited maximum 
thermal output and reacts slowly to the changes in demand. Thus, limiting the use of the fossil 
fueled gas boiler which will decrease operational expenditures and CO2 emissions. 

 

 

 

A model of a 100 m3 stratified hot water storage device is integrated. The stratification, layering 
of water temperatures inside the storage vessel, occurs by injecting water into a temperature 
corresponding layer, increasing the energy density that can be stored. Heat loss of the TES is 
computed by considering the temperatures of the various volumes as a function of the ambient 
temperature.  

The stratified storage system is controlled by two 2-way valves (Figure 9) which enable loading 
or un-loading  (Frederiksen & Werner, 2013). When valve 1 (val1) is opened, cold water is 
extracted from the bottom and used as supply for the gasifier. Whereas valve 2 (val2) is opened, 

Figure 9: Model view, TES system 
integrated  in power plant 
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hot water is extracted from the top and delivered to the distribution system resulting in 
additional peak power. The control algorithm is designed as a reactive algorithm by 
continuously monitoring the conditions and adjusting the valves and fluid flow 
correspondingly. During the nights and weekends, loading can commence if the heating 
demand is below the maximum thermal output of the biomass gasifier. During the day, 
unloading can begin if the heating demand exceeds the maximum thermal output of the gasifier. 
The latter will not only result in valve control, but also in increased fluid flow, so that the fluid 
originated from the TES can be considered as additional peak flow.   

4. RESULTS AND DISCUSSION  

The simulation results obtained from the DHCM are presented and discussed for two DH 
designs, with and without TES.  

4.1 DH case without TES 

The energy performance of this DH system is evaluated based on an energy balance, with a 
focus on the distribution losses, space heating demand by the consumers and the utilization of 
the biomass gasifier. The energy flows across the system are expressed using the first law of 
thermodynamics (Incropera & DeWitt, 2007), which states that the total energy of an isolated 
system is constant, and is reflected on this system (eq.1). ��µ
�;<	@� +  �������	@ + ��	�5 �µ�9	@ + �	<	@�	
�? ���99	@ + �9µ��	� + ��;
�9��@�	� = 0         (eq.1) 

The thermal distribution losses (Figure 10) consist of two patterns, namely the annual cosine 
shaped temperature fluctuation which depends on the ambient temperature. And, the 
distribution temperature related pattern which fluctuates hourly and depends on the heating 
demand. During the year the thermal losses for this specific DH system vary from 30 kWth to 
41 kWth, and in total, they account for an annual thermal loss about 1,077 GJ (Table 5). 
Approximately 6.9% of the total annual space heating demand.  

 
Figure 10: Thermal distribution losses 

The space heating demand of the 8 institutional buildings is measured in the model at each 
building and the total demand is displayed in Figure 11. The analysis of this graph indicates a 
fluctuating heating demand with peaks exceeding 3 MWth during the colder seasons and very 
low space heating demand required in the warm seasons. The total space heating demand by 
consumers (Table 5) is about 15,523 GJ per year, matching nicely with the 15,250 GJ per year 
obtained from the traditional DHCM. However, in this new DHCM the building characteristics 
could be changed (e.g. better insulation or a heat recovery ventilation system) to evaluate the 
effect of a changing space heating demand on the system performance.  
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Figure 11: Total demand for space heating by the consumers 

The utilization of the biomass gasifier (Figure 12, top graph) is evaluated by computing the 
effective utilization.  This is the heat originated from the biomass gasifier effectively used for 
system operation, thus excluding heat extracted from the system by the emergency chiller (434 
GJ per year) or, if applicable, losses from the TES. This indicates about 4,371 hours of effective 
utilization of the biomass gasifier (Table 5). This is 418 hours or 9.6 % higher than computed 
with the traditional DHCM (about 3,953 hours), and even higher than its results with TES, 
indicating a utilization of about 4,311 hours. The reason is likely due to the thermal capacity of 
the DH system itself that acts as a thermal buffer, flattening the demand peaks at the generation 
side, which has a positive effect on the utilization of the biomass gasifier. 

 
Figure 12: Generated heat by gasifier (top) and extracted heat by emergency chiller (bottom) 

The space heating demand exceeding the maximum thermal output of the biomass gasifier is 
generated with the peak boiler (Figure 13). In this case almost 78.8 % of the maximum peak is 
delivered by the peak boiler and accounts for 33% of the total energy demand.  

 
Figure 13: Generated heat by peak boiler 
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4.2 DH case with TES 

For the second case the power plant configuration with TES is used. During the analysis of the 
first results new insights led to additional modifications that resulted in better operation and 
performance of the system. These modifications where related to controls (e.g. timing settings 
and statement adjustments) and components (e.g. increased buffer size from 100 m3 to 150 m3). 
Figure 14 (top graph) shows that the thermal output of the biomass gasifier is at its maximum 
(720 kWth) between the peaks of the total heat delivered by both the heat generation loops. This 
is due to the TES being loaded at that time (bottom graph). When the total heat delivered peaks 
the heat delivered by the gasifier loop (middle graph) rises up to about 2000 kWth. This is due 
to the unloading of the TES at that moment (bottom graph), which delivers additional peak 
power to the gasifier loop. Furthermore it can be seen that during the weekends (starting at 35th 
and 42th day) the TES is able to be loaded to nearly 98% of its capacity, which is set to be the 
maximum. During the first day after the weekend (37th and 44th day) the fully loaded TES 
enables delivery of heat for a longer period compared to other weekdays. During the nights of 
the weekdays there is not enough overcapacity of the biomass gasifier to effectively fill the TES 
and therefore it is not always loaded up to 98% of its capacity. This all indicates that the TES 
is effectively controlled and that the storage capacity is efficiently being used. 

 
Figure 14: Total heat delivered by loops (Top), Heat delivered by gasifier loop (middle), 

Filling degree TES (bottom) 

The full annual simulation with the TES system shows an increase of the utilization of the 
gasifier to 4,664 hours, 293 hours or 6.7%, compared to the DH case without TES (Table 5). In 
absolute as well as relative terms this is less than adding TES in the traditional DHCM. Even 
while the new DHCM is considering a 150 m3 TES system and the traditional DHCM is 
considering a 100 m3 TES system. The lower gained utilization could be due to the earlier 
gained utilization in the case without TES, which limits the potential improvement of the 
gasifier utilization by integrating a TES.  
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Table 5: Overview of system performance indicators 

 

Nonetheless, computing the DH case with TES, using the new DHCM, shows an overall 
increase of 353 hours or 8.2% in utilization of the biomass gasifier compared to the traditional 
DHCM. This is a substantial increase of the utilization that, during a feasibility study, would 
contribute to the economic and the environment impact of this case study. 

5. CONCLUSION 

This paper describes the development process of a DHCM, considering heat generation, heat 
distribution, heat demand and TES. The use of the object-oriented modeling language Modelica 
has proven to be suitable and beneficial for increasing the modeling capabilities during early-
design phase feasibility analysis of projects.  

The evaluation of a DH case study with TES using the new DHCM shows an 8.2% (353 hours) 
higher utilization of the biomass gasifier then when compared to a traditional DHCM. 
Differences in utilization of components of this magnitude can substantially influence the 
economic feasibility and environmental impact of a project. Since, the biomass gasifier can 
deliver an additional 353 hours of renewable combined heat and power. 

The realistic behavior and natural representation of the systems modeled in Modelica contribute 
to the understanding of the thermodynamic and control related systems. This can be an 
advantage for educational purposes for students or academics and even for engineering 
professionals. Furthermore, for commercial purposes, where deadlines constrain the effort, the 
quick development capability that Modelica offers as a simulation language, could be a great 
advantage.  

Efficient use of Modelica based models and systems will require additional development and 
possible customization per company (e.g. own control strategies, system designs). The 
development of blocks, models and control strategies will require collaboration in multi-
disciplinary fields and inter-organizational levels. The development of more elaborate 
application-oriented guidelines (e.g. designing controls) could further improve the new-users 
experience.  

The DHCM described in this paper is likely to contribute to future early-design phase projects 
for Cofely, delivering and evaluating system configurations for renewable DH systems. The 
improved accuracy and level of detail, compared to the traditional DHCM, could make a 
difference for considering the feasibility of a particular DH project. Thus, this new DHCM can 
result in additional renewable energy projects being delivered, that otherwise would be labeled 
as unfeasible, and indirectly contribute to the global challenges concerning climate change 
mitigation.  

Computational 
Model (CM) + 
Scenario 

Energy demand Gasifier 

Consumers 
[GJ/a]  

Losses Distr. 
[GJ/a] 

Losses TES + 
Chiller [GJ/a] 

Ratio over 
peak boiler [/] 

Eff. utilization 
[hr.] 

Traditional CM 15250 1300 190 0.61 3953 

Traditional CM + TES 15250 1300 310 0.66 4311 

New CM 15523 1077 434 0.67 4371 

New CM + TES 15523 1077 545 0.71 4664 
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1. ABSTRACT 

In this paper, integrated yearly dynamic simulations of a thermal system coupled to 6 variants 
of a medium-sized office building are performed and discussed. A traditional hydronic heating 
system is considered, consisting of a modulating condensing gas boiler and radiators in every 
heated zone. No active cooling is provided, though only building variants able to provide 
summer comfort through passive cooling only are selected. Hygienic ventilation is provided by 
a mechanical extraction system. 

From the integrated simulations, monthly efficiencies for the generation, distribution and 
emission subsystems are deduced. The latter are expressed depending on the monthly heat-
balance ratio, which equals the ratio of heat gains over heat losses on the building level. The 
heat-balance ratio thus represents the part load ratio, but can be calculated without taking the 
system into account. This variable is used in order to generalize the results and at the same time 
use them in an Energy Performance Regulation (EPR) context, which requires relatively simple 
calculations where the system cannot be taken into account in detail. 

The resulting subsystem curves correlate quite well with the monthly heat-balance ratio (R2-
values of 0.84 or higher). These curves show the heating subsystem efficiency drops in months 
with higher heat-balance ratios (and thus lower heating demands). These refined efficiencies 
are subsequently used in an EPR-type calculation, in which the monthly net heating demand is 
divided by the subsystem efficiencies to estimate the monthly final energy use. The results of 
this calculation are compared to similar calculations using annually averaged efficiencies 
deduced from the integrated simulations and using the default fixed EPR values for the 
subsystem efficiencies. It is shown that using the refined efficiencies yields better results in 
intermediate months, when the heating demand is lower. However, when looking at the total 
annual final energy use, the impact of using the refined efficiencies is modest. 

Keywords: Integrated simulation, HVAC system analysis, efficiency, building energy use 

2. INTRODUCTION 

In the current context of global efforts towards a less energy-intensive society, accurately 
estimating the energy use of building designs becomes increasingly pertinent. In the framework 
of the European Energy Performance of Buildings Directive (EPBD), a series of standards was 
developed, of which the most elaborate is EN13790 (ISO/FDIS, 2007), offering procedures to 
estimate the characteristic total final energy use of buildings. All are based on the same principle 
of dividing the net energy demand, quite straightforward to calculate, by the efficiencies of the 
subsystems, i.e. emission, distribution, generation, storage and control. The current Energy 
Performance Regulations (EPR) calculation procedure of Flanders, the northern part of 
Belgium (Flemish Government, 2005), contains standard tabulated values for those subsystem 
efficiencies, constant throughout the year. More refined approaches exist, taking several 
influences into account, for example in EN15316 (CEN, 2007b). However, all methods to 
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calculate the subsystem efficiencies are defined at that very subsystem level, ignoring the 
complex interaction of the building, the occupants and the system. As argued by Zhang et al. 
(2006) and Van Der Veken and Hens (2008), an integrated approach is therefore better suited, 
where a dynamic simulation is set up that includes both the building and the system (denoted 
as level D calculations in EN15316). Though holistic studies on HVAC system performance 
characterisation are rather rare (Shahrestani et al., 2013), this approach has been successfully 
adopted in a few studies, illustrating the influence of the building and the building use on the 
HVAC system efficiency. 

Korolija et al. (2011) compared the energy use of a very well insulated office building equipped 
with either an all-air VAV system or fan coil units combined with a dedicated outdoor air 
system. The system efficiency was assessed for different levels of internal heat gains. Its value 
for the same secondary HVAC system was found to vary for different building loads, though 
no formal correlation is deduced. An analogue observation was made in ref. (Korolija et al., 
2009), where the energy use of an office building with different secondary HVAC systems, 
namely CAV and VAV, was compared. The system efficiency varies not only with different 
control settings, but also with the insulation level of the building. 

The CAV, VAV and fan coil systems plus the combination of chilled ceilings and radiator 
heating were further analyzed by Korolija (2011). A large amount of office buildings varying 
in orientation, insulation, glazing-to-wall ratio, glazing type, structural shading and daylighting 
coupled to the 4 secondary systems were simulated for several weather data files using an 
integrated approach. The results indicated clearly that the annual heating and cooling system 
efficiency and the annual auxiliary energy use for the different systems are not constant, but 
depend instead on the building variations. 

Peeters et al. (2008) performed an analysis of residential heating energy use for several 
combinations of boiler type, boiler control and emitter control through integrated dynamic 
simulation of building and systems. A rather strong relationship between the monthly total 
efficiency and the heat-balance ratio of the building, the ratio of heat gains over heat losses, 
was found. This effect was attributed to component efficiencies decreasing for lower part load 
ratios and overheating due to imperfect control occurring mainly when heating demand is low. 

Bauer (1999) established correlations between the heating emission and control efficiency and 
a parameter characterising the building for different combinations of emitter and control 
systems. His findings are integrated in the German standard DIN 4701-10 (DIN, 2003). 

In this paper, the integrated approach is used to assess the performance of a relatively simple 
heating system commonly found in office buildings in Flanders, including their auxiliary energy 
use. In extension to the research carried out by Korolija et al. (2013), both the primary and 
secondary HVAC system are modelled. Radiator heating, coupled to a condensing gas boiler is 
considered. The aim of this paper is to analyze the monthly subsystem efficiencies calculated 
with this integrated approach and to express them depending on the monthly building’s heat-
balance ratio, in analogy with the work of Peeters et al. (2008) for residential buildings, to 
acknowledge the influence of the building and building use on the HVAC system performance. 
These newly defined subsystem efficiencies will subsequently be compared to the current 
standard EPR values and their influence on the EPR calculation of characteristic energy use 
assessed. 

3. TERMINOLOGY 

The conceptual framework for the evaluation of heating systems in buildings as laid out in the 
European standard EN 15316 (CEN, 2007b), serves as the basis for this study, both for heating 
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and cooling system analysis. The performance of the system is analyzed at four sublevels: 
emission, distribution, storage and generation. The generation and storage together form the 
primary HVAC system, while the emission and distribution form the secondary HVAC system. 
Figure 1 offers a graphical overview of this framework. 

 

  

Figure 1: Conceptual scheme of subsystems and energy flows in an HVAC system (air 
thermal flows are indicated by dotted arrows, all other thermal flows are hydronic). 

Emission and distribution are divided into building zone level, denoted with index buil, and air 
handling unit level, denoted with index AHU, in analogy with the German standard DIN V 
4701-10 (DIN, 2003). The distribution on air handling unit level is partly hydronic (between 
the primary HVAC system and the AHU) and partly by air transport (between the AHU and the 
building zone). 

The control of heat and cold emission in the zones is not regarded as a separate sublevel, as is 
sometimes done, but instead integrated in the emission efficiency (ηem), by defining the latter 
as the ratio between the net energy demand and the energy delivered to the emission device. In 
addition to imperfect control, emission efficiency losses can occur due to temperature 
stratification, shielding of the emission device or through ‘short-circuiting’ by locally heating 
the building envelope, increasing the heat losses (or vice versa for cooling). 

Distribution efficiency (ηdis) losses are due entirely to energy losses - in case of heating - or 
gains - in case of cooling - through the walls of the hydronic pipes and air ducts to unconditioned 
spaces. The thermal insulation of the pipes and ducts obviously plays a key role, but also the 
temperature difference between the fluid and the environment and the total length of the 
distribution network. In addition, strongly intermittent operation of the system will lower the 
distribution efficiency, since the fluid content will cool down in between heating periods (or 
vice versa for cooling). 

The storage efficiency (ηstor) is, quite straightforwardly, equal to the ratio of net energy output 
to the distribution subsystem over the energy input from the generation subsystem. Energy 
transfer through the wall of the storage tank is the only source of efficiency loss. Energy storage 
is however not included in the HVAC system typologies considered here (see 4.2). 

The generation efficiency (ηgen) equals the ratio between the thermal energy output of the 
generation subsystem and the energy input by the respective energy carrier, limited to electricity 
or natural gas in this research. The source of efficiency losses depends highly on the type of 
generation device. 



P09, Page 4 

  

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

The definitions and symbols of the main quantities discussed in this section are summarized in 
Table 1. 

Table 1: List of symbols and definitions of the terms used to describe HVAC system 
performance. 

Term Symbol Definition 
Net energy demand �
	� The energy that needs to be delivered in a building zone 

during a certain time to maintain the desired temperature. 
Gross energy demand ��@µ�� The energy that needs to be delivered during a certain time 

to the secondary HVAC system. 
Final energy use £��
 The energy used during a certain time by the generation 

systems. 
Auxiliary energy use ­�;
 The energy used during a certain time by those components 

of the HVAC system that do not generate heat or cold 
(pumps, fans, humidifier, ...) 

Primary energy use £� The energy use converted to energy source level; default 
conversion factors (��) of 1 for fossil fuels and 2.5 for 
electricity are used (Flemish Government, 2005). 

Emission efficiency �	< The ratio between the net energy demand and the energy 
delivered to the emission subsystem. 

Distribution efficiency �¶�� The ratio between the energy delivered to the emission 
subsystem and the energy delivered to the distribution 
subsystem. 

System efficiency ��?� The ratio between the net energy demand and the gross 
energy demand. 

Storage efficiency ���µ@ The ratio between the energy delivered to the distribution 
subsystem and the energy delivered to the storage subsystem 
by the generation subsystem. 

Generation efficiency ��	
 The ratio between the final energy use and the energy 
delivered to the storage subsystem (or directly to the 
distribution subsystem, if no storage tank is placed) by the 
generation subsystem. 

Total efficiency ��µ�  The ratio between the net energy demand and the primary 
energy use. 

4. METHODOLOGY 

4.1 General 

The analyses of the subsystem efficiencies are carried out on a monthly time base, which is also 
used in the context of the EPR. In order to generate enough data points for the analysis, the 
HVAC system is sized for and implemented in several building design variants of a reference 
office building (section 4.2). A detailed discussion of the selected HVAC system is given in 
section 4.3. 

Integrated dynamic simulation models are set up for every combination of building design 
variant and HVAC system (section 4.4). Apart from the integrated simulation, a building 
simulation to calculate the net energy demand needs to be performed. The time step of the latter 
is typically 1 hour. 

In order to be able to compare the performance of the different systems fairly, the resulting 
thermal comfort in the building needs to be similar in all cases. The thermal comfort is evaluated 
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according to the degree hours criterion of the European standard EN15251 (CEN, 2007a), with 
the difference between the occurring temperature and the limit temperature as weighting factor. 
Deviations during 5% of the occupied time on a yearly and monthly basis are accepted, which 
means about 100 h per year and about 10 h per month. In addition to thermal comfort, the indoor 
air quality (IAQ) in terms of amount of fresh air per person is equalized for all considered 
systems. An air flow rate of 36 m3/h per person for the design occupancy (IDA2 class, (CEN, 
2004)) is supplied in each case. 

The monthly subsystem efficiencies will be expressed as a function of the monthly heat-balance 
ratio of the building γ, as defined in EN13790 (ISO/FDIS, 2007). This variable represents the 
part load ratio (Olesen, 2001), but can be calculated without knowledge of the HVAC system 
nominal properties. In the framework of the EPR, this is a prerequisite. It incorporates the 
climate, building characteristics, internal gains and occupant behaviour. Equation 1 defines the 
heat-balance ratio depending on the building’s solar heat gains (Qsol), internal heat gains (Qint), 
transmission heat losses (Qtr), ventilation heat losses (Qvent) and infiltration heat losses (Qinf). 
The heat-balance ratio is closely related to the net energy demand. As shown in ref. (Van Der 
Veken & Hens, 2008), it has a strong correlation with the overall heating system efficiency in 
dwellings. 

Ù = ����
��9µ��	� = ��µ9 + ��
���@ + �Ú	
� + ��
�    [−] (1) 

As mentioned before, the current EPR calculation of the characteristic primary energy use 
consists of two steps, identical for cooling and heating energy use. The net energy demand for 
each month (Qnet,m) is calculated in a first step, which is then divided by the subsystem 
efficiencies (and primary energy conversion factor) to obtain the primary energy use. Currently, 
those subsystem efficiencies are constant throughout the year. 

£� = - �
	�,<��?���	
��
%'

<6%  
(2) 

The refined approach studied in this paper consists of defining monthly subsystem efficiencies 
depending on the monthly heat-balance ratio γ. 

£� = - �
	�,<��?�,<��	
,<��
%'

<6%  
(3) 

4.2  Building description 

A generic reference office building with cellular office spaces is assembled for this research, 
based on statistical data (BBRI, 2001). The reference building is a detached office building with 
4 floors of 500 m2 each, the floor plan of which can be found in Figure 2. The main axis of the 
building lies in east-west direction (the office zones façades facing south and north). The floor-
to-floor height is 3.5 m, hence the building’s total height is 14 m. This results in a protected 
volume of 7000 m3, 2680 m2 loss surface and a compactness of 2.6 m. The internal walls 
bounding the offices and the conference room are lightweight gypsum board walls. All other 
internal walls are heavy brick walls. 
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Figure 2: Floor plan of the medium-sized office building model. 

As explained in section 4.1, the HVAC system is coupled to the different building design 
variants, in order to assess the influence of the interaction of the building and the system. A 
selection of 6 variants of the reference building is made. Table 2 offers a concise overview of 
the combinations of the building variables’ values that form the building design variants. The 
imposed internal boundary conditions are described in Table 3. A typical weather data set for 
Uccle (Belgium) is used. The selection of building design variants is made to represent a wide 
range in annual net heating demand (NHD) (Table 4), while still allowing for passive cooling 
(Parys et al., 2012). 

Table 2: Selected building design variants. 
Nr. Uwall Uroof 

 
Uglazing  g-value 

glazing  
Glass 
to wall 
ratio 

Shading 
device 

n50  

 [W/m2K] [W/m2K] [W/m2K] [-] [%]  [ACH] 
1 0.20 0.20 0.6 0.48 71 yes 1 
2 0.40 0.30 1.1 0.59 21 no 2.5 
3 0.20 0.20 1.1 0.26 31 no 1 
4 0.40 0.30 1.1 0.44 21 yes 2.5 
5 0.40 0.30 1.1 0.26 71 yes 2.5 
6 0.60 0.40 1.1 0.29 31 yes 2.5 
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Table 3: Internal boundary conditions. 
 Offices Meeting Sanitary Storage Circulation 
Installed 
lighting 
power(1) 

11 W/m2  11 W/m2 4.5 W/m2 3.5 W/m2 3.5 W/m2 

Occupancy (2) 9 am-6 
pm 

(70% of 
nominal) 

3rd floor: 10 am - 11 
am and 2 pm - 3.30 

pm (15 persons) 
4th floor: 9 am - 10.30 

am (15 persons) 

8 am-6 pm - 8 am-6 pm 

Ventilation 
rate (3) 

36 
m3/hpers 
supply 

36 m3/hpers  supply 
(3.6 m3/hm2  non-

occupied) 

15 m3/hm2 
extraction 

3 m3/hm2 
extractio

n 

extraction 

Int. gains (4) 

occupied 
8.7 

W/m2 
15 W/m2 - - 8 W/m2 

Int. gains (4) 
unoccupied 

2 W/m2 - - - 1 W/m2 

Heating set 
points (5) 

21.5°C 21.5°C 16°C 16°C - 

(1) The lights are assumed to be switched on whenever the zone is occupied. The internal heat gains are 
50% convective and 50% radiative. 

(2) The sensible heat gain of 1 person is 75 W, 60% of which is convective. The latent heat gain of 1 
person is 55 W or 0.081 kg/h (ASHRAE, 2009). 

(3) Ventilation starts at 7 am and ends at 6 pm. 95% of the supplied fresh air is assumed to be extracted. 

(4) Internal gains due to appliances based on ref. (Wilkins & Hosni, 2000). The split between convective 
and radiative gains is 50/50. 

(5) Set point for operative temperature during occupancy. These are optimal operative temperatures for a 
metabolic rate of 1.2 met clothing values of 1 and 0.5 respectively, according to ISO7730 (ISO, 2005). 

  

Table 4: Annual net heating demand for the selected building design variants. 
Nr. NHD [kWh/m 2a] 
1 14.8 
2 22.6 
3 20.1 
4 26.5 
5 33.7 
6 37.0 

4.3 HVAC system 

The system consists of a traditional hydronic heating system with a modulating condensing gas 
boiler and radiators in every heated zone (offices, meeting rooms, sanitary, storage, see section 
3.2). No active cooling is provided. The heating system (Figure 3) is switched between 7 am 
and 6 pm during the heating season, i.e. from October 1st to June 1st. When there is no heating 
demand in the building, the boiler and the boiler circulation pump are switched off. The control 
of the system can be considered as good practice: thermostatic radiator valves (TRVs), supply 
temperature varying between 60°C and 45°C depending on the outside temperature (average of 
the previous 6 hours), variable speed pumps in distribution circuits with variable flow rate. The 
open header in the boiler circuit ensures a constant water flow rate. Since this is achieved by 
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mixing return water from the secondary system with boiler outlet water, this will result in a 
higher inlet water temperature for the boiler and a reduced condensing effect. 

  

Figure 3: Schematic overview of radiator heating system (HVAC system 1) 1 . 

The boiler is assumed to be located in an unheated basement, as is the horizontal main piping 
circuit, from which vertical piping leaves to supply the radiators. The vertical pipes thus run 
through the heated zones. Two parallel circuits are implemented, one for the south zone (offices 
and meeting rooms) and one for the north zone (offices, storage and sanitary). 

Hygienic ventilation is provided with an extraction system consisting of window grilles for 
supply and constant speed fans for the extraction in the offices, the meeting room and the 
sanitary. This does imply however that the relative humidity in the zones cannot be controlled. 

Since no active cooling is provided, this HVAC system typology cannot be applied in every 
office building design (see 4.2). 

4.4 Integrated simulation model 

The integrated building and systems model is set up in TRNSYS17 (Klein et al., 2010), a 
dynamic simulation tool well suited for HVAC system studies (Crawley et al., 2008). The time 
step is set at 1.5 minutes for these integrated models. 

Only the 3rd and 4th floor of the building are modelled in the simulations, implying their energy 
demands to be representative for the entire building. This simplification can be justified by the 
good thermal insulation values of both roof and floor, while it drastically reduces the 
computational time. A multi-zone model with 14 thermal zones is defined: the 1-person offices 
are thus modelled as one single zone per floor and orientation (Figure 2). 

                                                 
1 The system scheme shown is simplified to show only those components that influence the thermal calculations and are integrated in the 

simulation models. Indispensable hydraulic components such as balancing valves are not printed. 

Boiler

Header

Collector

Open header

TRV

Radiator

Variable 

speed 

pump

Constant 

speed pump
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The HVAC system component models and their main characteristics are summarized in Table 
5. The selected and implemented component models are all able to describe part load 
performance and the influence of non-rated conditions. Transient effects are included as much 
as possible, as the thermal inertia of the heaviest elements (boiler, radiator) and most of the 
water or air content of the system (pipes, ducts, boiler, radiator) are modelled. The system 
thermal losses both during and in between periods of operation are thus mostly accounted for 
in the simulations. 

Each thermal zone is represented by a single node in the TRNSYS building model 
(TRANSSOLAR, 2011). Hence, except for the control aspect, the emission efficiency cannot 
be calculated in this simulation set-up due to inherent limitations and is therefore a constant 
input. The generation and distribution efficiencies are calculated, though neglecting start-up 
phenomena for the former and valve inertia and inaccuracy for the latter. 

No hydraulic calculations are included in the simulations, implying a perfectly balanced system 
is assumed. As a consequence, the auxiliary energy use for pumps and fans can only be 
calculated indirectly. For the pumps, this is done based on the model of (Bernier & Lemire, 
1999), with which non-dimensional power curves as a function of non-dimensional volumetric 
flow rates are derived. The fan energy use is calculated as a function of the volumetric flow 
rate, using the polynomials proposed in AIVC technical note 65 (Schild & Mysen, 2009). 

Table 5: Overview of the main HVAC system component simulation models. 
Component Model Performance 

under non-
rated 

conditions? 

Part Load 
performance

? 

Device 
thermal 
inertia? 

Fluid 
content 
thermal 
inertia? 

Gas boiler (Haller et al., 2009) Yes Yes Yes Yes 
Radiator (Holst, 1996) Yes Yes Yes Yes 
Pipes/ducts Plug-flow Yes N.A. No Yes 

5. RESULTS 

Firstly, the integrated simulation is assessed in terms of simulation quality (5.1) and in terms of 
system sizing and implementation by evaluating the obtained thermal comfort (5.2). In section 
5.3, the performance of the HVAC system is analyzed, focusing on monthly subsystem 
efficiencies, expressed depending on the heat-balance ratio and primary energy use. 
Subsequently, the results of this integrated approach are used to derive refined monthly 
subsystem efficiencies which are assessed and compared with the standard values of the 
subsystem efficiencies of the Flemish EPR calculation method in section 5.4. 

5.1 Integrated simulation quality 

The integrated model is computation-heavy, given the multitude of modelled components, the 
large differences in their time constants and the small calculation time step. A straightforward 
indicator to assess the convergence and correct execution of the simulation is to compare the 
difference in input and output of energy flows in the thermal system with the calculated energy 
losses. When this is calculated on a monthly basis, the error - denoted here as ΔQsim - thus found 
should be close to 0, though not necessarily equal to 0, as slight differences in internal energy 
between the beginning and end state are possible. The monthly simulation error, defined as the 
relative difference between the system energy input (heat produced by the boiler, Qboiler,out) and 
output (heat emitted in the building zones, Qemit), and the system’s thermal losses (Qloss). 
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The monthly simulation error is found to be on average 3.5%, with a maximum of 12.5%. This 
is deemed acceptable. 

5.2  HVAC system performance 

In all cases, the desired room temperatures are met, indicating that all systems components are 
properly sized for every respective building design variant and the control works well. Figure 
4 illustrates this for building design variant 3 (Table 2) by showing the operative temperature 
in the north facing office zone on a random winter day. 

 

Figure 4: The daily operative temperature profile in north-facing offices between HVAC 
systems on a random winter day. 

5.3 HVAC system performance analysis 

5.3.1 Primary system efficiency 

Figure 5a shows the monthly heat generation efficiency of the gas boiler as a function of the 
heat-balance ratio for the 6 selected building design variants. The efficiency drops significantly 
during months with higher heat-balance ratios - and thus lower part load ratios. When looking 
in detail to the boiler thermal losses proportional to the total heat production (Figure 5b), a 
decrease in latent flue gas losses is found for higher heat-balance ratios, due to the external 
temperature dependent heating curve resulting in lower water return temperature and thus more 
condensation. This small efficiency enhancement is however countered by a much greater 
increase in thermal losses to the surroundings. Lower part load ratios lead to intermittent boiler 
use and higher relative environment losses through cooling down between operational periods. 
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a) b) 

Figure 5: a) Monthly heat generation efficiency; b) Boiler thermal losses. 

5.3.2 Secondary system efficiency 

Figure 6a shows the emission efficiency, calculated as the ratio of the net heating demand over 
the net energy delivered to the radiators. The emission efficiency consists of a factor including 
losses on component level, which is fixed at 95% (3.4), and a factor accounting for the control 
efficiency, shown in Figure 6a. The latter is thus about 1 at heat-balance ratios below 0.5, 
indicating the heat demand is met, but drops significantly for higher heat-balance ratios. This 
is due to overheating at times with very low heat demands due to imperfect control. A few 
outliers are found on the curve, but these represent months with negligible net heat demands 
(Figure 6b).  

a) b) 

Figure 6: a) Monthly heat emission control efficiency; b) Monthly net heat demand. 

 The distribution efficiency, defined as the ratio of the energy delivered to the radiators over the 
gross energy demand, is shown in Figure 7. A clear decreasing trend towards higher monthly 
heat-balance ratios is visible. This is due to the cooling down of the water in the system pipes 
in between heating periods gaining importance when the part load ratio drops. 
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Figure 7: Monthly heat distribution efficiency. 

5.3.3 Primary energy use 

Table 6 summarizes the results of all integrated simulations in terms of total annual primary 
energy use of the HVAC systems in the selected building variants of Table 2.  

The auxiliary energy use comprises the pumps, the fans and the boiler electrical energy use. 
The latter is negligible with values between 6 kWh and 10 kWh per month. The fan electrical 
energy use equals about 2200 kWh or 1.1 kWh/m2 per year. The pump energy use depends on 
the heat demand. When looking at the total primary energy use per building for heating and 
ventilating (Figure 8), the boiler gas consumption is by far the largest fraction, while the pump 
energy use constitutes only between 1% and 2%. Figure 8 clearly indicates the relatively 
increasing share of the auxiliary energy use for buildings with lower net heat demands in the 
total primary energy use, which will function as a mitigating secondary effect on potential 
energy savings. 

Table 6: Total annual primary energy use of the HVAC system for the selected building 
design variants. 

Nr. Total annual primary 
energy use [kWh/m2] 

2 21.2 
3 30.9 
4 27.5 
5 35.9 
6 43.2 
7 47.8 
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Figure 8: Breakdown of annual total primary energy use. 

5.4 Calculation with refined monthly subsystem efficiencies 

In a first section (5.4.1), correlations of the subsystem efficiencies as a function of the monthly 
heat-balance ratio are deduced based on the results of the integrated simulations. In the 
following section (5.4.2) the refined subsystem efficiencies are implemented in the EPR to 
evaluate their impact. 

5.4.1 Subsystem efficiency regression models 

Based on Figure 5 to Figure 7, correlations can be fitted expressing the monthly subsystem 
efficiencies depending on the heat-balance ratio γm, which can then be used in energy 
calculations of other buildings with similar thermal systems. The correlations are established 
as follows: 

�< = � Ù<' + �Ù< + � 
(5) 

Table 7: Regression coefficients and R2-values for the subsystem efficiency correlations 
subsystem a b c R2 
Emission 0 -25.728 103.440 0.84 

Distribution -4.509 -9.417 102.690 0.84 
Generation -8.183 -3.888 91.688 0.90 

5.4.2 Impact of EPR calculation with refined subsystem efficiencies 

In this section, the impact of using the refined subsystem efficiencies depending on the monthly 
heat-balance ratio, as defined in Table 7, in EPR calculations of the monthly energy use is 
assessed by comparing the results with the default fixed values for subsystem efficiencies as 
defined in the Flemish EPR calculation software (see 3.1). In addition, the calculation with the 
refined subsystem efficiencies is compared to a calculation using annual average efficiencies 
deduced from the integrated simulations, to assess the influence of the dependency on the 
monthly heat-balance ratio. 

The default value Flemish EPR value for a condensing gas boiler, based on the manufacturer’s 
data for 30% part load ratio and corrected for the design return water temperature, equals 89.4%. 
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This is quite comparable to the annual average efficiency of 87.1% that is found in the 
integrated simulations across all building variants. A default value of the system efficiency for 
hydronic secondary heating systems in buildings without a cooling system as defined in the 
Flemish EPR equals 85.5%. From the integrated simulations, average annual values of 96.4% 
for the distribution efficiency and of 91.2% for the emission efficiency are found. Combined, 
this yields a system efficiency of 87.9%, which is again close to the default EPR value. It can 
thus already be concluded that the EPR values are well chosen. 

In Figure 9, the mean bias error (MBE) over the building variants, defined here for absolute 
values of the error, is shown for the 3 aforementioned EPR-type calculation methods for the 
monthly final energy use - dividing the monthly net heat demand by the monthly subsystem 
efficiency values - compared to the final energy use as calculated in the integrated simulations, 
which is thus regarded as the reference. 

 

Figure 9: Comparison of the MBE (for absolute values of the error) of the 3 EPR type 
calculation methods for the monthly final energy use compared to the results of the integrated 

simulations. 

As can be seen in Figure 9, the MBE is small and comparable for all 3 calculation methods in 
the winter months, when the heating demand is high. However, when going to the intermediate 
seasons, with lower demands and higher heat-balance ratios, the calculation with the refined 
subsystem efficiencies yields remarkable better results in terms of MBE. Thus, taking into 
account the dependency of the heat-balance ratio, integrating the subsystem efficiencies drop 
in months with higher heat-balance ratios, is shown to significantly improve the calculation 
results in months with lower demands. 

However, the impact on the calculated annual final energy use for heating is quite modest. 
Where the calculation with the default EPR values yields a MBE of 7.2% compared to the 
results of the integrated simulation and the calculation with average annual efficiencies a MBE 
of 5.0%, the calculation with the refined subsystem efficiencies depending on the monthly heat-
balance ratio yields an MBE of 3.9%. 

6. DISCUSSION AND CONCLUSION 

In this paper, integrated dynamic simulations of a thermal system coupled to 6 variants of a 
medium-sized office building are performed and discussed. A traditional hydronic heating 
system is considered, consisting of a modulating condensing gas boiler and radiators in every 
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heated zone. No active cooling is provided, though only building variants able to provide 
summer comfort through passive cooling only are selected. Hygienic ventilation is provided by 
a mechanical extraction system. 

From the integrated simulations, monthly efficiencies for the generation, distribution and 
emission subsystems are deduced. The latter are expressed depending on the monthly heat-
balance ratio, which equals the ratio of heat gains over heat losses on the building level. The 
heat-balance ratio thus represents the part load ratio, but can be calculated without taking the 
system into account. This variable is used in order to generalize the results and at the same time 
use them in an EPR context, which requires relatively simple calculations where the system 
cannot be taken into account in detail. 

The integrated simulations contain some model necessary model simplifications. The thermal 
inertia and water content of the most important is modelled, though not of all components. 
Moreover, the heat emission in the building zones is not modelled, as the latter are represented 
by a single thermal node. Finally, no hydraulic calculations are included, implying the 
assumption of a perfectly balanced system. 

The resulting subsystem curves correlate quite well with the monthly heat-balance ratio (R2-
values of 0.84 or higher). These curves show the heating subsystem efficiency drops in months 
with higher heat-balance ratios (and thus lower heating demands). These refined efficiencies 
are subsequently used in an EPR-type calculation, in which the monthly net heating demand is 
divided by the subsystem efficiencies to estimate the monthly final energy use. The results of 
this calculation are compared to similar calculations using annually averaged efficiencies 
deduced from the integrated simulations and using the default fixed EPR values for the 
subsystem efficiencies. It is shown that using the refined efficiencies yields better results in 
intermediate months, when the heating demand is lower. However, when looking at the total 
annual final energy use, the impact of using the refined efficiencies is modest. 

The subsystem efficiency curves depending on the monthly heat-balance ratio deduced in this 
paper are only valid for similar heating systems. In future work however, these curves will also 
be established for a selection of thermal systems (including active cooling) common in 
Belgium. 
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1. ABSTRACT 
 

The use of lighting and appliances influences buildings energy performance by affecting 
electricity and thermal loads. Nevertheless, their use is often predicted by arbitrary 
assumptions during the design phase. The paper focuses on the realistic description of domestic 
equipment use and its impact on the prediction of energy consumption in homes. A method 
for creating schedules of domestic appliances use, based on dwelling field monitoring is 
proposed. The method is validated by calibrating the simulated electric consumption with the 
monitored one. A baseline simulation model is developed in IDA Ice, in which the 
developed schedules (named Calibrated Realistic Schedules) are implemented. Then, the 
same model is used to implement the schedules for domestic appliance use proposed by the 
Italian reference standard for energy calculation UNI/TS 11300. The simulated energy 
performances are finally compared. Results shows that values for usage times and power from 
UNI/TS 11300 are appropriate references for predicting the equipment energy use at the 
design stage. However, standardized schedules do not take into account the lower use of 
equipment in summer, leading to higher predicted internal gains and consequently to 
oversizing the cooling system. The paper demonstrates the need for more realistic 
descriptions of appliances use to be included in simulation software, particularly in high 
performing buildings. Moreover, it gives evidence of the impact that actual occupant 
behaviour has on building energy performance. 

Keywords: Building Energy Performance, Energy Simulation, Domestic Equipment, 
Occupant Behaviour, Calibrated Schedules. 

2. INTRODUCTION 
 

The 2009 update of the EU energy trends to 2030 reports an average 2% increase in the 
electricity consumption in the EU-25 households during the last 10 years and projects by 2030 
a final net electricity demand in the residential sector grown by 3600 TWh/year. This 2009 
baseline scenario improves the 2007 projection, which envisaged growth by 3800 TWh/year 
by 2030, but points out that, regarding appliances and lighting in dwellings, the changes in the 
2009 baseline from the 2007 baseline are rather small. Current policies for buildings 
accelerate progress of energy efficiency in houses implying larger effects in terms of energy 
savings for heating and cooling uses (8% in 2020 and 14% in 2030 compared to 2007 
Baseline), while energy efficiency improvements from eco-design measures are somewhat 
masked by stronger increase of use of appliances and plugs. 

Some of the reasons for such increase in the residential sector electricity consumption are 
associated with a higher degree of basic comfort and level of amenities (particularly in the 



 

 

 

 

 

new EU member countries) and also with the widespread utilization of relatively new types of 
loads whose penetration and use have experienced a very significant growth in recent years. 

Moreover, despite the introduction of energy labels, implemented with EU Directives in the 
last 10 years, has produced a positive trend in the sales of more energy efficient appliances, 
white goods and appliances have now reached an asymptote in enhancement of energy 
efficiency with the current technologies. 

In view of these facts, the relevance of energy uses for lighting and appliances in dwellings’ 
energy balance is increasing. Two main reasons can be identified: 

1) they affect the electricity needs of the building and drastically raise the primary energy 
use (because of the conversion factor for electricity). Since the nZEB target imposed 
by the EPBD recast is based on primary energy consumption, managing the energy 
uses related to highest share of the total building energy balance becomes crucial; 

2) in the thermal energy balance of buildings, appliances, plug loads and lighting are 
internal gains that need to be managed during the heating and cooling seasons, in 
order to properly size the systems and to ensure occupants’ comfort. 

2.1 Building energy simulations, occupants’ behavior and use of appliances 

A building energy simulation is a theoretical representation of the status and operation of a 
building, with the ideal goal of predicting accurately the real dynamics which govern building 
energy uses. This prediction is dampened by the lack of knowledge about the real functioning 
of a building: final realization of construction and technical installations and the utilization of 
the building systems can lead to a significant mismatching between predicted and actual 
energy use. Indeed these aspects are affected in the real world by many unpredictable and 
accidental factors, which are usually implemented in simulation software by using arbitrary 
assumptions. Among them, users’ actions in buildings emerged to be the crucial aspect to be 
investigated for achieving realistic energy predictions (IEA Annex 53 Final Report, 2013). 

With the raising awareness of the key role played by occupants in affecting buildings’ actual 
energy consumption, new methodologies and technique able to comprehend, describe and 
reproduce the leverage of occupant behaviour on building operation have been the object of 
various studies in the current years. Realistic descriptions of occupants’ behaviour to be 
embedded in simulation tools have been proposed by many researchers (Bourgeois et al. 
2006, Rijal et al. 2007). 

In contrast with the static description of occupant behaviour, based on assumptions made in 
literature, the new approach to occupant behaviour simulation, proposed among the firsts by 
Nicol (2001) and Raja et al. (2001), takes into account that users do not always make logical 
choices and they act stochastically, not deterministically. 

As stated by Papakostas and Sotiropoulos (1997), occupants’ behaviour in buildings includes 
two main categories of actions: (1) operations aiming at controlling the indoor environment 
and (2) operations associated with the use of appliances. 

At the present stage, mathematical models describing users’ interaction with the building 
control systems (1) were developed. The implementation of these probabilistic behavioural 
models in building simulation software is possible because they occur as a response to indoor 
environmental conditions, which are outputs provided by the simulation tools. 



 

 

 

 

 

The same method cannot be used when occupants’ operations are associated with the use of 
domestic appliances (2): no significant statistical correlations can be found between indoor 
conditions and use of equipment. Indeed the use of appliances is mainly driven by the 
occupant’s practical needs, for instance willing to cook food or operate the clothes- or dish- 
washing machine. With the increasing role of electric loads in buildings’ energy balances, a 
realistic prediction of the use of appliances and plug loads is crucial nowadays. 

2.2 Overview 

In this paper, an approach for the definition of a realistic model of occupants’ use of appliances 
and plug loads is proposed. Since the probabilistic models predicting the use of appliances 
cannot fit with the currently available simulation tools, a deterministic approach is presented 
for the implementation. Daily profiles for the use of equipment, composed of 24 hourly 
values, and corresponding to a fraction of a given peak load, are loaded in the tool as fixed 
schedules. 

However, “deterministic” does not necessarily means “not realistic”. The study proposes a 
method to create deterministic schedules, here named Calibrated Realistic Schedules (CRS), 
based on field monitoring of actual occupants’ use of appliances. The CRS predict the 
occupants’ behaviour related to the use of appliances and plugs for a given situation and 
incorporate this behaviour in the modelling of building energy performance. In particular, the 
focus is on the use of electric appliances in dwellings, where the component of electricity 
consumption is for the majority unpredictable (Wood and Newborough 2003). The method is 
validated by implementing the learned Calibrated Realistic Schedules in IDA Ice, reproducing 
the monitored building features and comparing monitored and simulated electric consumption. 

The data used as basis for this study were gathered in the context of an on-going Italian 
initiative among private companies dealing with white goods and communication 
technologies: the project aims at enhancing the energy efficiency of the entire house system by 
providing users with information on household consumption directly on the point of use. 

Final purpose of this paper was to highlight the role of a realistic description of the use of 
appliances in influencing the predicted energy performance of a building. With this goal, 
simulations in IDA Ice were run and results were compared. Energy consumptions of the 
baseline model with Calibrated Realistic Schedules were compared to the energy consumption 
of the same model running schedules proposed by the Italian standard UNI/TS 11300. The 
schedules (hourly values as fractions of the peak load) were first applied to the actual installed 
power of the monitored appliances, then to the average installed power given by the same 
Italian standard. 

Results of the simulations showed a gap in the simulated electric consumption between the 
model running realistic and standard schedules referring to the actual installed power. 
Compared to a standard schedule simulation model, the electricity use doubled when 
simulating the Calibrated Realistic Schedules. 

3. SIMULATION 

The present study investigated the role of realistic description of the use of appliances and 
plug loads, pursuing two subsequent goals: 

1) proposing a method for developing realistic schedules for occupants’ use of domestic 
appliances, to be implemented in simulation software, by using recorded electrical 
energy consumption. The predictive power of the learned schedules, named Calibrated 



 

 

 

 

 

Realistic Schedules (CRS), was tested by comparing monitored and simulated electric 
consumptions; 

2) testing the suitability of the standard assumption, proposed by the Italian standard 
UNI/TS 11300, for predicting electricity uses and internal gains in a dwelling, by 
comparing results obtained in simulations running the realistic schedules previously 
developed and the schedules given in the standard. 

3.1 Calibrated Realistic Schedules 

3.1.1 Data collection and elaboration 

Recorded data of electrical energy consumption were used to develop realistic schedules 
related to occupants’ use of domestic appliances. 

Data collection was performed in the framework of an Italian initiative among private 
companies dealing with communication technologies and white goods, among whom 
Telecom Italia was a key actor. This collaborative project aims at improving energy efficiency 
in dwellings by providing users with information on their household consumption directly on 
the display of the appliance itself, on the smart phone or on their computer by means graphical 
user/friendly interfaces. With this purpose, smart devices involved in the residential energy 
management were developed and installed in trial dwellings around Italy: the electronic meter, 
which is responsible for providing certified metering data; smart appliances, able to collect 
their own metering data and to adjust their power consumption by modifying their behaviour; 
smart plugs, able to collect metering data and to implement a simple on/off control on the 
plugged energy loads other than smart appliances; the home gateway, which acts as the 
central coordinator of the entire home; and the customer interfaces, i.e. all the devices used by 
customers to monitor and configure their energy behaviour. In the on-going testing phase of 
the project, started in December 2011, the number of installed kits increased step by step, 
reaching the total of 23 only in January 2013. 

For the purpose of the present study, electricity consumption data, recorded with a 2 minutes 
time-step by the electronic meter, smart appliance and smart plugs, were collected and analysed 
in one trial user (coded as trial A), for which 1 year of monitored data and detailed information 
about the household characteristics and the dwelling features were available. The chosen time 
step for data elaboration was hourly, in order to compare and combine the realistic 
schedules deriving from data analysis with the schedules proposed by Italian standards. 

In trial A disaggregated data were available from 1st January 2012 to 31st December 2012 for: 
electronic meter, smart plug, refrigerator, TV, washing machine and dish washer. The 
contribution of the unconnected single elements, here named unconnected, among whom a 
key role is played by lighting, was not possible through recordings. For each set of yearly 
monitored data (each smart appliance, smart plug and the unconnected load) a logistic 
regression was inferred in order to understand if and which parameters could influence the 
data variation and the result was that the season of the year, the day of the week and the hour 
of the day were the most influencing factors in the use of these domestic appliances. Following 
these remarks, detailed disaggregated hourly electric consumption data from the smart 
appliances – dish washer, washing machine, refrigerator, TV –, the smart plug and the 
unconnected elements were divided by season and in each season the different weekly energy 
consumption profiles were compared. This method of clustering information takes into account 



 

 

 

 

 

the differences in occupants’ interaction with home amenities in different hours of the day, days 
of the week and seasons of the year. 

For each smart appliance and the unconnected appliances, the weekly energy consumption 
profiles for winter (from 21-12-2012 to 31-12-2012 and from 01-01-2012 to 20-03-2012), 
spring (from 21-03-2012 to 20-06-2012), summer (from 21-06-2012 to 20-09-2012) and fall 
(from 21-09-2012 to 20-12-2012) were plotted. 

These data organization was the basis for the creation of the Calibrated Realistic Schedules. 

3.1.2 Calibrated Realistic Schedules 

The first step toward the development of realistic schedules was the observation of the 
monitored weekly electric consumption profiles. Depending on the considered appliance, 
different usage trends were noticed and taken into account for the creation of CRSs. 

Similar trends were found in the use of washing machine dish washer and smart plug, on-off 
white goods not used with a daily frequency. In this case the schedule creation method 
consisted of: 

1) calculation of average daily usage times (i.e. twice per day); 

2) calculation of the average weekly use (i.e. twice per week); 

3) calculation of the average use duration (i.e. 2 hours per time); 

4) detection  of  the  weekdays  having  the  highest  use  frequency  (i.e.  Monday  and 
Thursday); 

5) detection of the hours having the highest use frequency (i.e. from 8 p.m. to 10 p.m.) 

6) calculation of the average energy consumption when in use (i.e. 850 Wh). 

Dealing with the use of TV, the data analysis revealed an almost continuous use, all day long 
and during the whole week. Therefore, even if dealing with a classical on-off appliance, the 
schedule creation steps were slightly different from the ones described above: 

1) calculation of the amount of usage hours typical of every weekday; 

2) detection of the most frequent switching-on hour; 

3) calculation of the average hourly energy consumption for each week day. 

A different approach was followed for the refrigerator, the only continuous use appliance in 
the house. From the analysis of the seasonal weekly schedules it came out that in trial 7 the 
refrigerator energy consumption was not constant all day long, but presented periodical 
significant peaks. Therefore the schedules took into account: 

1) the average number of peaks per day and per week; 

2) the average duration of each peak; 

3) the average energy consumption during peaks; 

4) the average consumption out of peaks. 

Finally, the unconnected appliances’ electric consumption was analysed. Since their nature is 
unknown - apart from the fact that lighting is included - the method followed to create the 
calibrated schedules only relies on the monitored values available; no average times of use or 
peaks presence were considered and the schedules was simply derived from the calculation of 



 

 

 

 

 

the average hourly energy consumption for every day of the week and, subsequently, by 
regularizing the obtained average profile. 

Summing it up, methods for the creation of schedules are related to the single appliances’ 
monitored use. However a common approach among the different procedures presented comes 
out clearly: the seasonal weekly profiles are all based on the calculation of average values 
for both the energy consumption and the usage time. The obtained seasonal appliances’ 
weekly use profiles can be implemented in simulation software as schedules for the use for 
the equipment. 

3.1.3 Implementation in IDA Ice 

In order to verify the suitability of the proposed empirical methods for developing realistic 
schedules, they were implemented in the building energy dynamic simulation software IDA 
Ice: the schedules were applied to a virtual model reproducing the monitored dwelling features 
and then the simulated electric consumption results were compared to the monitored ones. 

Purpose of the simulation model was twofold: on one side to verify the ability of CRSs to 
reproduce the actual electricity consumption, on the other to assess the percentage relevance 
that electricity consumption had on the total energy consumption of the flat. Since only 
electricity consumption was monitored in the trial, the thermal energy needs were simulated 
in IDA Ice by implementing in the virtual model the physical and thermal features of the 
monitored house. No monitored data for heating and domestic hot water were available for 
comparison. 

The simulated dwelling is a 2-levels flat, at the top floor of a residential building in Turin 
suburbs, built in the 90’s. The internal layout is shown in Figure 1. Living-room, kitchen, the 
2 bedrooms and the 2 bathrooms were the thermal zones taken into account in the simulation 
software. Envelope properties were derived by the Italian Typology Brochure, final outcome 
of the European project Tabula, whose aim was to provide national average data for buildings 
properties regarding the residential sector. 

 
Figure 1. Internal layout of trial A. 



 

 

 

 

 

The flat is heated by water radiators with centralized heat production (fuel: natural gas) and 
temperature control and by an additional electrical fan coil (for heating and cooling) installed 
in the attic. Plants’ operation hours were described by standard schedules for the heating and 
cooling season and the chosen temperature set points were 20°C for heating and 26°C for 
cooling, as suggested by the II comfort category presented in EN15251. 

Information about the household’s characteristics and the occupancy rate were obtained by 
interviewing the occupants; the monitored family is composed by a married couple, a working 
man out of home from 8 a.m. to 7 p.m. and a housewife, with a 3-years-old children and a 10- 
month’s baby. 

Once the model was built, the developed Calibrated Realistic Schedules were implemented 
coherently with the requirements of the simulation software: IDA Ice deals with the electric 
load of the zones by generically dividing them into “equipment” and “lighting”, while profiles 
describing the use of single appliances were obtained from the analysis of the monitored data. 
Therefore, in order to implement the obtained realistic schedules in each thermal zone of the 
model, the single profiles were gathered according the appliances location in the flat. For each 
zone  the  “comprehensive”  Calibrated  Realistic  Schedule  became  the  schedule  for the 
equipment. The kitchen CRS for equipment included refrigerator, dishwasher and smart plug 
CRSs; living room CRS was coincident with TV CRS; Bathroom 1 CRS corresponded to 
washing machine CRS. Unconnected use profiles, which include lighting, were implemented 
in the software as “lighting” schedules, with loads shared among zones, adapting the figures 
proposed by the Italian project MICENE to the house object of our study: 40% of 
“unconnected” electricity uses in the living room, 20% in the kitchen, 11% in bedroom 1, 
15% in bedroom 2 (it includes a studio), 7% in each bathroom. With all the calibrated 
deterministic schedules implemented, a yearly simulation, from 1st January to 31 December 
2012, was run for this model, here named “real schedule-real power” model. In Figure 2 the 
implemented weekly schedules for autumn season are displayed as an example. 

The dwelling’s yearly delivered energy simulation results were converted in primary energy, 
in order to assess the weight of use of lighting and equipment on the total energy balance. As 
defined by the AEEG, the Italian Authority for Gas, Electricity and Water, the considered 
primary conversion factor was 1 for natural gas and 2,18 for electricity 



 

 

 

 

 

 
Figure 2: Weekly Calibrated Realistic Schedules for the use of smart and 

unconnected appliances in autumn. 

3.2 Implementation of standard schedules from UNI/TS 11300 
 

This section of the study aimed at verifying whether the schedules proposed by standards are 
appropriate for describing the actual energy consumptions related to the use of appliances and 
their effects on the building energy needs. 

The Italian Standard UNI/TS 11300 was used as reference. This standard defines a common 
calculation methodology for assessing buildings energy performances and it is divided in 4 
sections, each dealing with different aspects of the calculation process. Schedules for electric 
loads are given in UNI/TS 11300 Part 1, section 13 “Internal heat gains”. In residential 
buildings, internal gains from equipment (including lighting) and occupancy are defined as a 
single  heat  contribution  normalized  for  the  floor  area  (W/m2),  whose  intensity  varies 
according to the day of the week, the hour of the day and the room considered. Table 1 reports 
the standard schedule. Two levels of application of these schedules were tested in the building 
model of trial A. 

First, just the schedules, intended as hourly variations of the fraction of a peak load, were 
applied to the actual peak loads monitored in each thermal zone of the flat and implemented 



 

 

 

 

 

in IDA Ice. In Figure 3 the implemented schedules are displayed. Occupancy schedules were 
modified coherently and, with these inputs, a yearly simulation was run. This built model was 
named “standard schedule-real power”. 

Then, both standard schedules and loads were implemented as schedules for equipment and 
occupancy in the model. To properly share the internal gains between occupancy and 
equipment, as required in IDA Ice, the heat produced by the occupants in each thermal zone 
was calculated (converting MET to W/m2 and multiplying this value for 1,8 m2, the average 
human body area) and deducted from the total internal gains. The obtained internal gains are 
shown in Table 2. With these schedules implemented, shown in Figure 4, a yearly simulation 
for this model, named “standard schedule-standard power”, was run. 

For each simulated model, the annual delivered energy was converted into primary energy by 
applying to the different energy carriers the Italian conversion factors defined by AEEG. 

Table 1. Schedule for internal gains in residential buildings proposed by UNI/TS 11300. 
 

Days 
 

Hours 
Kitchen, living room 

(Φocc.+ Φequip)/Af [W/m 2] 
Other rooms 

(Φocc.+ Φequip)/Af [W/m 2] 
 

 
Working days 

 

7:00-17:00 8 1 
 

17:00-23:00 20 1 
 

23:00-7:00 2 6 
 

 
Weekend 

 

7:00-17:00 8 2 
 

17:00-23:00 20 4 
 

23:00-7:00 2 6 

Φocc = internal gains produced by occupants 
Φequip = internal gains produced by the 
equipment Af = floor area 

Table 2. Internal gains from equipment obtained referring the UNI/TS 11300 
 

Days 
 

Hours 

 

kitchen 
 

livingroom  
bedroom 

1 
bathroom 

1 
bedroom 

2 
bathroom 

2 
[W] [W] [W] [W] [W] [W] 

 

 
Weekdays 

7:00-17:00 125 128 15 5 21 2 

17:00- 
23:00 

 

313 
 

319 
 

15 
 

5 
 

21 
 

2 

23:00-7:00 31 32 88 28 128 14 
 

 
Weekend 

7:00-17:00 125 128 29 9 43 5 
17:00- 
23:00 

 

313 
 

319 
 

59 
 

19 
 

85 
 

9 

23:00-7:00 31 32 88 28 128 14 

 

 



 

 

 

 

 

 
Figure 3. Weekly schedules for the use of appliances and lighting in the “standard schedule- 

real power” simulation model. 



 

 

 

 

 

 

Figure 4. Weekly schedules for the use of appliances and lighting in the “standard schedule- 
standard power” simulation model. 

4. RESULTS AND DISCUSSION 

In this section, results of the two phases of the research are presented: 

1) the results of the simulation model running the CRSs are compared to the monitored 
data and the relevance of electricity use on the total energy needs in shown; 

2) the energy needs of the virtual model running CRSs (model “real schedule-real 
power”) are compared to the energy needs of the model using standard schedules 
(model “standard schedule-real power”) and standard schedules and power (model 
“standard schedule-standard power”). 

4.1 Calibrated Realistic Schedules 

Results concerning electric consumption coming out from the simulation run are indicator of 
the predictive power of the implemented CRSs; the closer they are to the monitored values, 
the higher the predictive power. Beside the gap between real and simulated electric 
consumption, the presence of recorded data and their reliability was object of analysis for the 
electronic meter. 

On a yearly basis, 84% of the recorded data was considered valid (5% missing, 11% not 
reliable). The monthly percentage of invalid data is shown in Figure 7, in relation to the 
monthly monitored and simulated electric consumption. A connection between the percentages 
of unreliable data and the differences between predicted and monitored electric consumption 
comes out clearly. 

Once the amount of valid data is defined, a more informed comparison between simulated and 
monitored electric consumption is possible. Simulated and monitored yearly electric 
consumption are compared; the discrepancies between the actual and the predicted values are 
highlighted in terms of total electric consumption in Figure 5 and divided in electric 
consumption for each thermal zones’ equipment and for all the unconnected appliances (here 
defined as “lighting”) of the whole flat in Figure 6. 



 

 

 

 

 

The relevance of the electricity needs on the total energy needs of the house is shown in terms 
of primary energy in Figure 8: lighting and equipment cover 37% of the building primary 
energy demand. 

 

Figure 5. Total monitored and simulated annual electricity use for lighting and equipment in 
trial A. 

 

Figure 6. Monitored and simulated annual electricity use for lighting and equipment in each 
considered thermal zone of trial A. 



 

 

 

 

 

 
Figure 7. Monitored and simulated monthly electricity use for lighting and equipment 

of trial A, in relation to the amount of invalid data recorded. 

 

 
Figure 8. Primary energy breakdown on the “real schedule-real power” model. 

4.1.1 Discussion 
 

Observing Figure 5, the first general remark is that simulated electric consumption is higher 
than the monitored one. However, this evaluation method implies monitored data to be reliable 
and continuous. Nonetheless, during the monitoring campaign many tests on the installed 



 

 

 

 

 

kit were performed and some unexpected problems were faced during the monitored period. 
Therefore observations about simulated VS. monitored electricity were coupled with 
information about the quality of the monitored data. This comparison allowed understanding 
that the mismatching was an expected outcome: while the simulated energy consumption 
covered the whole year, the monitored one missed some recordings. 

Regarding the data availability, several but short holes in recordings, common to all the 
components of the kit, were detected. Dealing with data reliability, the only certain 
knowledge about the recorded data is that the electronic meter electric recorded values should 
always be higher than or equal to the sum of the electric loads of the smart appliances and 
plugs. This is the reason why detecting the amount of invalid data – missing or not realistic - 
coming from the monitoring campaign was possible only for the electronic meter. 

Figure 7 shows the widest gap between simulated and monitored data when the percentage of 
missing and invalid monitored data is the highest (July and August). In July the difference of 
132 kWh between simulated and real energy consumption is coupled with a total percentage 
of missing and invalid data of 60%; in August a difference in predicted and real electricity use 
of 148 kWh show up with a share of not consistent data of 64%. Excluding the electricity 
consumption for July and August, the simulated results over-estimate the actual energy 
consumption of a monthly average percentage of 24%. 

As shown in Figure 6, in thermal zones where the CRSs were coincident with smart appliances 
– single or sum of them – schedules (TV=living room, washing machine=bathroom, dish 
washer+plug+refrigerator=kitchen), the CRSs’ predictive power was high. On the opposite, 
the simulated yearly electricity consumption for unconnected appliances shows a significant 
discrepancy (+40%) with respect to the monitored data. Reasons for this gap have to be found 
both in the quality of the monitored data and in the method applied to create CRSs. Since 
the nature of the unconnected appliances is unknown, the schedules were based only on the 
calculation of average hourly values: results have proved that this method does not provide 
realistic prediction. 

Figure 8, showing that 37% of primary energy needs of the simulated building are for lighting 
(18%) and equipment (19%), confirms the importance of taking into account these loads 
during the very first design stages, when a design energy rating is required. Moreover, it must 
be noted the presented energy breakdown refers to a dwelling with poor thermal properties, 
typical of the building type and year of construction (e.g. U external walls=0,59 W/m2K). In 
new or renovated buildings, complying with stricter energy performance requirements, the 
percentage relevance of electric loads grows further. 

4.2 Implementation of standard schedules from UNI/TS 11300 

In order to investigate how realistic and standard schedules influence the simulated energy 
consumption of the same building, results of 3 simulation models – “real schedule-real power”, 
“standard schedule-real power”, “standard schedule-standard power” – were compared. The 
only differences among models were the implemented schedules for occupancy, lighting 
and equipment. 

In Figure 9 the differences in yearly internal gains among the models are shown. The graph 
presents the different shares of internal gains due to equipment (appliances and lighting) and 
to occupants, in order to highlight the prevailing role of appliances and lighting. The biggest 
gap in prediction is shown in the “standard schedule-real power” model, where they are about 
3 times higher than the “real schedule-real power” one. On the opposite, using standard 



 

 

 

 

 

schedule and power provide quite similar electricity uses. The monthly equipment electricity 
consumption for each model is shown in Figure 10. 

Additionally, aiming at verifying the influence of different schedules for the use of appliances 
and lighting on a building energy use, for the simulated models the total primary energy need 
and the percentage relevance of each energy use were calculated, as presented in Figure 11. 

 

Figure 9. Internal gains from occupants, equipment and lighting for the 3 models “real 
schedule-real power”, “standard schedule-real power”, “standard schedule-standard 

power”. 

 

Figure 10. Monitored and simulated (3 models) monthly electricity consumption for 
lighting and equipment. 



 

 

 

 

 

 

Figure 11. Annual primary energy breakdown and percentage relevance of each contribution 
to the total for the 3 models 

4.2.1 Discussion 

Results shown in Figure 9 suggest two different suitable strategies to follow for including 
equipment loads in the design stage: either standard values and standard power, or realistic 
schedules and real power should be implemented in simulation software to have realistic 
electricity prediction. Indeed, in the “standard schedule-standard power” model, used in the 
design stage energy rating, electricity consumption for equipment is 16% higher than the “real 
schedule-real power” one, which is an acceptable approximation. On the contrary, applying 
standard schedules to the actual installed power significantly overestimate the electricity 
energy uses (+223% with respect to the “real-real” model). Therefore, when detailed 
information about the house equipment are available, CRSs are more appropriate to estimate 
the actual energy consumption. 

Accordingly, the total primary energy needs of the 3 simulated models, displayed in Figure 
11, are slightly different between the “real-real” and the “standard-standard” models’ primary 
energy (+ 6%), and show a wider gap between the “real-real” and the “standard-real” ones (+ 
75%). Besides the obvious variations in primary energy due to the use of the equipment - + 
223% in “real-standard” and + 16% in “standard-standard” - the energy uses for heating and 
cooling are also varying because of the different internal gains. 

Heating needs are almost unvaried in the “standard-standard” model (+1%) and are 25% 
lower in the “standard-real” one. Cooling needs increase respectively of 27% and 24% in the 
“standard-real” and the “standard-standard” model. It must be noted that the very similar 
cooling energy uses between these 2 models, having very different equipment internal loads, 
are due to the limited cooling capacity of the installed fan coil. In this naturally ventilated 
dwelling, the extra internal gains in the “standard-real” model are balanced with a 67% 
increase in the heat losses through infiltrations and openings. 

Additionally, Figure 10, showing the monthly values of internal gains, highlights the reason 
for the increasing cooling needs in the models using standard schedule, which do not consider 
seasonal variation. Indeed, the schedule proposed by UNI/TS 11300 overestimates the 
equipment electricity consumption in spring and summer, leading to increased cooling needs. 
In the simulated buildings, the difference in cooling load from model “real schedule-real 
power” to the ones using standard schedules is about 25%, but in buildings with mechanical 
ventilation systems a more significant increasing can be assumed. 



 

 

 

 

 

5. CONCLUSION 

This study investigated a methodology to realistically predict the electricity uses for 
appliances in dwellings by means the implementation of Calibrated Deterministic Schedules 
(CDSs) in a simulation tool. 

First, a method for creating deterministic schedules able to provide realistic prediction of a 
household’s future energy related behaviour based on the household past behaviour, suitable 
for implementation in simulation software, was presented. The Calibrated Realistic Schedules, 
developed from the analyses of one year of monitored data in a dwelling, were tested 
through simulations and the simulations results gave a positive feedback to the method: even 
if the simulated total annual electric energy consumption differs from the annual monitored 
value of for 23%, this gap was caused mainly by the lack of consistent data and by the 
uncertainties in dealing with the monitored data for unconnected appliances. When data were 
available and the nature of the white good was known, the accuracy of the prediction was 
high, as proved by the very similar electric consumption for the simulated and the real use 
of the washing machine (simulated energy use 13% higher than monitored) and the TV 
(simulated energy use 7% higher than monitored). 

From the authors’ standpoint, this section of the study, creating specific behavioural patterns 
for a single family, is just an intermediate step toward the creation of energy use profiles 
typical of homogenous groups of users. Starting from the assumption that households with 
similar characteristics (family and house type) are likely to show similar energy consumption 
patterns (Guerra Santin 2011), the analysis of similar users’ energy profiles will lead to the 
creation of normalized profiles related to the users’ group. 

The second step of the present study was to assess, once the CRSs were developed, the 
influence of different schedules for the use of appliances on a baseline simulation model. 
Delivered and primary energy of 3 models, using CRS and real loads, UNI/TS 11300 schedules 
and real loads and UNI/TS 11300 schedules and loads were compared. Results showed 
similar equipment electricity use (difference of 5 kWh/m2year) and primary energy 
(difference of 11 kWh/m2year) for the “realistic schedule-real power” and the “standard 
schedule-standard power” models On the opposite, applying standard schedules to real 
installed power entailed more than doubled predicted electricity uses for the equipment. As a 
conclusion, values for usage times and power from UNI/TS 11300 are appropriate references 
for predicting the equipment energy uses at the design stage. 

Beside the similar results obtained in models “real schedule-real power” and “standard 
schedule-standard power”, this study pointed out the risk of oversizing the cooling system 
when using standard schedules and loads: these schedules do not take into account the lower 
use of equipment in summer, leading to higher predicted internal gains and consequent 
cooling needs. 

On the authors’ view, these findings open possibilities for further investigations on the topic, 
such as studying the influence of implementing these different schedules for use of equipment 
in a high performing building with mechanical ventilation, where internal gains plays an 
important role. Moreover, this study only proves the reliability of standard schedules in 
replicating the energy behaviour of a specific household type. It would be interesting to 
investigate whether the same results are obtained when analysing different household 
compositions (e.g. singles, old couples). 
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The Energy Performance Certification: A tool for smarter cities? 
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1. ABSTRACT 

One of the existing tools that could help creating smart cities is the Energy Performance 
Certification (EPC) of residential buildings, by introducing energy efficiency as a comparative 
criterion for real-estate purchase choices, influencing real-estate market value, stimulating 
energy saving investments, moving the housing market towards greater energy efficiency and 
creating comprehensive databases which are fundamental for shaping smart strategies on urban, 
regional and national levels. The impact on potential buyers or tenants is crucial in order to 
reach these goals but EPC’s results, in their actual form, do not help raise people awareness: 
often distant from reality, overestimating consumption, they usually result is a general 
misunderstanding and misuse of the document. 

This study aims at verifying that the actual calculation method used in certification could 
approach real building consumption, by using additional data on occupant behaviour and 
household characteristics. It first presents the concepts behind smart cities, then an overview of 
the uncertainties that weight on the Belgian certification calculation method parameters. It also 
presents variations that could be applied to the EPC calculation method in order to add 
behavioural parameters… inspired from case studies of buildings. 

Keywords: energy performance certification, behavioural patterns, smart city. 

2. INTRODUCTION 

A new strategic concept recently appeared on the European energy efficiency landscape: smart 
cities, defined as “cities well performing in governance, economy, environment, mobility, 
people and living, built on the ‘smart’ combination of endowments and activities of self- 
decisive, independent and aware citizens” (Giffinger, et.al, 2007). 

In order to reach energy efficiency at any level, human factor is crucial: on one hand, efficient 
solutions (regarding transport, building energy consumptions, water and waste management…) 
have to be implemented by an intelligent decision-making authority who understands the 
complexity of the urban context and its impacts on environment. On the other hand, smart cities 
authorities need smart citizens, who are aware of their environmental impact, to use smart 
solutions to their full potential. In the field of residential use of energy, people are therefore a 
crucial parameter of both the problem and its solution. 

“Against the background of economic and technological changes caused by the globalisation 
and the integration process, cities in Europe face the challenge of combining competitiveness 
and sustainable urban development simultaneously. Very evidently, this challenge is likely to 
have an impact on issues of Urban Quality such as housing, economy, culture, social and 
environmental conditions.1” 

European Union’s strategy for a sustainable growth makes the building sector energy 
consumption reduction a central objective for meeting the commitments taken under the Kyoto 
protocol on climate change. At a worldwide scale, this sector is thus regarded as one of the most 

1 http://www.smart-cities.eu 



P11, Page 2 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

 

cost-effective options for saving CO2 emissions (IPCC, 2007). Newly built housing can 
obviously enter the “smart cities” frame more easily than the existing building sector, but a tool 
has been developed to target this potential: the European Union introduced (through the 
2002/91/CE European Directive) Energy Performance Certificates (EPC), which should 
provide clear information about the energy performance of a building when it is sold or rented, 
including an assessment of the building energy performance and reference values, allowing 
performance comparisons between buildings. The EPC also includes recommendations for 
technically possible improvements. It is believed that the clear information given by the 
certificate should increase investments in energy efficiency, move the housing market towards 
greater energy efficiency, influence real-estate market value and help built up comprehensive 
benchmarking databases, which are fundamental for shaping smart strategies on a local (‘smart 
cities’), regional (‘smart regions’) and national levels. 

The impact on potential buyers or tenants is therefore crucial in order to reach these goals. Two 
different families, living in two identical homes, would receive identical EPCs, but their real 
consumption would vary from one to three or four (CPDT, 2005), depending on occupants’ 
behaviour and household characteristics. The actual calculation method does not provide 
realistic results, and this is confirmed by energy bills; as a consequence, crossing several studies 
that have been led in Belgium (Vanparys et al., 2012), the UK (Laine, 2011; O’Sullivan, 2007) 
or in Germany (Amecke, 2012) allows us to draw general conclusions: the EPC is often 
considered unhelpful, unrealistic (and therefore mistrust), distant from reality, overestimating 
consumption, too long and technical, confusing… 

This proves that, in order to achieve its goals, the EPC needs to be improved, by closing the 
gap between theoretical and real consumptions; this way, it can be understood, trusted and used 
by its owner. 

3. UNCERTAINTY PARAMETERS OF THE EPC 

The first step is to identify in the regulatory calculation method those uncertainty parameters 
that create a gap between calculated and measured consumptions and put the software precision 
into perspective. The idea here is not to question every parameter or to blame the calculation 
method, as it often results from a difficult balance between necessary parameters, precision 
possibilities and the time and cost required to make a full calculation. Any parameter could be 
pointed out as uncertain, as it is often the reflection of an average or a disadvantageous default 
value that secures best results when more precise information is available. The calculation 
method has been designed to compare buildings, not their users; this paper will focus on those 
general shortcuts that have been decided in order to withdraw human factor from equations. 

First to be pointed out is the fundamental choice2 that led to the use of a standardised 
consumption calculation method instead of a measured-data based method. Measured 
certification normalizes real consumption data in order to reach standardized energy 
consumption, using calculation parameters such as climate, building size and type, behavioural 
habits and pattern of use (EPBD, 20113). Besides the need to divide the measured energy into 
its different uses, adjustments to standardised energy use can be a huge problem, as real 
consumption data are obviously greatly influenced by the behaviour of the occupants. In 
contrast, the calculated energy rating evaluates the performance using building characteristics 

2 The 2002/91/Ce and 2010/31/UE European Directives imposed domains of energy consumption that had to be 
considered, but left the choice of the calculation method and its details to the member states (or regions). 
3 This source states that, in 2010, Sweden, Finland, Germany and Luxemburg used measured data. Every other 
country used calculated consumption to assess a building’s performance. 
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(as close to reality as possible), default values (when no accepted proof of a more accurate value 
is available) and standardized parameters (which cannot be replaced by more accurate values, 
even if they are known). 

The Belgian regulatory calculation method uses, for outside climate, the average monthly 
temperature in Uccle (Brussels) for the last 50 years, preventing “unnecessary” geographical 
differentiation in such a small country. But variations do exist: there is a 3°C variation gap in 
the annual average temperatures of the main Belgian climatic station4; one can easily argue that 
the lower the outside temperature, the higher the energy consumption in order to reach the same 
indoor climate. 

In order to “certify the building, not its users”, occupants’ behaviour, comfort and building 
occupation have been standardized: the whole dwelling is considered used at all times, and 
heated at a constant temperature of 18°C; though permanent occupation increases internal loads, 
it also extends heating periods and, therefore, energy consumption. Reality displays a complete 
range of behaviours, set temperatures and heating habits that are bound to influence greatly the 
final energy consumption. Examples of previous studies on behaviour – related residential 
energy consumption are given by P. O. Fanger (1977), J.-M. Hauglustaine (1979), L. 
Lutzenheiser (1993), H. Wilhite et al. (1996, 1998 and 2000), A.-L. Linden et al. (2005), G. 
Wallenborn (2006), De Groot et al. (2008) or, more recently, O. Guerra-Santin (2010) and B. 
Allibe (2012). These studies pointed metabolism, activity, gender and clothing amongst 
important comfort factors, provided insight into behavioural patterns (describing the inside 
climate as a rather energy-intensive heating habit) or showed variations in household 
behaviours, equipment rates and energy consumption. 

The building being ideally empty of any occupancy, other ways of estimating behaviour-related 
consumptions have been imagined, such as domestic hot water (DHW, which should be based 
on the number of inhabitants and personal hygiene habits), ventilation rates (normally 
depending on household composition and windows opening habits) or internal gains (with no 
consideration for the level of equipment or human presence). Those consumptions are, indeed, 
evaluated on the basis of the protected volume only. 

We will, in this paper, focus on the behavioural variables that could be added to the calculation 
method in order to close the gap between real and estimated consumptions. 

4. SIMULATION 

The study concentrates on three dwellings, each representing a widely spread building typology 
in Belgium. We created for these three dwellings an EPC with precision and respect to the 
regulation. Then we created “alternative” certificates by entering the calculation method and 
establishing different values for standardized parameters, in order to compare results. 

4.1 Dwellings and households description 

4.1.1 Apartment 

The first dwelling is a two bedrooms apartment, located in a 1920’s building in Liege: 
- Total heated floor surface (Ach): 95 m² (walls included); 
- Total heated volume (Vp): 330 m³ (walls, floor and ceiling included); 
- Its envelope is composed of brick walls, concrete floors and ceilings and recent (2011) 

4 
www.meteobelgique.be 
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double  glazed  windows.  The  average  envelope  U-value  (according  to  regulatory 
calculation method) is 2.2 W/m²K; 

- There is no ventilation system; the owner, however, opens his windows quite often, 
even during winter (at nights). An extractor hood in the kitchen exhausts vapour when 
preparing meals; 

- The system producing heat and domestic hot water is an old (1985) shared (between ten 
flats) oil-fired boiler (the EPC considered a 68% efficiency for heat production, 40% 
for hot water production); a non insulated hot water loop with a very low efficiency 
(30%) worsens the global efficiency. There is no thermostat in the dwelling, so that the 
owner heats up the place with only reference to his comfort, and shuts down the system 
at night (or when opening windows). 

- It is occupied by a single person, who works full-time outside of his apartment (only 
heating in the evenings during the winter weeks), but is often present in the week-ends. 
He is aware of his environmental impact and tries to limit his consumption. The heating 
is usually completely shut down from May to October. 

- He owns a relatively high number of electrical equipment, but he tries to completely 
shut some of them down when possible. 

The results of the regulatory calculation indicate a total primary energy consumption of a 
148,933 MJ per year (which represents a specific primary energy consumption of 433.4 kWh/m² 

- labelled F on the EPC scale - or an equivalent fuel consumption of 3,835 litres per 
year). 

The real average consumption however (which data could only be collected for the three 
previous years), is approximately five times lower (around 800 litres of fuel per year). 

4.1.2 Detached house 

The second dwelling analysed in this study is a more recent (1985) detached house, in the 
suburbs, quite representative of the post-WWII extra-urban development, representing about 
15% of the Walloon housing (Monfils and Hauglustaine, 2013). It has: 

- A total heated floor surface (Ach) of 205 m² (walls included); 
- A total heated volume (Vp) of 517 m³ (walls, floor and ceiling included); 
- An envelope composed of cavity walls (with unknown presence of insulation – the 

default value considers them to be slightly insulated, due to the building date), concrete 
floor (insulated with 4 cm of expanded polystyrene), well insulated roofs and ceilings 
(20 to 24 cm of mineral wool witnessed by the certifier) and double glazed windows 
(from different manufacture dates). Its calculated global average U-value is 1 W/m²K. 

- An incomplete ventilation system (only natural extraction from both bathrooms). 
- A rather recent (yet high temperature) oil-fired boiler producing heat and domestic hot 

water heating system (global efficiency: 66.4% for heat production, distribution, 
emission and storage, 65% for hot water); a thermostat, placed in the living room, 
monitors the temperature and insures a constant 21°C in winter days, 16°C in winter 
nights. There is also a wood-supplied fireplace, which the owners like to use in winters 
and mid-seasons. 

In this house lives a family of four (father, mother and 2 children). The father works out of 
home, the children go to school (away from home from 8 AM to 4 PM in average, even on 
Wednesdays, when they go to sport activities) and the mother works outside of home also, but 
is present when her children are. They consider their house well insulated and heat for comfort. 
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They usually use the boiler for heating from October to May (included), and use the fireplace 
as extra, also in mid-season periods if needed. But they would not give specific periods of non- 
heating, for “it depends too much on Belgian weather”. 

The regulatory certification would present an annual theoretical consumption of 299.4 kWh/m² 
(221,727 MJ or 5,703 litres of fuel-equivalent), which classes this building at the D level of the 
certificate scale. 

The real consumption data, relating to the last ten years, reveals a real consumption around 
2,500 litres a year (around 25,000 kWh). The regular use of wood in the fireplace (around 1 ton 
a year) adds another 3,500 kWh5 to the total (28,500 kWh or 140 kWh/m².yr). 

4.1.3 Row house 

The third dwelling, which also represents around 15% of Walloon  dwellings, is a three 
bedrooms row house, built in the early 1970’s: 

- It has a total heated floor surface (Ach) of 225 m², for a total heated volume (Vp) of 612 
m³. These unusually high values (for this kind of typology) translate the inclusion of 
basement rooms, indirectly heated through the open staircase; 

- This building has been slightly renovated on several occasions. As a result, (relatively 
thin) layers of insulation here and there improve the overall thermal efficiency (the 
average envelope U-value is 1.6 W/m²K). 

- The only ventilation system is a mechanical extractor in the bathroom. Attention is paid 
to close windows when the heating is on. 

- The heating (and hot water producing) system is a rather new condensation boiler 
(global heat system efficiency: 80%; global hot water system efficiency: 75%); a 
thermostat is set to keep the temperature at 16°C during cold nights and 21°C during 
cold days; an external probe measures outside temperature and communicates with the 
boiler. A wood fireplace is present in the living room, as an extra heating source. 

It is occupied by a family of four people as well, with grown-up children (one of which leaves 
the house for the whole week, but was present for the period covered by the real consumption 
data). Both parents work full-time, the mother being there for her children after school. They 
are environment-conscious and careful about their consumption. 

Its calculated annual consumption rises to 3,609 litres of fuel-equivalent (or 152,229 MJ), 
whereas the real consumption reaches 2,000 m³ of natural gas and around 1 ton of wood per 
year. The announced specific consumption, 188.5 kWh/m², would credit the building with a C 
label on the official scale. 

4.2 Tool 

This study uses the regulatory EPC calculation method (Wallonia, 2013) provided by the 
Walloon public administration in charge of the certification, for the simulations. The only 
official tool implementing it, however, does not allow any modification: we therefore used an 
Excel sheet. This tool was initially developed, before EPBD implementation, to help voluntary 
architects to undertake an early evaluation of their clients’ house performances, in exchange for 
advice and subsidies in the “Building with Energy… Naturally” action frame, set up since 2004 
by Wallonia in order to introduce the building sector with the EPB regulations). The sheet has 
been modified to stick to the certification calculation method, and is used in parallel with the 

 

5 Considering 1kg of wood supplies 3,5kWh (http://www.apere.org/index/node/41) 
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been modified to stick to the certification calculation method, and is used in parallel with the 
official certification software (for U-values or system efficiency default values, for example). 
For each of the following parameter variation, the modifications proposed to the equations will 
be explained. 

4.3 Modification of the calculation method 

In this next part, we will develop the method used to introduce new parameters in the calculation 
method, such as the “real” inside set temperature and outside climate, the equipment rate 
(influencing internal gains and electricity consumption) or the occupation rate of the building, 
which influences heating periods and internal gains calculation. 

4.3.1 Climate and location 

Climate can (even in small Belgium) be dependant on the location, and it obviously influences 
heating habits and real annual consumptions. It seems therefore important to assess the variation 
gap brought by the “single climate zone” hypothesis, using more realistic climates from cities 
closer to the actual location of the studied dwellings: Spa for the row house, Liege (Bierset) for 
the others. The data, given by the official Belgian weather forecast website6, correspond to the 
years for which we possess real consumption data. 

In the official calculation method (Wallonie, 2013), the targeted parameter is θe,m, the average 
monthly outside temperature. The table hereunder shows the official values (1st line) and the 
average (between 2003 and 2013) temperatures in Spa and Liege. In the following graphs, 
monthly temperature of each year have been used in calculations, in order to compare with real 
consumption data. 

Table 1: Average monthly temperature comparison 
 

Average monthly 
temperature 
θe,m [°C] 

 

Jan 
 

Feb 
 

Mar 
 

Apr 
 

May 
 

Jun 
 

Jul 
 

Aug 
 

Sep 
 

Oct 
 

Nov 
 

Dec 

 

Uccle (official) 
 

3.2 
 

3.9 
 

5.9 
 

9.2 
 

13.3 
 

16.2 
 

17.6 
 

17.6 
 

15.2 
 

11.2 
 

6.3 
 

3.5 
 

Spa (average 
2010 to 2012) 

 

0.2 
 

-0.1 
 

5.4 
 

8.7 
 

11.6 
 

14.6 
 

16.2 
 

16.2 
 

13.1 
 

9.3 
 

5.5 
 

0.7 

 

Liege (average 
2010 to 2012) 

 

2 
 

1.6 
 

6.9 
 

10.2 
 

13.1 
 

16.4 
 

18.2 
 

17.9 
 

14.7 
 

10.9 
 

6.9 
 

2.4 

4.3.2 Internal gains 

It is widely acknowledged that inhabitants (their number, habits and equipment) influence the 
consumption (EPBD, 2011; Hauglustaine, 1979; Hauglustaine, 2002; Guerra Santin, 2010) by 
increasing heating and Domestic Hot Water (DHW) demand, as well as internal loads; these 
last are composed of metabolic loads (depending in reality on the occupation rate, clothing, 
activities…) and equipment loads (mainly depending on the equipment level and devices 
efficiencies). 

In the official calculation method, internal gains vary linearly with the protected (heated) 
volume; the monthly internal loads (from both metabolisms and equipment) are evaluated as 
follows: 

Qi,seci,m = (0,67 * VPER + 220) * tm * Vsec,i/VPER (1) 

6 www.meteobelgique.be 
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With: 
- Qi,seci,m: the monthly internal gains for the energy sector ‘i’ [MJ]; 
- VPER: the protected volume of the dwelling [m³]; 
- Vsec,i: the protected volume of the energy sector (part of the unit heated and cooled by 

the same systems) [m³]; 
- tm: the length of the month [Ms]. 

The proposition in this study consists in taking a more realistic approach on the evaluation of 
internal loads, considering electrical equipment, lighting and dwelling occupation. For each of 
the houses, a small questionnaire to the occupants allowed to set up the list of actual equipment 
that are used in the dwelling, as well as all other parameters that will be discussed below 
(number of inhabitants, heating patterns…). 

Equipment 

Only main appliances were considered here: fridges, freezers, electric hobs, ovens, 
dishwashers, microwaves ovens and extractor hoods in the kitchen; washing and drying 
machines, irons and vacuum cleaners in the laundry; televisions, computers and others 
entertainment devices in the living room. Their annual consumption has been evaluated (see 
table 2) according to literature (Hauglustaine, 1979; Sidler, 1998), technical product 
specifications from commercial websites, average power values and use patterns7. In order to 
consider the consumption due to other small appliances, occasional uses and sleep modes, a 
consumption of 100 kWh/year + 25 kWh/person.year is added to the total. By hypothesis, we 
considered that the whole installed power takes part in the internal loads. The complete list can 
be seen in the table below. 

Some appliances are used all year round, others on very occasional times. For most of them 
however, the size of the chosen device or use pattern can depend on the number of inhabitants, 
the area of the dwelling (influencing the use of the vacuum cleaner for example) or the tendency 
to adopt environment-friendly behaviours (which can be obtained from the questionnaire). 
Theses parameters were taken into account for the consumption evaluation. 

For each case study, the sum of every appliances consumptions is therefore made considering 
the questionnaire each household filled, then the corresponding daily internal loads are 
evaluated as follows: 

QE,d = (CA * td * 1000)/Nh (2) 

With: 
- QE,d: the daily internal loads due to the equipment [J]; 
- CA: Sum of every appliances consumptions [kWh/year]; 
- td: the length of the day: 86400 seconds. 
- Nh: the length of the year: 8760 hours 

 

 

 

 
 

7 www.energuide.be;    www.curbain.be;   
http://documentation.bruxellesenvironnement.be; www.lesnumeriques.com;      
http://energie-developpement.blogspot.be; 
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Table 2: Calculation of the equipment-related internal loads 

 

Occupation pattern 

The occupation pattern influences heating and lighting periods (see below) as well as internal 
gains. 4 different patterns of use have been proposed to the users, and internal loads have been 
evaluated in accordance: 

- Pattern 1: someone is present the whole day, which is then split between 8 hours of 
sleep, 1 hour of family morning presence, 10 hours of “light work” during the day and 
5 hours of family evening presence. 

- Pattern 2: someone is present half the day, which is split between 8 hours of sleep, 1 
hour of family morning presence, 4 hours of “light work” at home, 6 hours of absence 
and 5 hours of family evening presence. 
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- Pattern 3: the household is present 8 hours a night (sleep), 1 hour in the mornings and 5 
hours in the evenings; the house is empty of occupants for 10 hours a day. 

- Pattern 4: the house is considered unoccupied for 14 hours a day, the household being 
there 1 hour in the mornings, 1 hour in the evening, and 8 hours at nights. 

Users were asked, in the questionnaire, to describe an average week using these four patterns; 
the number of days a week corresponding to each pattern is then used to calibrate monthly 
loads. For each period (sleep, morning presence, day presence, absence and evening presence) 
of each pattern, internal loads are evaluated as follows: 

QO,i,j = PO,i,j * NO,i,j * tO,i,j (3) 

With 
- QO,i,j: the internal gains due to occupation patterns, during the period ‘i’ of the pattern 

‘j’ [J]; 
- PO,i,j: the load due to the metabolism of the person present during the period ‘i’ of the 

pattern ‘j’(ISO 7730: 2005): 
o PO,i,j = 80 W/person at night; 
o PO,i,j = 100 W/person during mornings and evenings; 
o PO,i,j = 120 W/person during daytime; 

- NO,i,j: the number of occupants present during the period ‘i’ of the pattern ‘j’ [-]; 
- tO,i,j: the length of the period ‘i’ of the pattern ‘j’ [s]. 

Then, adding periods of a pattern ‘j’: 

QO,T,j = Σi QO,i,j (4) 

With QO,T,j : the daily total internal gains due to the pattern ‘j’ of occupation [J]. Finally, using 
the number of days a week corresponding to each pattern: 

QO,T,a = Σj QO,T,j * Nd,j/7 (5) 

With : 
- QO,T,a : the daily average internal gains due to occupation [J]; 
- Nd,j: the number of days a week corresponding to the pattern ‘j’ [-].  

Lighting 

Lighting is not usually evaluated in residential EPB calculation, believed to be rather 
insignificant with regards to other energy uses. It is, however, part of electricity bills; in order 
to ease comparisons between measured and calculated consumptions, it has been decided to 
include it in the calculated results. The default installed power, used in non residential 
calculations, is 20 W/m², which is considered far above real installations. A more realistic 
approach has been inspired by (CSTC, 2011) and (SPW, 2013), considering several installations 
efficiencies and average rooms areas. Some rooms are obviously better provided with natural 
light, some need more artificial installations; these first results rely more on statistical average: 
very efficient, minimal installations have an average 3 W/m² artificial lighting power, whereas 
less efficient installations see their power rise to 8 W/m². 

The importance of natural light also influences the number of hours during which artificial 
lighting is needed. In Liege, the year is shared between 4474 hours and 15 minutes of daylight, 
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and 4285 hours and 45 minutes of night8. Considering 3 annual weeks of absence (2 in the 
summer, 1 in the winter) and sleep hours (8 hours a night for the remaining 344 days), this leads 
to 1307 hours and 30 minutes of darkness a year that has to be artificially illuminated. 
Calculation to obtain an equivalent fixed power value for the whole year is as follows: 

PL = Pr * Nh,l/Nh (6) 

With: 
- PL: the equivalent fixed lighting power, considered used the whole year [W/m²]; 
- Pr: the realistic installed power, according to installation efficiency [W/m²]; 
- Nh,l: the number of hours during which artificial lighting is needed: 1,307.5 hours/year. 
- Nh: the length of the year: 8,760 hours. 

This gives, for the three case studies, an equivalent fixed power value of 0.6 W/m² for the 
apartment, 0.75 W/m² for the row house and 0.9 W/m² for the detached house. The 
corresponding internal gains are evaluated as follow: 

QL = PL * A ch * td (7) 

With: 
- QL: the daily internal gains due to artificial lighting [J]; 
- Ach: the heated floor area, as defined in the regulatory calculation method (Wallonie, 

2013) [m²]; 
- td: the length of a day: 86,400 s.  

Internal gains 

These  three  components  are  added  as  follows,  to  represent  the  average  internal  gains 
corresponding to the occupation pattern distribution, equipment and lighting: 

QI,a,d = QE + QO,T,a + QL (8) 

With QI,a,d : the average total daily internal gains due to equipment, occupation and lighting [J]. 
The value for each month is obtained thus: 

QI,a,m = QI,a,d * Nd,m * 10-6 (9) 

With: 
- QI,a,m: the monthly internal gains due to occupation patterns, electric equipment and 

lighting habits [MJ]. 
- Nd,m: the number of days in the month (taking winter and summer vacations into 

account). 

Here are the final results for Qi,seci,m and QI,a,m: 

Apartment: 
- Official loads: Qi,seci,m ϵ [1,066 MJ, 1,180 MJ] 
- Calculated loads: QI,a,m ϵ [548 MJ, 686 MJ] 

Detached house: 
- Official loads: Qi,seci,m ϵ [1,369 MJ, 1,516 MJ] 

 

 
8 www.ephemeride.com 
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- Calculated loads: QI,a,m ϵ [1,024 MJ, 1,323 MJ] 

Row house: 
- Official loads: Qi,seci,m ϵ [1,524 MJ, 1,687 MJ] 
- Calculated loads: QI,a,m ϵ [1,002 MJ, 1,295 MJ] 

The lower calculated values can be explained by a single occupant in the apartment and out- 
working occupation patterns. 

Table 3: calculation of the internal loads for the row house 

 
 

In the official calculation method, these loads (added to solar gains), are tamed by a reduction 
factor, ηutil,heat,seci,m, the monthly heat gains application rate. It depends on the heat losses 
(through thermal envelop and ventilation) and heat gains ratio, and applies the following 
principle: when losses diminish and gains increase (in summer), the internal loads will be less 
used than in cold weather conditions: occupants use windows openings to regulate their indoor 
thermal comfort under overheating, so that the air renewal is larger than the fixed constant value 
used in the calculation. It has been decided to keep that part of the calculation method, taking 
the new internal gains into account to calculate that factor. 

4.3.3 Heating habits 

Heating period 

In order to adapt the calculation method to a more realistic, behaviour based approach, the next 
step is, obviously, to consider the heating patterns of the users. In the official approach, the heat 
is turned on when needed, in order to obtain an inside temperature of 18°C, day or night, which 
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can even lead to a heating consumption during the summer. In reality, dwellings are obviously 
not heated all day, let alone all year round. In the Belgian temperate climate, heating systems 

are often shut out from May to September included (depending, of course, on the climate, the 
building characteristics and the occupants’ comfort). This hypothesis will be considered here, 
since this particular enquiry was missing from the “beta version” questionnaire filled by the 
owners. Knowing the occupation patterns, it is however easy to extrapolate daily heating 
patterns and average number of heating hours per day. This last data is obtained using the 
presence/absence ratio, as visible in the table 3 above. The number of seconds in a month (tm in 
the official calculation method, see above Eq. 1) can be split between three terms: 

tm = tm,h + tm,lh + tm,nh (10) 

With: 
- tm,h: the number of seconds during which the heat is on [Ms]; 
- tm,lh: the number of seconds during which the set temperature is lowered [Ms]; 
- tm,nh: the number of seconds during which the heat is shut out [Ms].  

Set temperature 

Some people tend to heat less because of low income, environment-friendly behaviour or low- 
temperature comfort standard (Guerra-Santin, 2010); others tend to heat more (for obvious and 
opposite reasons). Some people heat the whole house; others only specific rooms (living room, 
bathroom…). Some need a strict and define comfort temperature; others tolerate a wider range 
of them. The definition of a comfort temperature is quite hard, as it depends on many 
parameters, among which the air temperature and average walls temperature, activity, clothing 
(Fanger, 1977), gender or even the time elapsed since the occupant last ate… When no 
thermostat allows precise temperature control, people are often not able to tell whether they 
heat to reach 18 or 22°C. They just seek sensible comfort, which could therefore fluctuate. 

All those parameters of comfort are difficult to apprehend in a questionnaire. Thus, this 
calculation method will use simple data: 

- Both houses owners announced the use of a thermostat, set to 21°C when inhabitants 
are present, and 16°C otherwise. Both set temperatures have to be integrated in the 
calculation method; they will referred below as “Tset,max” et “Tset,min”. 

- The apartment owner does not have a thermostat, and is therefore heating his home with 
deemed comfort for only parameter. The widely accepted average comfort temperature 
of 20°C will be adopted for this dwelling. 

Equations 

The set temperatures being integrated early (from the heat losses calculation) in the calculation 
method, the modifications have to be made in consequences. 

The heat losses through envelope are evaluated as follows in the official method: 

QT,heat,seci,m = HT,heat,seci * (18 – θe,m) * tm (11) 

With: 
- QT,heat,seci,m: the monthly heat losses through the envelope [MJ]; 
- HT,heat,seci: the transmission heat losses coefficient [W/K]; 
- θe,m: the monthly average exterior temperature [°C]; 
- tm: the length of the month [Ms]. 
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The modification is proposed as follows, for envelope heat losses: 

QT,heat,seci,m = HT,heat,seci * [(T set,max – θe,m) * tm,h + (Tset,min – θe,m) * tm,lh] (12) 
The same modification have to be implemented in the ventilation heat losses evaluation:  

QV,heat,seci,m = HV,heat,seci * [(T set,max – θe,m) * tm,h + (Tset,min – θe,m) * tm,lh] (13) 

These manipulations have two consequences: first, when tm,h = tm,lh = 0 (see Eq. 10), the heat 
losses will also equal zero. Second, by using other set temperatures and other climatic data, it 
happens that these equations result in negative figures, meaning heat gains instead of heat 
losses. No heating is therefore needed, and the related periods of time will not be taken into 
account in the heating consumptions (QT,heat,seci,m =0). The same happens with the ηutil,heat,seci,m 

(monthly heat gains application rate, see above) calculation, which has to be annulled when 
heat gains exceed heat losses. These adaptations insure that the net heating demand is null (not 
negative), and so will be the consumptions. 

4.3.4 Domestic Hot Water 

The other consumption evaluation which depends on the number of inhabitants is the domestic 
hot water (DHW) production. In the official method, the demand is calculated with the 
building’s protected volume as only parameter: 

Qwater,bathi,net,m = fbathi * max [64, 64 + 0,22 * (VPER – 192)] * tm (14) 

Qwater,sinki,net,m = fsinki * max [16, 16 + 0,055 * (VPER – 192)] * tm (15) 

With: 
- Qwater,bathi,net,m, Qwater,sinki,net,m: the net energy demand for a bath or a kitchen sink DHW 

consumption [MJ]; 
- fbathi, fsinki: the part of the bath or kitchen sink in the total DHW net energy demand [-]; 
- VPER: the protected (heated) volume of the EPB unit, as defined in the regulatory 

calculation method (Wallonie, 2013) [m³]; 
- tm: the length of the month [Ms]. 

 

In this study, we adopted as first approach the hypothesis of 45l of water to be heated, everyday, 
for each occupant, to a minimal temperature of 60°C (Hauglustaine, 1979). The water supplied 
everywhere in Belgium comes out of the network at an average temperature of 10°C. The net 
energy demand for DHW consumption becomes: 

Qwater,net,m = [Nlt * Nd,m * 4,1855 * (θwater,out – θwater,in)]/1000 (16) 

With: 
- Qwater,net,m: the net energy demand for domestic hot water production [MJ]; 
- Nlt: the number of litres to be heated [l]; 
- Nd,m: the number of days in the month (see above Eq. 9) [-]; 
- 4,1855: the energy needed to raise of 1°C the temperature of 1 cm³ of water [J]; 
- θwater,out: the temperature of the heated water = 60°C; 
- θwater,in: the temperature of the supplied water = 10°C. 

Here are the final results variations for Qwater,net,m: 
- Apartment: 

o Official demand: Qwater,seci,net,m ϵ [285 MJ, 315 MJ]; 
o Calculated demand: QI,a,m ϵ [226 MJ, 292 MJ]; 

- Detached house:  
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o Official demand: Qi,seci,m ϵ [409 MJ, 453 MJ]; 
o Calculated demand: QI,a,m ϵ [904 MJ, 1168 MJ]; 

- Row house: 
o Official demand: Qi,seci,m ϵ [473 MJ, 524 MJ]; 
o Calculated demand: QI,a,m ϵ [904 MJ, 1,168 MJ]. 

5. RESULTS 

Here are graphs that show three different consumptions for each dwelling: 
- The theoretical consumption: the result of the official Energy Performance Certificate, 

calculated with strict respect to the only regulatory method and procedure. 
- The calculated consumption: the result of all the modifications proposed here above: 

change of climate, adaptation to real occupancy, heating patterns and more realistic 
internal loads… 

- The real consumption, as announced by the dwellings owners. 
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Figure 1: Comparison of the theoretical (official) consumption, calculated (proposal) 
consumption and real consumption in the cases of the apartment (a), detached house (b) 

and row house (c). 

In the case of the apartment, the official standardised consumption was 4.46 to 5.49 times the 
real consumption on these 3 years (4.79 on average). The calculated consumption that integrates 
behaviour parameters is now 2.37 to 2.75 times the average real consumption (2.5 on average). 
The average consumption was thus decreased by 44 to 50% (47% on average). 

In the case of the detached house, the official standardised consumption was 2.33 to 3.19 times 
the real consumption on these 3 years (2.77 on average). The calculated consumption that 
integrates behaviour parameters is now 1.89 to 1.95 times the average real consumption (1.91 
on average). The average consumption was thus decreased by 19 to 41% (31% on average). 

In the case of the row house, the official standardised consumption was 1.24 to 1.81 times the 
real consumption on these 3 years (1.52 on average). The calculated consumption that integrates 
behaviour parameters is now 1.04 to 1.21 times the average real consumption (1.15 on average). 
The average consumption was thus decreased by 16 to 33% (25% on average). 

6. DISCUSSION AND CONCLUSION 

As foreseen, the calculated results are closer to real results, without entirely closing the gap. 
This is normal: the uncertainties of the Energy Performance Certificate approach are not all 
behaviour-related, but also stand in other specificities of the protocol. One examples stands in 
the default values that are attributed to heating and DHW systems efficiencies, according to 
their type and age, and induce obvious reservations towards consumption results. 

In the row house, better insulated and equipped with new systems characterised by “real” 
(acknowledged) efficiency rates, the gap is narrower, thanks to the increased data precision. 
This can also be seen in the case of the apartment, where the DHW system was given (by 
default) a (very) bad efficiency, due to an old boiler and a non insulated hot water loop. Having 
decreased the heating consumption, the part of DHW in the overall balance increases, inversely 
proportional to the accuracy of the data. As a general rule, the better known the heating and hot 
water producing systems efficiencies, the lower the influence of the number of inhabitants on 
the certification result. One idea could be to use another requirement of the 200/91/CE 
European Directive, the annual inspection of heating production systems, to get more accurate 
efficiency rates. 

The influence of the climate data is clear however: using real climatic data is surely an important 
factor to compare calculated results with real consumption data. 
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It seems that, with a small amount of additional data (on the number of inhabitants, the set 
temperatures, the heating schedules), the certification calculation method is strong enough to 
approach real consumption data. These results are encouraging but other parameters ought to 
be studied as well, like the presence of a thermostat which allows to better knowing the set 
temperature and heating periods, the actual heated volume as opposed to the indirectly heated 
volume… Literature (Allibe, 2012; De Groot et al., 2008; Wallenborn et al., 2006) brings also 
out several factors that influence the energy consumption of a dwelling: 

- Socio-demographic variables: skills and knowledge, income, occupation, type of 
housing, age of the head of the household, size of the family, rights on the dwelling 
(owner / tenant)... 

- Attitudes and representations: motivation to save energy, attitudes towards energy 
saving, comfort representation, perceived behaviour efficiency, social standards, 
identification to others, image of the dwelling, costs and benefits evaluation, 
representation of the available technology… 

- Behaviour variables: temperature in the main room, global temperature management, 
proportion of house not heated, number of days spent outside home, habits of 
ventilation, shower and bath frequency, use of available devices… 

The Energy Performance Certification is a great opportunity for monitoring and trying to 
improve the housing stock, in every country that wishes to reduce its energy consumption, but 
that potential remains underexploited. In order for the scheme to reach its goals, it is essential 
to find a way to make it understandable by anybody. Though acknowledging the necessity of 
presenting a “legal” result as a comparison base, based on the approved standardized calculation 
method, it is believed that other results could be displayed, based on building characteristics 
and a minimum of behavioural inputs, creating a closer bond between future renters/owners and 
the results displayed in the EPC. Also, a highlight of the financial implications is now evidently 
necessary: the certificate could be used to foresee a rough monthly bill (taking energy and rent 
or loan repayment into account). The expected outcomes would be the creation of a 
complementary “custom-made” certification that would help raise energy consumers’ 
awareness of their environmental impact. Also, data collection and actuation of the existing 
buildings stock energy consumption would be possible, with the creation of comprehensive 
benchmarking databases, fundamental for shaping smart strategies on urban / regional / national 
levels. 

Then, and only then, the EPC will be able to reach its goal and so become a tool for smarter 
cities. 
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The Mapping of Climate-Dependent Simplified Thermal Systems 
using State Space Models   

A.W.M. (Jos) van Schijndel  

 Eindhoven University of Technology, Netherlands  

1. ABSTRACT 

Performances of thermal systems are most of the time dependent on the external climate 
conditions.  This means a high performance of a specific innovation in a certain part of Europe, 
does not imply the same performances in other regions. The mapping of simulated building 
performances at the EU scale could prevent the waste of potential good ideas by identifying the 
best region for a specific system.  This paper presents a methodology for obtaining maps of 
performances of simplified thermal systems that are virtually spread over whole Europe using 
state space models. It is concluded that these maps are useful for finding regions at the EU 
where systems have the highest expected performances.    

Keywords: mapping, modeling, building, performance, state space 

2. INTRODUCTION 

Due to energy efficiency, there exist a lot of studies on thermal buildings systems. The 
performances of these systems for example, plate & tube collectors, air heat collectors, PV 
panels, etc., are mostly dependent on the external climate conditions.  This also means that a 
high performance of a specific system in a certain part of Europe, does not imply the same 
performances in other regions. Similar, systems that did not perform very well due to local 
climate conditions, and therefore not commercialised, could still perform quite well in other 
climates. The latter can be seen as ‘wasted’ innovations. The mapping of simulated building 
systems performances at the EU scale could prevent this wasting of potential good ideas by 
identifying the best region for a specific system.  This paper presents a methodology for 
obtaining maps of performances of thermal building systems that are virtually spread over 
whole Europe using state space models. This work presents a new and important step towards 
mapping of building systems performances and is based on two recent publications of van 
Schijndel and Schellen (2013) and Kramer et al. (2012). These two publications are summarized 
below as background information. A comprehensive literature study with references is already 
presented in both mentioned publications and therefore marginally included in this paper.   

2.1 Related work on maps by Schijndel and Schellen (2013) 

Due to the climate change debate, a lot of research and maps of external climate parameters are 
available.  However, maps of indoor climate performance parameters are still lacking. Van 
Schijndel and Schellen (2013) present a methodology for obtaining maps of performances of 
similar buildings that are virtually spread over whole Europe. The produced maps are useful 
for analyzing regional climate influence on building performance indicators such as energy use 
and indoor climate. This is shown using the Bestest building as a reference benchmark. An 
important application of the mapping tool is the visualization of potential building measures 
over the EU. Also the performances of single building components can be simulated and 
mapped. It is concluded that the presented method is efficient as it takes less than 15 minutes 
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to simulate and produce the maps on a 2.6GHz/4GB computer. Moreover, the approach is 
applicable for any type of building.    

2.2 Related work on state space modeling by Kramer et al. (2012) 

Kramer et al. (2012) provide a systematic literature review on simplified building models. 
Questions are answered like: what kind of modeling approaches are applied? What are their 
(dis)advantages? What are important modeling aspects? The review showed that simplified 
building models can be classified into neural network models (black-box), linear parametric 
models (black box or grey-box) and lumped capacitance models (white box). Research has 
mainly dealt with network topology, but more research is needed on the influence of input 
parameters. The review showed that particularly the modeling of the influence of sun irradiation 
and thermal capacitance is not performed consistently amongst researchers. Furthermore, a 
model with physical meaning, dealing with both temperature and relative humidity, is still 
lacking. Inverse modeling has been widely applied to determine models parameters. Different 
optimization algorithms have been used, but mainly the conventional Gaus-Newton and the 
newer Genetic Algorithms. However, the combination of algorithms to combine their strengths 
has not been researched. Despite all the attention for state of the art building performance 
simulation tools, simplified building models should not be forgotten since they have many 
useful applications.  

2.3 Goal and Outline 

The goal of this work is to present a methodology for producing performance maps of external 
climate related building systems by combining the above mentioned publications on mapping 
and state space modeling. Section 3 presents the mentioned methodology to produce maps of 
simplified thermal systems using state-space models based on a commercial case study. In 
Section 4, the conclusions and future research are provided.      

3. CREATING MAPS OF SYSTEMS INNOVATIONS USING STATE-SPACE (SS) 

A commercial case study is presented in this Section. Due to the patent protection of the 
industrial partner, some specific information is omitted without loss of generality. The 
innovation consists of a novel heat exchanger built inside a construction acting as a solar 
collector. Figure 1 shows the principle construction of the solar collector (in reality this is much 
more complicated). The solar collector will be used for the heating of water that directly can be 
used or stored for later use. Due to insulation, the heat exchange with the internal environment 
is negligible. 
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Figure 1: Construction of the solar collector 

3.1 Modeling 

A 3-State (3S) model was developed: 

�% ¶N�¶� = ℎ	D�Tamb�t! 7 T%! 7	 �Ü�4Ü�!Ý� $	aÞ	A	I�t!   (1) 

�' ¶N�¶� �		m	� c	�Tsup�t! 7	T'! $	 �Ü�4Ü�!Ý� 7		 �Ü�4Üä!Ý�    (2) 

�Q ��Q� � 	 �T' 7 TQ!R'  (3) 

Where 

Tamb(t) ambient (external) air temperature [oC] 

Tsup(t)  water supply temperature [oC] 

I(t)  external solar irradiance [W/m2]  

T1  external surface temperature [oC] 

T2  water return temperature [oC] = 

T3  internal wall temperature [oC] 

 

Parameters: 

m	�    water mass flow [kg/s]  

c  heat capacity of water [J/kgK]   

aI  solar absorption factor [-]  

h   heat transfer surface coefficient  [W/m2oC]  

A  surface [m2]  

d1  distance pipe to surface [m] 
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d2  distance pipe to insulation [m]  

k  heat conductivity of concrete [W/mK]  

R1  heat resistance [ K/W] = d1/(kA)  

R2  heat resistance [ K/W] = d2/(kA)  

Ci  heat capacity [J/ K] 

The model was implemented using standard state-space modeling facilities of MatLab 
HAMLab (2014).  The next Section shows the simulation and validations results. 

3.2 Validation 

Laboratory experiments were used to validate the models. We refer to the appendix for the 
details on the testing conditions.  All experiments were simulated using the proper parameters 
and boundary conditions. The results were compared in order to evaluate the predictability of 
the model. In Figure 2 the results for a typical experiment A is shown.   

 
Figure 2: The simulation of experiment A: Temperatures vs time of the measured  supply 

water(sup), the measured ambient air (amb), the simulated return water (Ret sim 1 & 2) and 
the measured return water (Ret).   

From Figure 2 we observed that the predictability of model was satisfactory. All other tested 
configurations provided similar good results. Therefore we conclude that the model is quite 
usable for further use.    

3.3 Simulation using a typical Dutch climate  

The model configuration A was simulated using a reference standard Dutch climate of deBilt.  
Figure 3 presents the result.  
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Figure 3: Simulation of model configuration A using a reference standard Dutch climate of 
deBilt.  Temperatures versus time of the external wall surface (opp), the water return (out), 

the mid wall (con), the water supply (sup) and ambient air (amb).    

The water supply temperature was constant held at 10 oC. The other two input signals: Ambient 
air temperature and solar irradiation were taken from the climate file. The main output signal is 
the return temperature (out). With this signal the output power can be calculated. This is shown 
in the next Section. 

3.4 Performance evaluation 

Figure 4 shows details of the model A configuration performance results.  
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Figure 4: Performance evaluation. Top: The simulated supply and return water temperatures 
versus time. Bottom: The heat flux [W/m2] of the incoming solar irradiation (Solar) and 

simulated output flux of the wall.  31.5 % of the year the wall system can be operated (PFt) 
The yearly mean efficiency is 41.5 % (PFp).     

The output flux Pout is calculated by:  

Pout(t) =(m ) ̇*c*( Tret(t)-Tsup(t))/A   (4) 

The overall performance is evaluated as follows: Firstly, P50(t) is defined as Pout(t) with a 
threshold of 50 W/m2. Below 50W/m2, the water return temperature drops below 10.7 oC and 
the wall system is too inefficient. For these values P50(t) = 0. Secondly, two performance (PF) 
indicators are defined as follows:    

PFt = Percentage of time of Pout(t) above threshold of 50 W  (5) 

i.e. percentage of time of possible operation [%]. 

PFp = 100* sum(P50(t))  / sum(I(t))    (6) 

i.e. the yearly mean efficiency [%]  

From Figure 4 it follows for configuration A, PFt=31.5% and PFp=41.5%.  The main parameter 
that affects the simulated performances is the mass flow of the water. Figure 5 provides the 
simulated performances PFt and PFp as functions of the mass flow.  



P12, Page 7 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

 

 

Figure 5: The simulated performances versus the mass flow. 

Figure 6 presents the influence of the pump energy and surface heat transfer coefficient.  

 

Figure 6: Influence of the pump energy and surface heat transfer coefficient. Top:  The 
influence of a change in heat transfer surface coefficient. Bottom: Correction of the 

performances using pump energy.  

For further simulations a more realistic surface heat transfer coefficient of 25 W/m2K is used 
instead of 7 W/m2K from the indoor experiment. The latter (i.e. h=7 W/m2K) was used for the 
validation of the experiments. Furthermore, for the water mass flow, values between 0.2 and 2 
l/min are used.   
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3.5 Parameter study  

During the project, the manufacturer of the solar collector wanted to know how the collector 
performed by changing the distance from the pipe to the surface and by changing the mass flow. 
Therefore the following parameters were varied for the parameter simulation study:  

* The distance from the pipe to the surface (default 35 mm) was varied: 20, 35 and 50 mm. 

* The mass flow (default 1 kg/min) was varied: 0.5, 1 and 2 kg/min.  

The results of the nine simulations are shown in Table I and II. 

   Table 1: Efficiency Performance 
Simulated yearly mean efficiency PFp [%] 

 d=20 mm d=35 mm d=50 mm 

MF=0.5 kg/min 30.6 24.7 20.2 

MF=  1 kg/min 39.0 30.9 25.2 

MF=  2 kg/min 44.3 34.8 28.0 

   Table 2:. Operation Time Performance 
Simulated Operation time PFt [%] 

 d=20 mm d=35 mm d=50 mm 

MF=0.5 kg/min 29.8 26.5 23.7 

MF=  1 kg/min 33.1 29.5 26.5 

MF=  2 kg/min 34.5 30.9 27.7 

The increase of the efficiency performance by moving the pipe more towards the surface and 
the increase in mass flow is of course quite obvious. The efficiency performance for a Dutch 
climate is 44.3% with the accompanying mass flow of 2 kg/min and pipe depth of 20 mm. This 
is a significant increase compared with 30.9% (flow of 1 kg/min and pipe depth of 35 mm). 
However there is a limitation on the smallest distance because due to constructive reasons the 
depth can not be smaller as 20 mm. Therefore a pipe depth of 20 mm is optimal. From figure 
6, it can be seen that a mass flow of 2 kg/min is also optimal, taking the pump energy into 
account.   

3.6 EU Mapping of the standard configuration 

By replacing the Dutch climate with the climates of weather stations presented in van Schijndel 
and Schellen (2013), it is quite easy to simulate the response of the system to each external 
climate using Meteonorm (2014). From the responses the performance indicators can be 
calculated (See previous Section). The results of the standard wall performances are shown in 
Figures 7 and 8.  These results are still based on the standard wall configuration A.  
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Figure 7: Efficiency (PFp) of the standard wall configuration. 
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Figure 8: Percentage of time operation (PFt) of the standard wall configuration. 

3.7 Simulation of optimized wall configurations  

All nine configurations of the parameter study (see Table I and II) were also simulated on the 
EU scale. For each weather station the best configuration out of nine was selected. These 
optimized wall configuration performances are presented in Figures 9 and 10.  
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Figure 9: Optimized wall configuration Efficiency (PFp). 

 

Figure 10: Optimized wall configuration Percentage of time operation (PFt). 
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From figure 10 it can be seen that large parts of Europe have efficiencies of at least 45%. 
From figure 10 it can be seen that the areas near the Mediterranean have percentages of time 
of operation above 60%. The latter means that the wall collector is also operational during 
parts of the night. 

4. DISCUSSION AND CONCLUSIONS 

In this paper a methodology was presented, for producing maps of external climate dependent 
simplified thermal systems, based on state-space models. The approach was successfully 
applied for a commercial case where, the main objective was to simulate and optimize the 
thermal performance of solar wall collector under different EU climate conditions using state 
space modeling:   

(1) The solar collector was successfully modelled;  

(2) The validation of this model using existing measurements was satisfactory; 

(3) The solar collector model was successfully simulation using 130 EU weather stations; 

(4) Estimation of minimal and maximal performance was done by a parameter study; 

(5) EU Maps of the performance were created.  

Large parts of Europe have solar collector efficiencies of at least 45%, the exact details are 
provided in Figure 9. Furthermore, areas near the Mediterranean have percentages of time of 
operation above 60% (exact details are shown in Figure 10). The latter means that the solar 
collector is even operational during parts of the night. It is concluded that this study shows that 
the solar collector could be applicable in large parts of Europe.  

Limitations. 

However, the reader should notice that the solar collector simulation results in this study are 
based on two assumptions: The supply water temperature is constant at 10 oC and all heat 
produced by the wall collector is usable at any time. Under most circumstances this is not very 
realistic. Therefore it is recommended to include buildings, systems and controllers details into 
the modeling for more realistic performance simulations and design of promising integrated 
configurations.   

Benefits. 

Currently we are working on a more general state space mapping tool in MatLab. This tool will 
become public available. With this tool the performances of any state-space can be mapped.      
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APPENDIX Testing Conditions 

To reach the main objective of providing a first estimate of the efficiency numerous 
experimental measurements are executed. A test setup was build at the laboratory  consisting 
of an array of infrared lamps, a cold water machine, pump with flow adjustment valves,  
temperature sensor in the ingoing flow and outgoing flow, four temperature sensors inside the 
solar collector, an air temperature sensor, pyrano meter and a balance for measurement of the 
flow quantity .  Photo 1, 2 and 3 give an impression of the test setup.  Each configuration has 
been measured for at least 5 hours to ensure that a stationary state was reached. 

 

Photo 1:  Array with IR lamps 

 

Photo 2: Front side of collector 
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Photo 3: Back site of collector with cool water unit, circulation pump and temperature 
sensors 

 

The settings for a typical experiment in the stationary part (between 350 and 525 minutes) were: 
• Radiation average 964 W/m2 

• Flow average state 1,80 kg/min  

• Average water temperature supply  11,2 0C 

• Average air temperature 23.7 0c 

The results of the experiment in the stationary part (between 350 and 525 minutes) were: 
• Average temperature return 18,0 0c 

• Average power out. 491 W/m2 

• Average efficiency  51,0% 
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1. ABSTRACT 

The design of an innovative building should include building overall energy flows estimation. 
They are principally related to main six influencing factors (IEA-ECB Annex 53): climate, 
building envelope and equipment, operation and maintenance, occupant behaviour and indoor 
environment conditions. Consequently, energy-related occupant behaviour should be taken into 
account by energy simulation software. Previous researches (Bourgeois et al. 2006, Buso 2012, 
Fabi 2012) already revealed the differences in terms of energy loads between considering 
occupants' behaviour as stochastic processes rather than deterministic inputs, due to the 
uncertain nature of human behaviour. In this paper, new stochastic models of users’ interaction 
with artificial lighting systems are developed and implemented in the energy simulation 
software IDA ICE. They were developed from field measurements in an office building in 
Prague. The aim is to evaluate the impact of a user's switching action over whole building 
energy consumption. Indeed, it is interesting not only to see the variance related to electric  
energy consumption, but the overall effect on  a building's energy load. 

Keywords: Lightswitching behaviour, stochastic models, energy simulation 

2. INTRODUCTION 

To predict better building energy consumption, as well as, occupant necessity in term of 
comfort, human interaction with building and its systems needs further investigations. Several 
experts from branches of study that vary from philosophy, social studies to more technical and 
scientific areas, tackle the uncertainty and differences of human behaviour. Building science 
undertook this effort observing reality. Researchers try to reproduce, as well as, forecast 
behaviours developing stochastic model, through statistical and random processes, based on 
environmental conditions. Different models and observations were carried out on how people 
interact with buildings adjusting blinds, opening or closing windows, changing temperature set 
point, switching on and off the light (Parys, 2011). These studies were undertaken through the 
implementation in energy simulation software of several occupant behaviour models. Fabi 
(2012) implemented, on the simulation software IDA ICE, stochastic models for window 
controls in residential buildings. Buso (2012) considered human uncertain interaction with 
shading devises and window operation in office buildings. Bourgeois et al. (2006) assessed the 
total energy impact of occupant behaviour in relation to lighting systems using Reinhart’s light- 
switch 2002 model (Reinhart, 2004) inside the sub-hourly occupancy control enabled on ESP- 

r. In fact, the most well-known and utilized stochastic model of occupant behaviour over 
artificial lighting system was developed by Reinhart in 2002. This study takes into account 
findings from different studies and it was firstly implemented in the lighting analysis software 
DAYSIM and online software light-switch Wizard. Here, occupants’ behaviour toward manual 
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lighting operational system in office buildings is modelled in order to expand the knowledge 
on which indoor and outdoor environmental conditions influence peoples’ behaviour as well as 
to predict their impact on electric energy usage in buildings. In fact, the development of this 
work is to implement part of the models built in energy simulation software in order to achieve 
predictions of possible energy consumptions, which take into consideration the uncertainty of 
user actions. The models were built over field measurements recorded from an office building 
in Prague. 

In this paper, firstly the light-switch 2002 developed by Reinhart is displayed, since it represents 
the principal reference in literature, then the method of implementation is illustrated along with 
its differences with the previous one. 

2.1 People actions upon artificial lighting in simulation software 

Even if ESP-r includes Hunt’s stochastic algorithm for manual light-switch, the most known 
and used algorithm for artificial lighting is the one developed by Reinhart (2004). This study 
was first implemented in the daylight simulation program DAYSIM and the online tool light- 
switch Wizard. Then, other researchers incorporated this algorithm into whole-building energy 
simulation programs: Bourgeois (2006) included this algorithm into his Sub-Hourly Occupancy 
Control (SHOCC) enabled on ESP-r; Daum and Morel (2009) used it on IDA ICE in order to 
assess the total energy impact of manual and optimized blind controls with different lighting 
schedules. 

Reinhart proposed a manual stochastic lighting and deterministic blind control algorithm based 
on a recent review, made by himself and Voss (2003), on a section of studies made in Canada, 
Japan, Germany, the UK and the United States. The figure below illustrates in detail how the 
Lightswitch-2002 algorithm processes every 5-min: illuminance and occupancy are the input 
data. The occupancy is simulated with an adapted version of Newsham’s stochastic model 
(Reinhart, 2001). At each time-step the electric lighting and blind status are set according to the 
outcome of the loop illustrated. The coloured parts of the graph represent the stochastic model 
used to infer the switching probability: the red part represents switch on at arrival and it is 
employed twice; the green part represents the switch on during the presence; the blue part 
represents switch off at departure. 

In processing the model, it is possible to choose between 4 types of occupants (Fig. 2), 
depending on their attitude towards operating blinds and windows. Two users are distinguished 
for lighting in this model: 

- Users who paid more attention to the indoor lighting conditions and used the artificial 
lighting system in relation to daylight availability on the work plan. In particular, in this case, 
he included the probability inferred by Hunt (1979) concerning the switch on action on arrival, 
and the one inferred by Pigg et al. (1996) for the switch off, and, eventually, his own study for 
the intermediate switch on probability. 

- Users who do not care about daylight and continually use artificial lighting. 

The stochastic models for the first user type ran through random processes while the latter is 
represented as deterministic factor. 

For the blinds instead, he inserted one automated and two manual blind control strategies. An 
automated blind control if blinds are completely lowered when incoming direct solar irradiance 
reaches more than 50W/m2 over the work plan while the blinds are fully opened otherwise. A 
dynamic manual blind control if blinds are completely lowered when incoming direct solar 
irradiance above 50W/m2 superscripts the work plan and fully re-opened just once a day in the  
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Figure 1: Light-switch 2002 algorithm 

morning upon arrival. Moreover a static manual blind control is taken into account if blinds are 
always entirely lowered. 

As we can see from the algorithm represented in Fig.1, the lighting system is directly 
interrelated with the blinds’ setting. However, the blinds’ position is deterministically treated, 
even if it is based on assumptions made after a review of field observations. 

 
Figure 2: User types described by Light-switch 2002. 

3. CASE STUDY 

Data on how people interact with artificial lighting in real life are needed in order to develop a 
stochastic model on how light switch’s operations are carried out by occupants. In this study 
the data are collected within the framework of the European project “Clear-up”. 
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Its aim is the development of new technological solutions, based on the integration of new 
building technologies along with control strategies, in order to optimize the energy efficiency 
and indoor quality of existing buildings, while also stressing the importance of their 
affordability and user-handiness. To achieve results, several tests on real building have been 
carried out. The data, used to model occupant behaviour, were measured at the Czech Technical 
University (CTU) Civil Engineering Faculty Building in Prague. It is a typical example of 
1970’s architecture, a sixteen-storey building, which has a centralized heating and ventilation 
system but it is characterized by poor thermal insulation and no air conditioning and no building 
management system (It has actually just been refurbished in July 2013.) 

 
Figure 3: Building’s localization and views. 

The Clear-up team instrumented for measurements eight almost identical offices, located on the 
second floor, and provided them with an “active” management system. They are 5 m x 3 m in 
size with a floor to ceiling height of 3.3 m. There is just one insulated external wall, facing 
South-West, with two windows 1.5 m x 1.6 m, while the others walls separate each room from 
the others and the corridor. 

The following variables were organized together with a common time step of 5 minutes. Indoor 
environment: 

- Air temperature [°C] 
- Relative Humidity [%] 
- VOC concentration [ppm] 
- Illuminance in the middle of the room(depth) [lux] 
- Illuminance on the desk [lux] 
- Illuminance at the window [lux] 
- Illuminance ratio depth/window [-] 
- Illuminance ration depth/desk [-] 
- Blind position [%] 
- Operating state of ceiling luminaire [0/1] 
- Operating state of standing lamp [0/1] 
- Door contact [0/1] 
- Window contact [0/1] 
- Ceiling luminaire switch [0/1] 
- Standing lamp switch [0/1] 
- Moment of presence [arrival/intermediate/departure] 

Outdoor environment: 

- Air temperature [°C] 
- Relative Humidity [%] 
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- Vertical illuminance on the façade [lux] 
- Horizontal illuminance [lux] 
- Wind velocity [m/s] 
- CO2 concentration [ppm] 
- VOC concentration [ppm] 
- Sun elevation [°] 
- Azimut [°] 
- Rain detector [0/1] 

3.1 Models development 

Multivariate logistic regression with interactions between selected variables was used to infer 
the probability of a light switching on and off event. The method relies on the probability 
function described on equation 1. The models predict the probability of an action (switching on 
or switching off) using equation 1, where p is the probability of switching on/off the light, a 
and bn are the coefficients in the tables presented in figure 4 and xn are the associated variables 
(temperature, CO2 concentration etc.). Moreover, this equation takes into account the 
interactions between variables by adding interaction terms to the model. 

log ` E1 − Ea = � + �% ∙ C% + �' ∙ C' + ⋯ + �
 ∙ C
 + �%' ∙ C% ∙ C' + �%Q ∙ C% ∙ CQ + ⋯ (1) 

The models are described in the following figure (Figure 4). 

 
Figure 4: Stochastic model, based on logistic regression, to implement on IDA ICE 

For example, the probability of switch on actions during occupants’ periods of arrival could be 
inferred using the following logistic regression function: 

log E1 − E = 1.42 − 0.22 log�£Ú,� + 1� + 1.8 ∗ 104Q£<@ − 0.26�@ − 4.2 ∗ 104' £ê]i� [gh (2) 

Where Ev,w represents the variable illuminance at the window, Emr the illuminance in the middle 
of the room and TO the room temperature.  

It is possible to see that, in order to formulate the equation, type of user as well as the moment 
of the presence were specified since the intercept values depend upon these factors as figure 4 
describes. It is evident that the equation does not present interactions among variables and its 
simplicity is useful for its final implementation in simulation software. 
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The switch-off models were inferred from active and passive databases. The probability of 
turning off the light for active users does not display the moment of presence as a factor and 
always results higher than the one inferred from passive occupants. 

4. SOTWARE IMPLEMENTATION 

The stochastic models inferred from field measurement in the office building of the Czech 
Technical University (CTU), Civil Engineering Faculty in Prague (paper II) were implemented 
in the simulation software IDA ICE. 

IDA ICE is a whole-building simulation software for thermal indoor climate and energy 
consumption, developed by EQUA. The first version, made in 1998, was originally elaborated 
at the Royal Institute of Technology in Stockholm (KTH) and at the Helsinki University of 
Technology. 

Its strength lies in the fact that it is an equation based modelling tool which uses the formal 
languages Modelica or Neutral Model Formal. For this reason it is user friendly and, with its 
expert interface (Fig. 4), allows quick expansion with the addition of new mathematical 
equation. Fabi (2013), D’Oca (2012) and Buso (2012) already implemented different stochastic 
models in IDA ICE to predict occupant actions over several building system in both residential 
and office buildings. In this work the expert edition of the latest version 4.5.1 was used. 

It was decided to use as a reference building the construction were the measures were recorded. 
This choice was taken in order to not disregard the overall applicability of the illustrative model 
in the general context of office building, but it is necessary to assess it firstly on its original 
context in order to evaluate the differences between the deterministic approach and the 
stochastic one in building energy simulation. Specifically, an office of the Micro-environmental 
and Building Services Engineering Department of the CTU university in Prague was modelled 
on IDA ICE. 

In particular the location, orientation and building envelope characteristics were set in 
accordance to the real construction. The office, 5 m x 3 m, is at the second floor of the sixteen- 
storey building, the floor to ceiling height is 3.3 m and it was provide with two south-west 
facing windows of 1.4m x 1.6 m. 

Since it is a typical example of 1970’s architecture, it could be assumed that it was 
predominantly made by concrete with poor insulation level and thermal bridge prevention. 
However, the model was implemented with the Vacuum Insulated Panel that were added to the 
external wall from the inside in order to carry out other experiments connected to the European 
Clear-up project, that aim to the development of new technological solutions in order to 
optimize the energy efficiency and indoor quality of existing buildings. The thermal 
transmittances adopted are described in the following figure (Figure 5). 

 
Figure 5: Stochastic model, based on logistic regression, to implement on IDA ICE. 

During the measurement period, the building was provided with diverse control strategies for 
the heating as well as for mechanical ventilation systems. In this modelling, the air change flow 
rate was fixed to 30 m3/h, which represents the basic operational state of the system. The 
thermal zone was equipped with 2 waterborne radiators with constant heating set-point of 21°C, 
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in accordance to the comfort category I for cellular offices described in Standard EN 
15251:2006. 

The office was provided with an additional standard cooling device, having set-point of 25.5°C 
(Standard EN 15251:2006), in order to evaluate also how cooling and heating loads varies in 
relation to the stochastic and deterministic approach for simulating artificial lighting use. 
Indeed, it was already proved how, in general, the use of artificial lighting effects not only the 
electrical energy consumption but also the heating and cooling demands. The boiler operational 
schedule was set always on while chiller’s operational time was adopted almost to users’ 
occupancy from 9.00 to 18.00 during working days. Specifically, the occupancy schedule was 
set from 9.00 to 12.00 in the morning and 13.00 to 18.00 in the afternoon in the attempt to better 
replicate the occupancy resulted from measurements. The artificial lighting system was 
composed by six sources with an emitted power for unit of 35 W, a luminous efficacy of 80 
lm/W and it was scheduled as the occupant presence. The emitted heat for the equipment was 
set 15 W/m2 following the setting described by TEBE research group for the office reference 
building (Buso, 2012). Only internal blinds were considered in the model and they were 
included with a deterministic control strategy based on sun and occupant’s schedule. In 
particular blinds were disposed to be fully lowered when incoming direct solar irradiance is 
above 50W/m2. 

5. RESULTS 

The energy loads obtained from deterministic simulation are displayed first. In particular, two 
outputs characterized by different controls of lighting are stressed: 

1. Lights are always set on during occupancy presence (Figure 6) 
2. Ideally controlled lighting use: lights are turned on if the daylight level at the work plan 

is lower than 100 lux, while they are automatically switched off when it is higher than 
500 lux  (Figure 7) 

 
Figure 6: Output graph of IDA ICE describing energy balance on yearly base with a constant 

use of lighting during occupancy 
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Figure 7: Output graph of IDA ICE describing energy balance on yearly base with a lighting 

use dependent on daylight level. 

This setting, even if it considers two values highlighted by Reinhart (2001) and Hunt (1979) 
has turning points for people actions, still represents a deterministic input and of course it is 
strictly related by the blinds position. It reproduces the operation of an automatic controller. 
From these two settings it emerges already the range between what it is supposed to be an ideal 
control and a pessimistic option. However it does not depict a high difference between heating 
and cooling loads. 

5.1 Stochastic algorithm implementation 

The models described in the previous tables (figure 4) were implemented on IDA ICE following 
a similar algorithm used by Valentina Fabi (2013). 

 
Figure 8: Algorithm for the implementation in IDA ICE 

The logistic regression model for switching on and off the lights could be directly inserted in 
IDA ICE thanks to its equation-based modelling system. All the variables needed were 
connected to those corresponding in the simulation program, for example the room temperature 
was directly inserted as a continuous input for the logistic function. In order to distinguish 
among arrival, intermediate and departure period a schedule was introduced. 
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Given the probability outcome, it is compared to a random number in order to get the 
deterministic signal, for example a P value higher than the random number will give as output 
1 (switch on). Then the signals are checked through a simple equation in order to make sure 
that a switch-on signal is not given at the same time of a switch-off one. Finally the control is 
given. The algorithm loop for every time step and since there are two types of users the 
algorithm was applied twice. 

6. DISCUSSION AND CONCLUSION 

From the implementation carried on so far, general limitations could be outlined in order to 
suggest improvements in its implementation for further researches on energy consumption 
related to artificial lighting. Moreover, a general comparison with the light-switch 2002 model 
along with its results’ review is undertaken in order to emphasize the importance of how a 
stochastic models of occupants’ behaviour related to artificial lighting could affect energy 
consumption. 

Actually, two main limitations of the implementation can be recorded. Firstly, the occupancy 
has been scheduled deterministically and even if the switching actions will take place randomly 
according to the logistic function, the fixed schedule influenced the probability since the 
moment of presence is introduced as drivers: in the first 15 minutes of presence there is a higher 
probability that the light will be turned on and in this case, the 15 minutes are fixed from 6:00 
to 6:15 in the morning. Furthermore, all the variables presented in the statistical results were 
related to their correspondence in the simulations software, but for some of them 
approximations were made. The lux levels measured in the middle of the room were included 
as illuminance at the desk. For what concern the illuminance values recorded at the window, 
the software’s corresponding variable took into account the blinds since the lux level is 
evaluated behind the shading; consequently, within this implementation, the simulation can be 
run only without considering blinds. Another loop in order to solve this situation should be 
added with the perspective to combine this model with a stochastic model for shading control. 

Reinhart’s model and the stochastic model presented in this paper differ even if they got the 
same long-term aim to develop a more reliable users’ action control strategy in energy 
simulation. 

First of all, Reinhart developed a model with a higher level of applicability. It is already 
implemented in several simulation software and used by designers. It is based on a review of 
field studies and only considered the main drivers gathered: moment of users’ presence; 
duration of absence time; daylight illuminance at the work plan. 

Its use already highlights how actual electric lighting energy demand in an office is closely 
associated with the occupant’s user type (Reinhart, 2004): it varies between 10 and 39 
kWh/m2year depending if active or passive users is considered. Bourgeois et al. (2006) showed 
a similar discrepancy and furthermore, they also evaluated how much impact there is on heating 
and cooling energy loads. 

The results support the general knowledge that reduction in lighting use will create, not with a 
linear proportion, a reduction in cooling loads while increase heating needs. On the other hand, 
they also underlined how the presence of a switch off sensor could imply a reduction in energy 
consumption of 20 % since the probability to turn off the lights spontaneously is very low. 
Nevertheless, despite its recognised relevance, in this model the majority of users’ profiles are 
still fixed. Only one light switch profile is based on the stochastic approach and its definition is 
strictly related to the blinds’ positions that are set deterministically. As Reinhart stressed the 
underlying behavioural patterns still represent a “preliminary” option. 
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The data collected in Prague inferred models that do not highlight interrelation between blind 
state and user interaction with the lighting system. Consequently, simulation does not integrate 
lighting and shading system patterns. 

It could be assumed that the use of these models will determine even lower energy consumption 
than the one evaluated by light-switch 2002 since the probability of switching the light on is so 
infrequent. However, probably also in this case the addition of an occupancy-sensing switching 
OFF system could produce lower energy consumption. 

Nevertheless, undoubtedly the two new models do not reflect all possible users’ behaviour in 
relation to lighting system and its uncertainties. They are based upon the observation of only 
few users and, even if they have been called active and passive, in general, they could be seen 
as different hints of a single user type: people not so used to operate actions over the light 
system. 

The differences between all the models highlights how interaction between users and artificial 
lighting is strictly related to the users themselves and probably to some circumstantial aspects 
that the models do not consider in their implementation for example seating orientation and 
controls’ location. In particular, the new models’ accuracy is decrease by the presence of a floor 
standing lamp. 

For all the above-mentioned aspects, it becomes even more relevant the stochastic approach 
proposed by Fabi (2013) and Corgnati et al. (2006). It implies a probabilistic approach for the 
evaluation of both input and output parameters, due to the variability and unpredictability 
related to the whole building operation. The result of the design process should not be a single 
value, but the probability to fulfil a certain performance. Concerning human behaviour, the 
probabilistic output could be evaluated considering several user types, defined by different 
stochastic processes, for each interaction between occupants and building systems. 
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1. ABSTRACT 

The energy use saving potential by improving the operation of building control is estimated to 
range from 10 to 30% of total HVAC energy use, in addition to savings from major retrofits 
performed in the same buildings. Often, inefficient operation is caused by control flaws, 
equipment flaws or changes in the building use. Continuous Commissioning (CC) is the set of 
actions taken to optimize the operational efficiency of the HVAC system. 

Recent advances in the framework of system identification can help to realize and automate 
part of this CC process, by using low order predictive models as controller models. However, 
a crucial aspect for model based CC is the selection of a suitable simplified model. 

To demonstrate this point, one specific CC task has been chosen: Optimized heating start-up 
(OS). For this task, a case-specific comparison is made between several model based 
algorithms: a first order bi-linear, second order non-linear and high-order black box model, 
using a detailed multi-zone white box model as an emulator. 

The prediction accuracy, simulation performance and control performance in this CC-task are 
investigated for each of these low order models, taking into account the required information, 
the model development time and the simulation time. This comparison sheds light on the 
(dis)advantages of each simplified model structure for the chosen CC-application. 

Keywords: HVAC start-up, simulation based performance evaluation, model selection, low 
order modelling 

2. INTRODUCTION 

Most tertiary buildings are occupied only during fixed, scheduled periods, mainly coinciding 
with weekdays. The primary purpose of a heating, ventilation, and air conditioning system 
(HVAC-system) is to maintain indoor conditions (a.o. temperature) at an acceptable comfort 
level during these occupied periods. Thermal comfort is mostly controlled by keeping the 
operative temperature within a fixed temperature band, determined by one or more set points 
and/or a dead band. A secondary target is to obtain this comfort level in an energy-efficient 
way. 

During the unoccupied off-hours this tight zone temperature control is mostly not required, and 
is therefore often loosened to a much wider temperature band to save energy. The latter control 
strategy, called night or weekend setback (NSB), has received substantial academic and 
industrial attention since the energy crisis in the 70’s, due to the relatively high potential for 
energy savings (12-34% according to Yang I.H. (2003)), its simple implementation and minimal 
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impact on thermal comfort during occupancy, compared to other energy saving control 
strategies. 

It is widely accepted and illustrated (Bloomfield et al, 1977, Fraisse et al 1997) both by 
simulations and real-life demonstrations, that NSB-control strategy is especially valuable in 
buildings with lower insulation levels and low thermal mass, in cold climates with a mild mid-
season. Energy savings up to 34% were realised, compared to a fixed set point control, while 
ensuring thermal comfort during scheduled occupancy (Yang et al, 2003). In buildings with 
higher thermal mass, savings up to 15% were reported (Moretza M. et al,1995), but for some 
combinations of building usage and HVAC-specifications in buildings with high thermal mass, 
a NSB strategy can even be less efficient than maintaining constant zone temperatures during 
unoccupied periods2. The savings potential of NSB is positively correlated with the diurnal 
temperature difference, and negatively with the outdoor night temperature, duration of 
occupancy and switching frequency of occupancy. The magnitude of night setback is also a 
decisive factor, with typical optimal values between 2 and 12°C, highly dependent on the 
climate, HVAC capacity and building thermal capacity. In this paper, a night and weekend 
setback of 5°C has been selected, based on the research of Guo W. et al (2010), who investigated 
optimal NSB values for double-corridor classroom buildings in several climate zones. 

To ensure that the thermal conditions are restored to a tight thermal comfort band before the 
building is occupied, the HVAC-system (including plant, distribution system and emitters) 
should be re-activated at a suitable time, early enough to guarantee thermal comfort, but late 
enough to increase energy savings to a maximal extent.  

For heating mode, the required time with continuous full capacity heating, to reach the comfort 
set point just before scheduled occupancy, is called the “warm-up time” (WT) or “ramp time”. 
Its magnitude depends on many factors, a.o. the ambient conditions, building/ HVAC sizing, 
building/ HVAC states, timing and magnitude of external (e.g. irradiation) and internal gains 
(e.g. occupancy, equipment, lighting) and HVAC control settings. Especially buildings with 
higher thermal mass (Moretza.et all, 1995) have potentially large benefits from an optimised 
HVAC start-up strategy. But, also light-weight buildings in harsh climates, where (mid-season) 
ambient conditions can substantially deviate from the design conditions may benefit from 
improved start-up control (Bloomfield et al, 1977). 

A similar start-up control strategy might be applied to cooling mode or ventilation. However, 
in most office buildings, the main occupation period starts after the coldest diurnal period of 
the day (the night), which typically has lower internal and external heat gains.  Therefore, 
cooling (start-up) is rarely required in the morning. Optimised night (purge) ventilation timing 
or optimised cooling stop timing might have a slight energetic and comfort impact, but since 
the considered case is in a heating-dominated climate, it is not taken into account in this paper. 
It could however be evaluated in a similar way as heating start-up control.  

2.1 Optimised start-up (OS) timing: State of the art 

Optimised start-up (OS)3 timing is an operational strategy in HVAC-automation, which 
“automatically” determines the appropriate time to start HVAC systems to ensure the facility 

                                                 
2  For example, when limited reheating capability is available (small pre-heating ratio),  or when 

HVAC full-load efficiency is (substantially) lower than part load efficiency. 
3 A plethora of methods and names are used to describe these algorithms,, both in industry and 

academia: the algorithms have been labelled with “Optimum”, “Optimal”, “Optimised”, “Adaptive” 
or “Intelligent”-tags, or are referred to with brand specific terminology. In this paper, the family of 
algorithms used for these purposes, is consistently named “Optimised Start-up (OS) timing”. 
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is comfortably conditioned for occupants during a scheduled time (Johnson Controls, 2011). 
These strategies can result in important energy savings and reduced HVAC operating hours, 
compared to a fixed start-up timing during the year, determined based on the worst case design 
conditions (coldest or warmest morning in the year).  The maximum savings attainable using 
OS, are negatively correlated with the unoccupied period (%) and the steady state heat losses 
(W/m²); and positively with the dominant time constant(s) (h-1), occupation frequency (Hz) and 
the installed HVAC capacity (W/m²) (Bloomfield, 1977). 

The modelling and implementation for a stop (pre-emptive shutdown) of the HVAC system 
before the occupancy period is over (optimised stop timing) is very similar to the methodologies 
used for OS, but for a heating and cooling system in commercial buildings, the savings related 
to optimised stop at the end of the (scheduled) occupation period are negligible compared to 
the heating savings potential for optimised start-up (Bloomfield et al, 1977). Therefore, this 
paper focusses on heating OS only. 

Theoretically, optimal start-up timing of an existing HVAC plant in a building, is attainable 
using the optimal control theory (Pontryagin, 1964) applied through emulations (Zaheer-uddin, 
1993, House et al., 1994). However, this would require access to (near-)perfect thermal models 
of the building and HVAC system, a means to accurately estimate the current states of this 
building and HVAC system, together with (near-)perfect forecasts of the occupancy and 
disturbances. Despite the high penetration of distributed sensor networks and centralised 
building energy management systems (BEMS) in tertiary buildings, acquiring such detailed 
models, predictions and state information is still not economically feasible for “a typical” 
HVAC control application in  “a typical” tertiary building. 

The response of a zone temperature to the start-up of an HVAC-system (on/off) can typically 
be modelled by a multiple input, single output (MISO) system, with a dominating time constant 
for each set of thermal capacitances in the room (Trčka 2010). The most important thermal 
capacitances in HVAC in buildings (especially heavy-weight buildings) are the activated 
thermal capacity in building components (e.g. walls and floors), and the thermal capacity in 
zone areas (air/furniture) (Sourbron et al, 2011). As an OS control strategy is often embedded 
in a fast feedback loop, information about model and plant mismatch can be used to improve 
model parameters (manually or adaptively), or can be fed back to the process through a (local) 
PID loop. These two factors contribute to the fact that low order models can be used 
successfully in OS algorithms, which might be slightly sub-optimal (Bloomfield, 1977), but 
less burdensome to implement in practice. 

Although the first thermostats incorporating NSB were developed more than 100 years ago 
(1904), the first OS-algorithms were developed and patented much later, around the start of the 
energy crisis in 1973 (Bloomfield et al, 1977). The interest in NSB, OS and other energy saving 
algorithms has increased again since the beginning of the 21st century, both due to the more 
stringent energy regulations in Europe (EPBD recast, 2010) and due to vastly modified building 
practices in Western Europe. The steady state losses and heat production capacity in modern 
tertiary buildings are significantly reduced, compared to older buildings (due to the increased 
building envelope insulation and modern HVAC technologies, e.g. heat pumps) (BPIE, 2010).  

On the other hand, due to large glazing percentage and intense building use and consumer 
electronics, the influence of internal and solar gains is increasing in modern buildings. Under 
these conditions, the transient heat gains (solar and internal gains) become more dominant 
compared to the steady state heat losses (Kummert M. et al, 2001, Van Der Veken J., 2011, 
Ardehali et al, 1997).  This results in large variations of the “heat gains to heat losses”-ratio 
over the year, leading to reduced energetic efficiencies for conventional, control strategies such 
as weather compensated control (WCC) (Verhelst, 2010) and fixed start-up timing after NSB. 
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For these building types, a more dynamic HVAC start-up strategy can lead to additional 
savings. 

2.2 OS algorithms 

Despite the prevalence of OS algorithms in both ancient thermostats and modern BEMS, very 
few BEMS manufacturers openly document the model structure and algorithms used in their 
products; and only a limited amount of standardisation around this topic exists in Europe. Two 
European standards (EN 12098-2:2003 and EN 12098-1: 2013) describe the minimal theoretical 
requirements4 and test conditions for “optimal start-up algorithms”, but no further enforcements 
are made. 

Nevertheless, an overview of the evolution of OS-algorithms can be made, based on the existing 
literature and patents.  Table 1 provides a (non-exhaustive) overview of commercial OS 
algorithms, whereas table 2 gives a summary of academic OS algorithms. For each algorithm, 
the algorithm name, author, model structure and type, meaning of parameters and level of 
implementation are mentioned.  

All patented OS algorithms listed in table 1, use a single control (output) variable y, namely the 
time of HVAC start-up tstart. Two input variables are used in each OS-algorithm, namely the 
start time of occupancy tocc,start and the desired set point temperature at the start of the occupied 
period Tzone, set point. Frequently, additional input variables are: the outdoor air temperature Tex, 
current or historic internal zone air temperatures Tzone, current temperatures of adjacent zones 
Tadj, occupation schedules, HVAC schedules, and historic measurements of temperatures, 
states, occupancy and performance. Some algorithms are trained only once during 
commissioning, with fixed model parameters per zone or per plant, others algorithms are self-
learning, which means that tuning parameters are adjusted online, based on (short or long-term) 
historical performance. More recent patents also include OS algorithms which take into account 
utility time of day pricing information (e.g. Patent US 8204628 B2). 

The listed academic OS-algorithms (see table 2), range from applying a “simple” adjustable 
start-up time per zone (0th order model), a fixed schedule based on outdoor temperature value 
or difference between indoor temperature and set point (linear, 1st order models), over 
exponential models (nonlinear), to “more complex” algorithms with multiple input parameters 
(MISO, piecewise linear or non-linear, nth order models). 

 
  

                                                 
4  Using a simple building and HVAC emulation model, the BEMS OS-performance is judged at two ambient conditions (-5 °C and 

+5 °C), by the timely realization of zone set point temperature (allowed offset: 15 minutes) and a limited zone temperature overshoot (allowed 
offset: 0.5 °C ). 
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Table 1: (non-exhaustive) Summary of Optimised HVAC start-up (OS)-algorithms found in 
patents 

Brand, product &  
algorithm name 

Model type  
and structure 

Meaning of model 
Parameters 

Level of 
implementation and 
notes 

Johnson controls 
Metasys (DX9100), 
Optimal start/stop 
(Johnson Controls, 
2010) 

Type: bi-linear  
 
Stucture:  
Δtz =a ΔTex + b ΔTt +c  

a: insulation and HVAC 
capacity dependence 
b: thermal capacity 
dependence 
c: lag time dependence 

Plant level 

Siemens, visonik 
BPS, Optimum start-
stop program  (OSTP) 
(Siemens, 2000) 

Type: Dynamic, 
adaptive bi-linear 

Stucture:  
Δtz =a ΔTex + b ΔTt 

a: insulation and HVAC 

capacity dependence  
b: thermal capacity 
dependence  

Zone level 

Honeywell,  Adaptive 
Intelligent Recovery 
(AIR) 

(Honywell, 2012) 

Type: Non-linear, 
transient model,  

Structure: 
ΔTz = ΔTt + ( 1 – eΔTex/a) * (b – ΔTt) 

a: dominant time 
constant = tau,  
b: Steady state heat 
rise ΔTSS.  

Zone level 

 

Adaptive 
recalculation 

Computrols CBAS, 
Adaptive Optimal 
Start and Internal Set 
points 

(Computrols 2005) 

Type: bi-linear model 

Stucture:  
ΔTz =a ΔTex + b ΔTt 

+c 

a: insulation and HVAC 
capacity dependence  
b: thermal capacity 
dependence  

c: lag time dependence 

Zone level 

Adaptive 
recalculation 
(<16days history) 

Nest, Night time 
temperature 
economiser (Nest 
2012) 

Type: non-linear 
(Exponential ) model 

Structure: 
ΔTz = a/( 1 – eb*ΔTex-a) 
– a^-1.95 

N/A Zone level,  

adaptive tuning 

Sauter EQJW145 
heating controller 

Type: Linear model 

Structure: 
ΔTz = a * ΔTt 

a: insulation and HVAC 

capacity dependence 
Plant level 
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Table 2: (non-exhaustive) Summary of Optimised HVAC start-up (OS)-algorithms found in 
the literature 

Researcher(s), 
Publication 
Year and 
algorithm name  

Model type and 
structure 

Model Parameters Level of 
implementation and 
notes 

Bloomfield et al, 
1977 , Optimum 
start control 

Type: Linear 
model,  

(states assumed 
known) 
 

Structure: 
ΔTz =a ΔTex + b ΔTt 

+ c 

a,b and c can be identified 
uniquely, for a perfect 1R2C 
building and no disturbances, 
using building and HVAC 
properties. 

Plant level (emulated 
RC network) Linear 
RC model with two 
thermal capacities.  

Control model equals 
emulator model. 

 

Zaheer-
Uddin,1993, 
Modified  

Lag 
compensation 

Type: Polynomial 
(linear) model with 
feedback. 

Structure: 

ΔTz 
 = ai*[T ex, Tt, 

Tadj]+ bi * (ei) 

 

ai: plant response parameters 

bi: loop gain sensitivity 

Plant level 

Fraisse et al, 
1996, 
Optimising 
heating-restart 
time 

Type: 

Fuzzy Logic model 
using PI, PD and 
PID  

Structure: 

ΔTz = PID(a Tstart + 
bei) 

P, I, D parameters empirically 
defined as a function of Tstart, 
based on historic data.  

 

Plant level 

Adaptive, using  
“Activation degree 
(alfa)”, forgetting 
factor k  

 

Yang in-Ho 
(2003)  , 
Applications of 
Artificial neural 
networks 

Type: ANN 

Structure: 

8 nodes in hidden 
layer 

Each node has a weighting  
factor for the inputs Tz, Tex, 
ΔTz and ΔTex 

Zone level (on 
emulated RC 
network) 

Suykens et al 
(2002),  

Li, (2009), 

Wang W. 
(2008); Support 
vector machine 
SVM 

 Type: 

Least squares 
support vector 
machines 

Structure: 

 ΔTz = a(1/e) *Ti * T i 
+ (b(1/e)* Th )c * T i 

an and bn are defined using penalty 
parameter,  

c: the radius;  

e, number of support vectors 

Implemented at Zone 
level in FP7 Tibucon 
project [Van Der 
Veken J., 2011]. 

To our knowledge, no 
other or previous OSS 
applications used 
SVM.  
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2.3 Objectives 

The variation and differences present in OS algorithms (tables 1 and 2) illustrate that in the past, 
a wide range of parameter models have been investigated and implemented for OS control 
already. However, in existing literature, it is not illustrated nor assumed that the predictive 
performance of a model is correlated with the task performance of an implemented OS 
controller. In other words, the following question arises: Is a more complex or a more accurate 
model always better at reaching the desired temperature in time (in a realistic setting)? The first 
goal of this paper, is to address this question. 

The second goal is to evaluate the economic performance of the different control models in 
their execution of the OS-task. Each of the models requires input data, identification of 
parameter values, implementation time, and maintenance, and delivers a certain task (OS) 
performance. These aspects all have an economic impact.  

3. METHODOLOGY 

To evaluate the economic impact, a comparison framework is set up. Three existing predictive 
models (listed in the previous section) are implemented in an OS controller, operating on an 
emulator of a case study.  To evaluate the performance of these algorithms, following key 
performance indicators (KPIs) are used: 

- The yearly energy use Je,tot (kWh/m²/y), scaled by building surface 
- An averaged and worst  yearly discomfort Jd, aver and Jd,max, expressed in  (K²h/y), 
- The tuning process difficulty, evaluated qualitatively [simple, medium, complex], based 

on average parameter identification time tident (s), 
- The algorithm implementation difficulty [easy, moderate, hard],  

based on required time for implementation twork (h) 
- Required measurement data quantity and quality [high/medium/low],  

based on required number of input variables. 
- The algorithm emulation time tsimulation (minutes / year) 
- The one-step and one-hour-ahead prediction accuracy, using several statistical 

metriches, e.g. Mean bias error (MBE) and covariance(RMSE) (dimensionless) 

Due to the broad scope of this (CC) domain, and many existing models for OS, it is not feasible 
to model, identify and evaluate all existing commercial OS algorithms (table 1) and academic 
OS algorithms (table 2) simultaneously. But, thanks to the increase in computational speed, it 
is now feasible to evaluate multiple controllers over long periods of time, against detailed 
emulator models. Therefore, a subset of three models is retained for comparison amongst each-
other, and against a reference controller (fixed time start-up).  Apart from the model structures, 
also the number of inputs (1-7), and the model order (0-4th order) were limited per scenario. 
Following control models are selected, implemented on a case study and compared to a 
reference (no OS control) in this paper: 

- Reference controller: Fixed start-up timing, thus no OS. 
- First order black box (BB) model: Reference controller settings, with OS timing based 

on a bi-linear armax model of temperature response to heating, as a function of current 
zone and ambient temperature. This model is based on the model proposed by 
Bloomfield (1977). 

- Second order, non-linear BB: Reference controller settings, but with OS timing based 
on an exponentially decaying temperature model of the zone temperature to heating 
energy input. This controller uses the model structure proposed by Honeywell (1991). 

- High order BB:  Reference controller settings, with OS timing based on a support vector 
machine (SVM) model as a function of current outdoor temperature, zone temperature, 
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occupancy & adjacent zone temperatures. This model uses the least-squares (ls-SVM) 
methodology and toolboxes, based on the frameworks developed by Suykens et al 
(2002) 

The control performance of each of the evaluated algorithms is quantified by emulation of each 
control strategy, executed on a detailed white box model of a tertiary (office) building, using 
identical assumptions and boundary conditions. The white box model, assumptions and 
boundary conditions, as well as the structure and identification of the evaluated OS algorithms 
are described in the case study section (section 4). 

In the end, choices should be made using one single evaluation criterion, based on appropriate 
weighting factors. In this paper, the final evaluation criterion is the summed monetary cost of 
investments, direct and indirect costs without VAT (Net present value), evaluated over a 5-year 
depreciation period (life cycle) of the OS control process.  A 5-year depreciation period has 
been chosen for the OS evaluation, despite the fact that the expected total lifetime of a BEMS 
system is higher (around 20y), to allow for model and HVAC-updates if more effective 
techniques or methodologies appear. 

For this purpose, a monetary weighting factor is defined for each of the relevant KPIs in the 
comparison. The process to estimate these weighting factors, the reoccurrence frequency of the 
costs and their proposed values are described below and summarized in table 3.  In addition to 
these weighting factors, several assumptions about the economic environment have to be made. 
In this paper, the economic influences such as inflation, indexation of wages and energy cost 
increase are assigned fixed values (inflation: 3%/y; wage indexation: 3%/y, energy cost increase 
(before inflation): 4%/y). In future research, the sensitivity to these parameters can be 
investigated.  

Table 3: Overview of applied monetary weighting parameters to calculate the NPV of the OS 
controller. 

Influential parameter  Monetary weighting 
factor 

Occurrence frequency  over 
the lifetime of the BEMS 

Energy use  0.00938 € /kWhheat Yearly 
Discomfort cost 5 € / K²haverage /m² Yearly 
Implementation 50 € /hwork Once 
Parameter tuning (based on 
qualitative ease of tuning) 

[simple-medium-complex] 
25 € -50 €-100 € / model 

Yearly 

In following paragraph, the methodology for determining each of the monetary conversion 
factors and KPIs is described. Some of the costs are assumed to reoccur yearly (e.g. energy 
cost, discomfort cost and supervised tuning) while others occur only once (e.g implementation). 

The energy use (kWh/y/m²) is the heating energy use, as injected in the hydronic heating system 
by the heat generation plant. Heat used for ventilation preheating is not included, only the 
energy supplied to the distribution system (connected to the radiators). As the equivalent 
surface, the available zone surface on the fourth floor was used, which equals 760 m². The 
amount of lettable space on this floor is 330 m², when omitting the hallways, stairs, elevator 
shafts, sanitary and kitchen areas. The average temperature in the zones (°C) is the average 
thermostat temperature, evaluated over the whole year (both summer, mid-season and winter 
periods, workdays, weekend and nights). This value is defined as a weighted sum of radiative 
(star) temperature and air temperature.  The monetary value of energy use (€/kWh) was 
determined based on an energy cost of 0.075 €/kWhgas and a system efficiency (excluding the 
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efficiency of heating-up control) of 0.80 kWhheat / kWhgas. This results in an energy cost of 
0.0938 €/kWhheat 

The underheating discomfort (K²haver/y) is calculated for each zone separately, as the number 
of hours that the zones were underheated, weighted per time step by the squared magnitude of 
underheating degrees (K²). K²h was used as KPI, since it has correspondends better to 
productivity decrease (figure 1) and PPD (Sourbron et al, 2011), than other discomfort metrics 
such as underheating hours (h) or weighted underheating hours (Kh). As KPIs, both the 
averaged underheating discomfort [K²haver/y] and the maximal underheating discomfort 
[K²hmax/y] were defined by respectively averaging the discomfort over all heated zones, and 
finding the maximum discomfort [K²hmax/y] attained in any of the heated zones. The 
underheating (dis)comfort was only evaluated during the heating season and during (emulated) 
occupancy.  

The monetary value of discomfort (€/K²haverage/m²) is calculated, based on an estimated 
productivity reduction of 1% among office employees, when faced with a constant zone 
temperature of 19 °C during heating season (Seppänen et al, 2006). When using an assumed 
occupancy use of 10m²/employee and 1850 working hours hwork during the year, this 
corresponds to 185 K²h/y for our case study, which translates to a cost of 925 € /m² / year, when 
using 50 €/hwork. By dividing these factors, the estimated monetary discomfort cost of 0.5 (€/m² 
/K²haverage) is attained.   

 

Figure 1: Relative office worker performance (left axis) as a function of indoor air 
temperature. Figure based on graph from Seppänen et al (2006). On the same graph, two 
thermal discomfort weighting methods are given as, a function of indoor temperature: Kh 
method and K²h method (right axis), with a dead band between 20 and 25°C. Note that the 

K²h method has good correlation with the relative performance, especially in the regions with 
ambient temperatures 17-20°C and 25-28°C. 



P14, Page 10 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

The implementation time is based on the estimated number of hours (h) required by the 
primary author of this paper, to develop and implement the control strategy on the emulator 
model. Despite the fact that the absolute values of this implementation time are highly 
dependent on the knowledge and skill level of the author, relative ratios between 
implementation times of different algorithms are meaningful weighting parameters. The 
monetary weighting factor linked to this estimation, is fixed at 50 €/ hwork, with a multiplication 
factor of 10, to take into account practical difficulties for implementing it in a real case study. 

The parameter tuning difficulty is a qualitative value [simple-medium-complex], based on 
the measured number of seconds required by the simulation program, to determine the 
parameters based on the emulator model.  A low tuning time (< 10 seconds) corresponds to a 
simple tuning process, while a high value (>3600 seconds) qualifies as a complex tuning 
process. It is assumed that this tuning is executed unsupervised (either once or recurring for 
adaptive parameter control), but that it is supervised once a year during the process life cycle.  
This yearly supervising time of the tuning process is weighted based on the ease of tuning 
(qualitatively defined), with 0.5 hwork for re-assessment of a simple tuning process, 1h for 
medium and 2 h for complex tuning process, using a cost of 50 €/hwork. 

The one-step-ahead (1TS) and one-hour-ahead (1HR) prediction accuracy are evaluated 
using the covariance of the root mean square error (CV(RMSE))  and the mean bias error 
(MBE), evaluated every simulation time step (150 s) when the OS algorithm is active (between 
3 and 8 AM, on weekdays during the heating season), with a prediction horizon of resp. 150 s 
and 3600 s (1 h). No monetary weight has been defined for this parameter, since it is not taken 
into account directly for the control performance evaluation, only a-posteriori, to evaluate the 
relation between predictive performance and control performance. 

The algorithm emulation time is a quantitative value based on the measured time for 
emulation of a reference year, using a white box TRNSYS 17 (for the emulator model) and 
Matlab 2010a (for the OS control), on a Desktop PC with following specifications: Dual core, 
3 GHz CPU with 4 GB of RAM memory, with Win7 Enterprise OS. No monetary weight has 
been defined for this parameter, since it is not taken into account directly for the control 
performance evaluation, only a-posteriori, to evaluate the relation between predictive 
performance and control performance. 

4. CASE STUDY AND OS ALGORITHM DESCRIPTION 

In this section, the case study (emulator model) used for the comparison of different model-
based optimised start-up algorithms is described, together with the evaluated control models. 

“The typical building” does not exist as such. Especially in the tertiary building sector, there is 
a wide diversity in typology and building use. Therefore, it is difficult to select one relevant 
case study to evaluate the control performance of OS algorithms in general. The report made 
by BPIE  (Buildings Performance Institute Europe, 2011) gives a good framework to situate the 
building types in the European tertiary building stock. The report states that 23% of the 
European non-residential building stock (in m³) consists of offices, and that around 19% of this 
portfolio is built between 1991 and 2010. About 50% of the tertiary buildings have a building 
ground surface between 200 and 1000 m².  Average specific energy use for this sector is around 
280 kWh/m²/y, and 26% of European energy use in buildings per year, can be allotted to office 
buildings. 

In this paper, a white box model of a recently built office building is used as a reference for the 
emulations. The selected building is a representative sample of the building stock, as described 
above. This white box model is based on a real 4-story building, located in Warsaw, Poland. 
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The building was constructed in 2002 and measures 34.4 m by 22.1m (length & width). Figure 
2 (a) presents the building and a schematic view of the building and the (b) distribution of 
internal walls.  U-values for the building are listed in table 4. Each floor contains a central core, 
and a landscape office space around it. It can be randomly subdivided by the occupants, by 
erecting thin walls. For the simulations, the modelled (top) floor contains a central core, 4 
meeting rooms, 2 kitchens, 4 individual offices and 2 landscape offices. 

One floor (top floor) and its HVAC system are modelled in detail in Trnsys 17, using a multi-
zone white box model with 16 thermal zones. The large landscape offices were split in three 
virtual zones, with large convective airflow exchanges, to take solar irradiation effects and 
temperature differences into account (see figure 2 b). As ambient conditions, a meteornorm 
weather file for Warshaw (TMY2) is used. The occupancy schedules, and internal gains are 
modelled based on simulated yearly datasets from the EL²EP project (Parys W. et al, 2011). 

Table 4: Building envelope material properties assumed for the simulations 
 U-Value [W/m²K] 

Roof 0.26 (max 0.3) 
Ground slab 0.58 (max 0.6) 
Internal wall (around central core) 0.39 (max 0.55) 
Internal wall 1  
External wall 0.39 (max 0.55) 

Windows (frames + glass) 
Frame: 1.5  
Glass:  1.1  

Hot water for space heating is generated by two non-condensing boilers (2x130 kW) in the 
technical room. The heat is distributed to each radiator on the considered floor, located under 
each window, through a common collector and a distribution network in Tichelmann-
configuration per floor. Each radiator is equipped with an electronically controlled on-off valve 
for flow control. The heating supply water temperature is controlled using outdoor temperature 
compensation (Weather compensated control (WCC)). Using On/off control instead of the more 
typical proportional control (e.g. thermostatic control) is not inefficient in this case, since the 
control time step (150 s) used is much higher (faster) than the dominant time constants (2-5 h). 
Furthermore, with a linear (heating) cost function, optimal control with perfect knowledge, 
always boils down to bang-bang control (on/off control) (Bloomfield, 1977). 

Ventilation air is pre-conditioned in a central AHU, and supplied to fresh air supply grilles in 
each zone. Extraction is mainly performed in the central core but also through gratings in the 
recessed ceiling at several locations on each floor.  The air is supplied at constant volume (CAV) 
during office hours at a rate of 0.8 air-changes per hour (2.4 m²/hr /m²), and at reduced rate 
(20% of nominal flow rate) during night and weekend hours. 
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Figure 2: (a) Overview of emulated building, and (b) top view of the emulated (top) floor, 

with internal wall divisions as chosen by the occupants. 

To evaluate (verify) the simulation accuracy of the emulator model in relation to the real 
building, 20 simultaneous measurements of temperature, relative humidity and occupancy were 
performed throughout the reference floor during winter, mid-season and summer conditions, 
using the “Reference” (A) and “high order BB” (D) control strategies (see Research 
Methodology). Each of the measurement datasets was split into two subsets: one subset of data 
was used as a training set, to fine-tune some of the unknown parameters (ventilation rate, heat 
transfer convection coefficient between virtual zones, heating curve parameters) of the emulator 
model. The other subset was used for cross-validation of the emulator prediction accuracy for 
the inside zone temperature (in an open loop simulation). The CV(RMSE) and MBE errors of 
these comparisons, are all in the acceptable range as prescribed by ASHRAE guideline 14 (Van 
Der Veken J., 2011). 

Following four controller models were defined for the OS algorithms, identified and compared 
in yearly simulations (using Trnsys17 & Matlab 2010a): 

- Reference controller: 5°C NSB, with fixed start-up timing (tstart= - 180 min), thus no 
OS. 

- First order BB: Reference controller settings with bi-linear OS having following 
structure: G = � ∗ 	∆�� $ � ∗	∆�	
       (1) 

- Second order, non-linear BB: OS timing based on an exponentially decaying 
temperature response to heating:  

- G � � ∗ 	]�/∆Nì        (2) 
- High order BB:  OS timing based on a support vector machine (SVM) model, with 

inputs Tz, ∆Tt, ∆Tex, Tex, , Tadj, Irr  

For each of these model structures (besides the reference controller (A)) three variants were 
developed, to estimate (predict) following parameters:  

- Variant 1: Warm-up time length prediction (WT):  the time of continuous heating 
required to reach the zone temperature set point, given initial conditions. 

- Variant 2: One-step-ahead-prediction (1TS): the temperature difference over one 
time step of heating (150 s). 

- Variant 3: One-hour-ahead-prediction (1HR): the temperature difference over one 
hour of heating (60 minutes). 

The predictive performance of each model is verified through auto-correlation with the training-
set and cross-validation with the validation set. Also the prediction accuracy to estimate the 
one-hour-ahead temperature during implementation in control models (cross-validation 2) is 
determined.  
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5. VIRTUAL EXPERIMENT 

This section discusses the training (tuning) methodology and performance evaluation 
methodology of the different model-based OS algorithms. Also, some typical temperature 
profiles encountered in the simulation runs are shown. 

All (low order) models used, require parameter identification using a training data set, and 
ideally also a cross-validation data set. For this purpose, data was extracted from a yearly 
simulation with the emulator, without OS controller (case A1). The initial conditions (inputs to 
the models), heating periods and final conditions (zone temperatures) for all available periods 
of continuous heating are extracted from this data. The resulting dataset is split into a training 
dataset (1000 samples per zone) and cross-validation dataset (rest of data). The deterministic 
models are identified in Matlab, with respectively the Matlab ident-toolbox for the linear model 
(B), the Matlab surface fitting toolbox (sftool) for the exponential models (C) and ls-SVM 
toolbox for the SVM models (Suykens et al, 2002).  

This training dataset and these predefined model structures are used to identify suitable 
parameters for each model variant. A posteriori, the validity of the model parameters is verified 
by evaluation of the prediction accuracy using the cross-validation dataset, against emulation 
with the white box model. A graphical representation of the training dataset and exponential 
WT model prediction is shown in figure 3, for one landscape zone (K). The prediction accuracy 
results of all models are presented in tabulated format (tables 8 and 9) and discussed in the 
results section. 

  

Figure 3 (a) Warm-up-length (blue dots, left figure) and (b) Temperature increase after 1HR 
of heating (blue dots, right figure)  as a function of outdoor temperature Tex and initial zone 
temperature Tz.. The auto-correlation predictions (green dots) of exponential WT model (left) 
and exponential 1HR model (right) are given, together with their cross-validation predictions 
(red dots).  Note the curved shape of the graph, especially in the dimension of the initial zone 

temperature. 
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Table 5: Ease of implementation of reduced models 
Implementation 

KPI 
 
 

Control algorithm 

Ease of 
parameter 
tuning 
(parameter 
identificatio
n time (s) 

Algorithm 
implementation 
time timpl (h) 

Emulation 
time with 
OS-control 
(minutes) 

Required data 
quantity and 
quality 
(qualitative: 
high – 
medium - 
low) 

The ease of 
implementation 
(qualitative: easy – 
moderate-  hard) 
 

A: Reference 
controller (no 
OS) 

0 s 0 h 63 min None Easy 

B: Linear OS 
model 

1 s 1 h 73 min Low Easy 

C: Exponential 
OS model  

30 s 3  h 78 min Medium Easy 

D: High order OS 
(lsSVM) 

1800 s 6  h 390 min High Medium 

These four control algorithms (and three variants) were used in the OS controller, and emulated 
over a reference year. In the emulator, these models predict the WT time required per zone, at 
every time step. When the estimated WT is lower than (or equal to) the available time before 
occupation is scheduled, the heating is turned on. The quantitative output of the simulations, 
and several statistical indices, related to the predictive capability of the reduced order models, 
can be found in the results section.  

Also the implementation time and difficulty was recorded (table 5). Several conclusions can be 
made here. The more simple models (linear, exponential) were processed quite fast by Matlab, 
both in parameter tuning and during emulation. This results in a relatively small emulation time 
(73-78 minutes). However, with more complex models (e.g. ls-SVM) using more parameters, 
both the simulation time and parameter tuning time increased substantially.  

Typical simulated daily heating profiles with each of the OS controllers are shown in figures 3 
and 4, both at the beginning of the week (Monday) and mid-week (Thursday). Only one variant 
(WT) is shown, for brevity. Figure 4 shows a cold winter period, whereas Figure 5 visualises 
typical temperature profiles on milder (mid-season) days. A fixed dead band of 0.5°C above 
the comfort setpoint (20°C) was applied for all controllers. 
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Figure 4:  Simulated zone temperatures against time of the day during a cold week, on 
Monday (left pane ) and Thursday (right pane), for  4 OS control models: (a) reference, (b) 

linear OS,  (c) exponential OS and (d) SVM OS, each using the WT-prediction model. Graph 
contains office zone temperatures (thin colored lines), the heating set point (comfort) 

temperature (blue dashed line), and simulated office occupancy (green line). Note that in this 
cold week, the disturbance of solar gains and internal gains to zone temperature increase are 

limited. 

From Figure 4, it can be concluded that during cold winter days, the reference controller always 
starts heating at 5 AM, which is not necessary for most zones. Especially in mid-week 
conditions, this results in a larger span of comfort temperature conditions, at an increased 
energy cost. In comparison, almost all of the other OS controllers are capable to act at the right 
moment, to heat up the zones at the ideal time, as to reach the set point just in time. Also, it can 
be noted that in some zones, none of the controllers (also not the reference controller) is able to 
reach the set point after a weekend, resulting in slight discomfort in some of the zones. Applying 
OS itself will not alleviate this problem, but the OS period might be expanded slightly (e.g. -2 
hours) compared to reference control, leading to improved comfort in these zones as well, 
without drastically increasing energy cost.  
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Figure 5:  Simulated zone temperatures against time of the day during a mid-season, on 
Monday (left pane ) and Thursday (right pane), for  4 OS control models: (a) reference, (b) 

linear OS,  (c) exponential OS and (d) SVM OS, each using the WT-prediction model. Graph 
contains office zone temperatures (thin colored lines), the heating set point (comfort) 

temperature (blue dashed line), and simulated office occupancy (green line).  Note that the 
contribution of solar and internal gains to zone temperature increase is significant in this 

season. 

Figure 5 compares similar zone temperature profiles, but during a warmer period in the year 
(mid-season). Notice that with OS, the heating can start up at a later time during the morning 
(or sometimes not at all) in this period with fluctuating outdoor temperature. This results in 
reduced heating energy costs, while at the same time reducing afternoon overheating (or cooling 
energy cost). It can be noted that some models (e.g. linear) have a slight difficulty to estimate 
the heating behaviour for all zones correctly. It is assumed that the variation of outdoor 
conditions during WT and interaction between different zones are the main reasons for this 
mismatch. It is possible that these variations are insufficiently captured in the used training data. 
If so, adaptive parameter adjustment based on historic data (online model training) may lead to 
improved OS performance. 
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Figure 6: Simulated winter zone temperature against time of the day, on Monday (left pane) 
and Thursday (right pane),  for reference control and 3 variants (WT, 1TS and 1HR) of one 

OS control model (exponential). Graph contains office zone temperatures (thin colored lines), 
the heating set point (comfort) temperature (blue dashed line), and simulated office 

occupancy (green line). 

Figure 6 visualises the difference in warm-up profile (in winter) between the three variants 
(1TS: one-time step ahead, 1HR: one hour ahead prediction and  WT: warm-up time prediction), 
for one of the models (exponential model). These figures show that all temperature profiles are 
quite similar, but that the WT prediction gives slightly more impulsive estimates than the 1TS 
prediction, whereas the 1HR prediction has a more aggressive behaviour (on/off cycling) during 
cold periods. During mid-season periods (figure not shown), their performance is very 
comparable. 

6. SIMULATION RESULTS 

As described in the Experiment section, emulations were performed, and the prediction 
performance of the models was evaluated a-posteriori. Tables 6 and 7 give the auto validation 
and cross validation statistics, as average values over the 10 evaluated zones. Note that the WT 
variant should not be compared directly to the 1TS and 1HR variant, since the units and scale 
of the prediction parameter is very different (minutes vs. °C), with average around 100 minutes 
for WT and 19°C for temperatures. However, the results can be compared among each other 
and other references. 
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Table 6: Auto-validation performance of linear and exponential predictive models, using 
training- dataset generated by simulation with reference controller 

 Linear Exponential ls-SVM 

 WT 1TS 1HR WT 1TS 1HR WT 1TS 1HR 

ae 1.73E+01 1.85E-02 2.65E-01 2.10E+01 1.85E-02 2.03E-01 1.70E+01 6.30E-03 2.20E-03 

ape 2.16E-01 2.65E-01 2.06E-01 2.63E-01 2.65E-01 1.58E-01 2.36E-01 1.03E-01 1.60E-03 

maxae 7.49E-01 2.73E+00 2.67E+00 9.70E-01 2.73E+00 7.15E-01 1.05E+00 6.80E-01 5.52E-02 

mbe 2.04E+00 1.20E-03 1.48E-02 4.08E+00 1.20E-03 2.50E-03 1.70E+01 0.00E+00 0.00E+00 

mae 1.73E-02 0.00E+00 3.00E-04 2.10E-02 0.00E+00 2.00E-04 1.70E-02 0.00E+00 0.00E+00 

rmse 2.14E+01 2.23E-02 3.05E-01 2.44E+01 2.23E-02 2.47E-01 1.70E+01 7.30E-03 3.20E-03 

cvrmse 2.64E-01 3.18E-01 2.38E-01 3.08E-01 3.18E-01 1.93E-01 2.36E-01 1.19E-01 2.50E-03 

Mape 2.00E-04 3.00E-04 2.00E-04 3.00E-04 3.00E-04 2.00E-04 2.00E-04 1.00E-04 0.00E+00 

stdAE 5.47E-01 6.00E-04 8.40E-03 6.64E-01 6.00E-04 6.40E-03 5.36E-01 2.00E-04 1.00E-04 

sdAPE 6.80E-03 8.40E-03 6.50E-03 8.30E-03 8.40E-03 5.00E-03 7.40E-03 3.30E-03 1.00E-04 

Cross  
covarian

ce 

96% 75% 88% 94% 106% 93% 90% 96% 71% 

Covaria
nce 

96% 66% 87% 94% 68% 92% 90% 95% 71% 

Table 7: Cross-validation performance of linear and exponential predictive models, using 
cross-validation dataset generated by simulation with reference controller 

 Linear Exponential ls-SVM 

 WT 1TS 1HR WT 1TS 1HR WT 1TS 1HR 

ae 1.51E+01 1.67E-02 2.40E-01 1.87E+01 1.67E-02 1.89E-01 4.82E+01 1.13E+00 3.18E-01 

ape 1.92E-01 2.61E-01 2.05E-01 2.39E-01 2.61E-01 1.59E-01 6.47E-01 1.61E+01 2.67E-01 

maxae 7.90E-01 3.45E+00 2.91E+00 9.52E-01 3.45E+00 6.97E-01 1.21E+01 3.80E+02 3.03E+00 

mbe 6.98E-01 6.80E-03 9.45E-02 4.25E+00 6.80E-03 6.10E-03 1.34E+01 -2.57E-01 3.50E-02 

mae 5.80E-03 0.00E+00 1.00E-04 7.40E-03 0.00E+00 1.00E-04 2.09E-02 6.00E-04 2.00E-04 

rmse 1.92E+01 2.02E-02 2.85E-01 2.24E+01 2.02E-02 2.32E-01 7.46E+01 2.08E+00 4.77E-01 

cvrmse 2.43E-01 3.24E-01 2.47E-01 2.87E-01 3.24E-01 1.97E-01 9.71E-01 2.94E+01 3.98E-01 

Mape 1.00E-04 1.00E-04 1.00E-04 1.00E-04 1.00E-04 1.00E-04 3.00E-04 7.30E-03 1.00E-04 

stdAE 2.81E-01 4.00E-04 5.30E-03 3.52E-01 4.00E-04 4.20E-03 9.50E-01 2.51E-02 6.80E-03 

sdAPE 3.90E-03 5.20E-03 4.00E-03 5.00E-03 5.20E-03 3.10E-03 1.41E-02 3.35E-01 5.20E-03 

Cross  
covarian

ce 

87% 65% 76% 86% 103% 81% 91% 2196% 65% 

Covaria
nce 

86% 60% 76% 86% 60% 80% 78% 53% 50% 

From the autocorrelation statistics (table 6),  the temperature prediction models (1TS and 1HR) 
stand out as being very capable at predicting based on the training dataset, with a low average 
error (ae < 0.25K), and a low mean error (MBE <10-3 K). Also, the standard deviation of the 
absolute error is low (below 10-3 K) for the temperature models. Note that the covariance of the 
RMSE shown in tables 6 and 7, is the covariance with the temperature difference prediction, 
(∆Tz), not with direct temperature prediction (Tz). The average and variance of the original time 
series is thus very low (near 0°K), resulting in relatively high covariance of RMSE. These 
results are confirmed when evaluating the models against a cross validation dataset (table 7). 
The cross-correlation statistics (table 7) also show that the WT models  (except for the ls-SVM 
model) are able to estimate the WT with an acceptable average error (ae) below 19 minutes.  
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The resulting covariance between simplified model prediction and detailed model emulation 
(prediction of cross-validation output based on model made on training-set data) is 50% to 
86%.Especially the ls-SVM models seem to have trouble predicting the validation set correctly. 
This may be caused by over fitting, or cross-correlation between input parameters. But, overall, 
in a time window of 0-5 hours, reasonably good predictions are attainable with a low order 
models (1-7 parameters) to approximate a complex HVAC and building process as emulated 
by the white box model. Therefore, these models are deemed sufficiently accurate for OS 
control in a closed loop setting.  

The in-simulation prediction performance during application of these models in a closed loop 
OS controller on the emulator is shown in table 8. For this 1HR ahead prediction, the average 
error is 0.7 to 2°C, which corresponds to 5 to 10% of the total estimate (ape). The covariance 
of RMSE of predictions against emulated temperatures, is below 11% for all models, which 
indicates that acceptable predictions were made by all variants (WT, 1TS, and 1HR) of the 3 
model types. This is confirmed by the high covariance of  predictions versus emulation (68-
97%). 

Table 8: One-hour-ahead temperature prediction performance for the predictive models 
during emulation using model based OS control. Since no temperature predictions are made 
for the WT-variant emulations, some columns in this table are unavailable (N/A). Columns 

marked in bold show the controllers with the best NPV performance. 
 Linear Exponential ls-SVM 

 WT 1TS 1HR WT 1TS 1HR WT 1TS 1HR 

ae N/A 8.82E-01 1.05E+00 N/A 9.96E-01 7.33E-01 N/A 1.61E+00 1.09E+00 

ape  4.51E-02 5.33E-02  5.09E-02 3.65E-02  8.27E-02 5.40E-02 

maxae  8.29E-02 9.07E-02  6.99E-02 6.52E-02  2.22E-01 1.16E-01 

mbe  8.08E-01 9.87E-01  9.22E-01 6.14E-01  -1.05E+00 4.13E-01 

mae  1.90E-03 9.60E-03  4.20E-03 2.83E-01  1.70E-03 1.40E-02 

rmse  9.35E-01 1.10E+00  1.04E+00 8.10E-01  1.95E+00 1.21E+00 

cvrmse  4.78E-02 5.59E-02  5.33E-02 4.04E-02  1.00E-01 5.99E-02 

Mape  1.00E-04 5.00E-04  2.00E-04 1.37E-02  1.00E-04 7.00E-04 

stdAE  3.58E-02 6.68E-02  5.58E-02 N/A  4.48E-02 8.82E-02 

sdAPE  1.80E-03 3.40E-03  2.80E-03 N/A  2.30E-03 4.30E-03 

Cross  
covarian

ce 

 86% 107%  87% N/A  92% 114% 

Covaria
nce 

 82% 97%  85% 84%  72% 68% 

To evaluate the task performance of each of the OS algorithms, several KPIs are obtained, 
among which the Energy use per year (kWh/y/m²) and average/worse thermal discomfort 
(K²h/y). The simulation results are listed in table 9. The meta-simulation results, about the ease 
of generating and tuning the models, are given in table 5.  

The simulation results (Table 10) show that the OS models result in a mediocre energy saving 
between 1 and 2.6 kWh/m²/y compared to the reference controller (which in our case study, 
corresponds to 0.5 to 2.62% compared to case A). This saving is generated, with a simultaneous 
decrease of thermal discomfort with -1.04 to -1.4 K²h/y or a 34% to 63% reduction compared 
to the reference).  The preferred OS model highly depends on the costs and penalties given to 
each term, as shown in the economic analysis.  
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Table 9: Simulation output related to OS control performance. Columns marked in bold are 
the best variant (lowest NPV) within one model type 

OS control performance 
 

Control algorithm:  
Model type & variant 

Heating 
energy 
savings 

relative to 
reference 

(kWh/m²/y) 

Average 
Under-
heating 

Discomfort 
in heated 

zones 
(K²h/y ) 

Worse 
Under-
heating 

Discomfort 
in heated 

zones 
(K²h/y ) 

Average 
number of 

under-
heating 
hours in 

heated zones 
(h/y) 

A: Reference controller (no OS) 0 (ref:90.18) 3.80 17.6 9.2 

B: Linear model, variant WT (B1) -1.28 7.25 23.7 15.4 

B: Linear model, variant 1TS (B2) -1.27 2.56 5.07 5.5 

B: Linear model, variant 1HR (B3) -0.76 1.76 3.55 6.9 

C: Exponential model, variant WT (C1) -1.24 2.95 6.75 9.7 

C: Exponential model, variant 1TS 
(C2) 

-1.08 2.51 5.03 9.1 

C: Exponential model, variant 1HR (C3) -0.98 2.53 5.46 9.1 

D:  lsSVM, variant WT (D1) -0.98 5.25 14.8 3.9 

D: lsSVM, variant 1TS (D2) -1.53 1.40 3.27 5.54 

D: lsSVM, variant 1HR (D3) +1.04 2.52 10.5 7.4 

7. DISCUSSION AND RESULT ANALYSIS 

When evaluating the model prediction efficiency on a one-hour-ahead prediction during heating 
phase, tables 7, 8 and 9 show that the exponential model with 2 inputs provides, on average, the 
most accurate estimations. Lower order models, such as the linear model, with 2 input variables 
(∆Tt and ∆Tex) also capture slow building dynamics reasonably well during the heating period, 
resulting in high prediction accuracy on the 1HR models (cross-correlation covariance around 
85%), but lower prediction accuracy on the 1TS variants. The more complex models, e.g. ls-
SVM variant 1HR have a slight tendency of over-fitting to the training data, as visualised by 
the substantial reduction of the covariance from auto-validation (67%) to cross-validation 
(41%). 

Based on the results of the experiments, using the KPIs summarized in tables 3 and 5, the 
effectiveness of the evaluated algorithms can be investigated. The simulation results described 
in tables 9 are used as inputs for the economic NPV calculation and comparison (table 10). The 
NPV is calculated based on initial and yearly recurring cost, all recalculated to monetary value 
in the base year (year 0), taking into account monetary inflation (equation 3). By summing the 
three related costs over 5 years, the OS-control related NPV for the different controllers are 
obtained. The best (lowest) NPV for each of the controller type is given in table 10, together 
with three averaged yearly costs, in order to evaluate their relative importance in this 
comparison: Energy cost, Comfort cost and other costs (implementation and parameter tuning). 
The highest NPV (closest to 0) corresponds to the most beneficial control algorithm. 

��¬@	�6?í =  ∑ 4Wî(%��)î
?6#           (3) 
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Table 10: Economic comparison of the relative OS performance on Energy usage, Comfort 
and other related indirect costs for the case study, evaluated over a period of 5 years, and 

recalculated to the base year. Right side of the table gives the simple yearly cost of each KPI. 
Averaged values includes economic effects such as inflation, energy cost increase and 

indexation. The NPV (left column) is the sum of all related costs over 5 years. 

From the economic performance of the best control model variants (table 10), it can be seen 
that globally, the Linear 1HR OS has the best NPV of all other compared controllers, with both 
a decrease in discomfort cost (-54%) and a small decrease in energy use cost (-1.4%) compared 
to the reference. The fixed start (reference control A) results in quite low thermal discomfort 
(2.15 €/m²/y), which can be increased slightly by preponing the start-time, but at the cost of 
increased energy usage. Compared to this reference control,  both the linear OS and exponential 
OS models result in small energy usage reduction (-0.8 to -1.4%), and moderate discomfort 
reduction (-34 to -54%).  The ls-SVM model is capable of reducing discomfort cost even more 
(-63%), but does so at a slight increase of energy use (+1.2%), and along with a very significant 
parameter tuning and implementation cost (above 1.8 €/m²/y). Since the spread (standard 
deviation) of the discomfort cost between different OS-models is quite large compared to the 
spread on energy costs, the models can be differentiated mainly on this axis.  In this economic 
evaluation, the largest cost (also with large spread) is the indirect parameter tuning and model 
implementation cost, which is detrimental to the NPV of the ls-SVM model.   

When comparing the covariance on cross-validation of the best performing (lowest NPV) 
models for each type, none of the variants with the best cross-validation performance, has the 
highest modelling accuracy. For example, the 1TS variant of the exponential and ls-SVM 
models outperformed their 1HR or 1WT variants on KPI performance during emulation, despite 
their relatively lower modelling accuracy. However, the prediction performance during control 
operation (table 10), is correlated with the performance on energy and comfort cost, both 
between types and between variants of one model type.  

Thus, based on the comparison of the model task performance and model accuracy on this case 
study, it cannot be concluded that the more complex models integrally outperform the lower 
order models, when taking into account the total NPV including energy, discomfort and 
parameter tuning costs.  

Economic 
metrices 

 
 

Control 
algorithm 

OS-control 
related 
NPV 

(€/m²/5y) 

Average 
Energy 
cost, 

(€/m²/y) 

Average 
comfort 

cost, 
(€/m²/y) 

Average 
other 

indirect 
costs 

(€/m²/y) 

Yearly 
Energy 

cost 
(€/m²) 

Yearly 
Discomf
ort cost 
(€/K²have

r/m²) 

Initial 
impleme
ntation 

cost 
(€/m²) 

Yearly 
Paramet
er tuning 

cost 
(€/m²) 

A: Reference: 
Fixed starting 

time 
-53.83 8.62 2.15 0.00 8.45 1.90 0.00 0.00 

B3: Linear OS, 
1HR variant 

-49.26 8.55 0.99 0.31 8.38 0.88 1.52 0.01 

C2: Exponential 
OS, 1TS  variant 

-51.26 8.52 1.42 0.32 8.35 1.26 1.52 0.02 

D2: ls-SVM OS, 
1TS variant 

-56.78 8.72 0.79 1.85 8.55 0.70 9.09 0.03 
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Also, when evaluating OS-control performance in detail, e.g. evaluating only energy 
performance, thermal discomfort performance or the other related costs (implementation and 
tuning cost), no single linear relation could be found between the task performance and 
simplified model prediction accuracy on the auto validation or cross-validation dataset or for 
this case study. 

8. CONCLUSION 

No single significant positive correlation could be detected between the prediction accuracy of 
the training or cross-validation data on the one hand, and either the energy use, thermal 
discomfort or other related costs on the other hand. However, several trade-offs can be found 
in the range of evaluated algorithms. For more complex predictive models, an important 
increase in modelling and tuning difficulty is observed. This is accompanied by an improved 
cross-validation prediction accuracy on emulation data, and reduction in thermal discomfort. 

If all costs (NPV) are taken into account, the low order models seem to excel at OS.  However, 
both low (linear) and very high order (SVM) models show good KPI performance, when the 
importance given to parameter tuning cost and initial implementation cost is lowered.  

Due to large variations in KPI performance, the selection of the most suitable OS model analysis 
very much depends on the actual monetary weighting put on the KPIs (evaluation criteria), that 
can be very case-specific. In this case study, discomfort and parameter tuning were heavily 
penalised. The high parameter tuning cost causes a distortion towards models with lower 
parameter tuning cost.  Increasing the monetary cost linked to thermal discomfort, would e.g. 
tilt the comparison towards the more complex models (e.g. ls-SVM), with better thermal 
comfort performance.  

9. FUTURE WORK  
The sensitivity of these conclusions to variations in controller- and building parameters, which 
were assumed to have fixed values in this paper, such as length of OS window, level of night 
setback, insulation level, ventilation rate, etc. could be investigated further. The control 
strategies discussed in this paper, can be tuned further (or even be tuned specifically/adaptively) 
for other trade-off ratios between energy use and thermal discomfort, and for different scenarios 
(e.g. Monday v.s. the rest of the week). A-symmetrical mismatch penalty factors during 
identification might be a useful tool to identify a good control model directly.  Last but not 
least, the identification of grey box models based on physical relations between HVAC energy 
flows and based on simulation data, can be valid alternatives to reduce implementation time. 

REFERENCES 

Bloomfield D.P., and Fisk D.J., 1977.  Optimisation of intermittent heating. Building and 
Environment, vol:12, i:1, p: 43-55 

Moretza M., and al., 1995. Evaluation of HVAC system operational strategies for commercial 
buildings. Energy Conversion and Management, vol:38, i:3, p:225-236 

Kummert M.,  André P., and Nicolas J., 2001. Optimal heating control in passive solar 
commercial building, Proceedings of ISES-Europe Solar Congress, vol:69, i:1-6, p:103-116 

Guo W.,  and Nutter D.W., 2010. Setback and setup temperature analysis for a classic double-
corridor classroom building.  Energy and Buildings vol: 42, i: 2, p189–197 



P14, Page 23 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Van der Veken J., Verhelst J., and Croonenborghs T., 2011. Building thermal simulation and 
control models to support "Self Powered Wireless Sensor Network for HVAC System Energy 
Improvement. Available online at: http://www.tibucon.eu/docs/newsletter-2-INDD-  

Sourbron, M., and  Helsen, L., 2011. Evaluation of adaptive thermal comfort models in 
moderate climates and their application to office buildings equipped with Thermally Active 
Building Systems ( TABS ). Energy & Buildings, vol:43, i:2,p:423-432 

House J. M., and Smith T. F.  1994. A General Purpose Simulation Code for Optimal Control 
for Building and HVAC Systems. Technical Report,  ME-TFS-94-008. Department of 
Mechanical Engineering. The University of Iowa, Iowa City. 

Aldehali, 1997. Evaluation of HVAC system operational strategies for commercial buildings. 
Energy conversion and management (0196-8904) vol:38 nr:3 p:225 -236 

Zaheer-uddin M., 1993. Intelligent control strategies for HVAC processes in buildings. Energy 
vol:19, i:1, p:67-79 

Zaheer-Uddin M., 1993. Energy start-stop and fluid flow regulated control of multizone hvac 
systems. Energy vol: 18, i:3, p:289-302 

Moon J.W., Sung K.J., Kim Y., and Han S.H., 2011. Comparative study of artificial 
intelligence-based building thermal control methods – Application of fuzzy, adaptive neuro-
fuzzy inference system, and artificial neural network. Applied Thermal Engineering, vol:31, 
i:14–15,p:2422-2429  

Hensen J.L.M., and Yahiaoui A., 2006. Model based optimal control for integrated building 
systems, Proc. of 6th int. postgraduate research conf in the built and human environment 

Lu X., Clements-Croome D.J., and Viljanen M., 2009. Past, present and future mathematical 
models for buildings (ii). Intelligent Buildings International Journal, vol: 1 i: 2, p:131-141. 

Trčka M., Hensen, J. L.M., 2010. Overview of HVAC system simulation. Automation in 
Construction, vol:19,i:2,p.93-99 

BPIE report, 2011. ISBN: 9789491143014 Available online at  
http://europeanclimate.org/documents/ 

Yang I.H., 2003, Application of artificial neural network to predict the optimal start time for 
heating system in building. Energy Conversion and Management, vol:44, i:17, p:2791–2809 

Yun J., and Kwang-Ho W., 2003,  Building Environment Analysis based on Temperature and 
Humidity for Smart Energy Systems” Sensors (Basel). vol:12, i:10,p:13458–13470. 

Wang W., 2008. Online prediction model based on support vector machine. Neurocomputing, 
vol:71, i:4–6, p:550–558 

Parys W., Saelens D., and Hens H., 2011,  Coupling of dynamic building simulation with 
stochastic modelling of occupant behaviour in offices – a review-based integrated 
methodology. Journal of building performance simulation, vol:4 i:4 p: 339 -358 

Suykens J.A.K., Van Gestel T., De Brabanter J., De Moor B., and Vandewalle J., Least Squares 
Support Vector Machines. Publisher: World Scientific, Singapore, 2002 (ISBN 981-238-151-
1). ls-SVM Toolbox available online at http://www.esat.kuleuven.be/sista/lssvmlab/ 

De Coninck R., Magnusson F.,  Akesson J., and  Helsen L., 2014. Grey-Box Building Models 
for Model Order Reduction and Control. Proceedings of Modelica conference, Lund 

Seppänen, P., and Wargocki O., 2006. REHVA Guidebook No. 6. Publisher: REHVA , Brussels, 
www.rehva.eu 



P14, Page 24 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Johnson controls, 2010. Metasys data sheet. Available online at 
http://cgproducts.johnsoncontrols.com/MET_PDF/1201527.PDF, accessed on 15/06/2014 

Siemens, 2000. Function sheet CM2N8892en / 02.2000 Siemens VISONIK® Optimum 
Start/Stop Program BPS. Available online from www.siemens.com, accessed on 26/6/2014 

Honeywell, 1991-2012. Patent US 4660759, 1884, US5192020 and US502598. Available 
online at http://patents.google.com/, accessed on 26/6/2014 

Computrols, 2005. Computrols website. Available online at http://www.computrols.com/ , 
accessed on 26/6/2014 

Nest L., 2012. Patent US8554376 (Nest Labs). Available online at 
http://www.google.com/patents/, accessed on 26/6/2014 

Matlab, 2010. Matlab system identification toolbox. Available online at 
http://www.mathworks.nl/products/sysid/ 

Fraisse, G., Virgone, J. and Brau J., 1997. An Analysis of the Performance of Different 
Intermittent Heating Controllers and an Evaluation of Comfort and Energy Consumption. 
HVAC&R Research, 1997, vol:3, i:4, p.369-386 
 

 
 
 



P15, Page 1 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Design and Optimization of Geothermal Heat Pumps in 
Combination with TABS  

Arno Dentel1*, Thomas Dippel2, Mario Franz1, Wolfram Stephan1 

(1) Technische Hochschule Nürnberg Georg Simon Ohm, Institute for Energy and Buildings, Energie Campus 
Nürnberg, Keßlerplatz 12, 90489 Nürnberg, Germany 

(2) TEB – Transferzentrum Energieeffizientes Bauen GmbH Kehlstraße 27/1, 71665 Vaihingen an der Enz, 
Germany 

1. ABSTRACT 

For the design and optimization of ground-coupled heat-pump systems (GCHP) in combination 
with thermally activated building systems (TABS), several methods were investigated and 
presented. At first an optimization of the hydraulic system of the GCHP is done. One 
alternative, in comparison with a best practice example, is splitting up the ground heat 
exchanger (GHX) into two bore fields to optimize the operation between passive and active 
cooling. Furthermore, the brine in the system is replaced by water, from this, it follows that the 
amount of heat exchangers and circulation pumps are reduced. In addition, a second hydraulic 
concept based on the previous one was defined and evaluated. This time, only water is used as 
medium at the condenser side of the heat pump, through the ground heat exchanger and at the 
evaporator side, a glycol-water mixture is used. This concept optimizes only the cooling site of 
the system. For each hydraulic concept, different mass flow rates were studied. The results 
show that the system with an optimized hydraulic concept has a 15% higher seasonal coefficient 
of performance (SCOP) than a built best practice system. For the simulations, a complex 
simulation model of an office building with TABS, a heat pump, ground heat exchanger, and 
system control was built in TRNSYS 17 (Klein, S.A. et al., 2012). As a second method, a 
parametric study was carried out for the design parameters, like storage volume and number of 
boreholes. For the optimization studies, the software GenOpt (Wetter, 2009) was used, a co-
simulation with TRNSYS. 

Keywords: simulation, hydraulic, optimization, TABS, heat pumps 

2. INTRODUCTION 

Modern office buildings are characterized by high-comfort features at the one hand and 
minimum energy consumption on the other hand. This can be realized with enhanced ecological 
innovative building and system concepts. A possible combination to achieve this goal is a 
ground-coupled heat-pump system (GCHP) in combination with thermally activated building 
systems (TABS), that allow both low temperature heating and high temperature cooling, which 
are very interesting from an energetic and exergetic point of view. The design of GCHP and 
TABS is completely different from quick-reacting heating and cooling systems. An efficient 
and high quality control of these systems is needed due to the inert performance. In addition, a 
careful design is a requirement for an energy-efficient building and system operation. These 
facts are taken up in the research project GEOTABS (Hoogmartens & Helsen, 2012). The aim 
of the project is to use monitoring and simulation data as feedback to improve the design of 
office buildings. This paper represents outcomes concerning improved hydraulic concepts for 
a GCHP and TABS systems. 
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2.1 Hydraulic Layout of the Reference System 

The reference system is also modeled and shown in Figure 1. For the reference case, an 
installation of an existing building is chosen. The name of the building is “Hollandsch Huys” 
and it is analyzed in a case study in the context of the GEOTABS project. The office building 
has approximately 4000 m² floor area; more details about the case study “Hollandsch Huys” 
can be found in Lemort (2012). 

The installed hydraulic of the geothermal heat-pump system of the Hollandsch Huys consists 
of the following components: 

- Ground heat exchanger with 22 single non-interacting double-U-type probes, tube 
diameter 32 mm 

- Length of a single probe: 75 m 
- Linear arrangement of the probes, separated into two fields 
- Operating point of the ground heat exchanger: turbulent flow conditions 
- Heat transfer medium of the ground heat exchanger: glycol-water mixture 
- Storage for hot and cold water, each with a volume of 1 m³ 
- Heat pump with three power levels: 45 kW, 45 kW, and 55 kW 
- One cold and one hot water collector 
- Seven circulation pumps 

 
Figure 1: Hydraulic scheme of the reference case 

In heating mode, only the pumps 2a and 2b are running; in active cooling mode, the pumps 1a, 
2a, 2b, 5x, and 6x are operative; and in passive cooling mode, just the pumps 1b and 3 are 
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running. At this, the pumps are always running with a constant mass flow rate with turbulent 
flow conditions for all operating modes. 

Apart from the reference case, two alternative hydraulic schemes were investigated, using the 
example of the case study: 

- New hydraulic system layout 1: Divided GHX with complete water loop GHX 
- New hydraulic system layout 2: Divided GHX with water loop only on the condenser 

site of the heat pump 

2.2 New Hydraulic System Layout 1 

Figure 2 shows an overview of the first modified hydraulic concept. The main change in the 
hydraulic configuration is the division of the GHX into two separate fields to optimize the 
passive cooling opportunity. The basic idea of the two fields is that the first field is mainly for 
the use of passive cooling. The second field has, in the active cooling mode, the function of a 
cooling tower and discharges the warm storage tank during active cooling operation. This can 
be done without heating up GHX 1. Thus, the first GHX still has potential for passive cooling 
after a phase of active cooling. 

To increase the capacity in the GHX, loop water is used as heat-transfer medium in the ground 
heat exchanger. This is done for many reasons: water is more cost-effective compared with 
brine, easy to handle, and can comply with environmental regulations. The advantage of a 
higher thermal conductivity of water, as the glycol-water mixture, is accompanied by a 
temperature range in the GHX above freezing point. 

With the reduction to one-water loop, three heat exchangers can be eliminated. This results to 
a cost benefit and there is no temperature loss due to the heat exchangers. A reduction in the 
number of circulation pumps comes along with HX reduction. The result is a reduction in 
electrical energy consumption aside from other cost benefits. 

In case of layout 1, an operational advantage is the central integration of the heat pump between 
the two storage tanks. The heat pump can be operated hydraulically and independently when 
switching over to the probes. Only the two storage tanks are connected to the ground heat 
exchanger. Variable mass flow rates of the brine pump are possible without affecting the safety 
function of the heat pump. The circulation pumps of the heat pump are power-controlled, due 
to different HP power levels. Through this hydraulic scheme, a simultaneous heating and 
cooling operation becomes possible. 

Depending on the operation mode, the following pumps are on: 

- heating mode: pumps c_1, h_2, and b_4, 
- active cooling mode:  all three pumps are active and 
- passive cooling mode: b_4 is running. 

The control strategy used here for switching between the first and second GHX field is: 

- activating the passive cooling mode: using GHX field 1 
- ongoing passive cooling mode, but temperature exceeds threshold: using GHX field 1+2 
- activating the active cooling mode: using GHX field 2 
- ongoing active cooling mode, but temperature exceeds threshold: using GHX field 2+1 
- activating the heating mode: using GHX field 1+2 
- minimum time for connection: 30 minutes 
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Figure 2: Hydraulic scheme of the new system layout 1 

2.3 New Hydraulic System Layout 2 

A second hydraulic concept based on the previous system is illustrated in Figure 3. This time, 
only water is used as medium at the condenser side of the heat pump, through the ground heat 
exchanger and at the evaporator side, a glycol-water mixture is used. Therefore, compared with 
the previous version, this variant contains two additional fluid-to-fluid heat exchangers and five 
pumps with variable mass flow rates. 

Depending on the operation mode, the following pumps are on: 

- heating mode: pumps c_1, h_2, and c_4, 
- active cooling mode:  all five pumps are active and 
- passive cooling mode: b_4 and c_5 are running. 

The brine pump still operates with variable flow rates, 1,600 kg/h per borehole when operating 
with turbulent flow conditions and 750 kg/h when operating with laminar flow conditions. 
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Figure 3: Hydraulic scheme of the new system layout 2 

2.4 Definition of the Seasonal Coefficients of Performance and Defining the 
System Boundaries 

In this chapter, the seasonal coefficients of performance (SCOP) for the different operating 
modes and system boundaries are defined. 

Figure  4  shows  the  several  system  boundaries  used  to  reflect  the  different  seasonal 
coefficients of performance (SCOP).  
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Figure 4: System boundaries for the calculation of the different SCOP 

Abbreviations used in Figure 4: 

QH,HP:  Thermal energy output of the heat pump in heating mode [kWh]  

QAC,HP:  Thermal energy output of the heat pump in active cooling mode [kWh] 

QH,actual: Thermal energy available at the hot water collector in heating mode [kWh]   

QC,actual: Thermal energy available at the cold water collector in active cooling mode [kWh] 

QPC,actual: Thermal energy available at the cold water collector in passive cooling mode [kWh] 

Pel,H,HP:  Electrical input to the heat pump in heating mode [kWh] 

Pel,AC,HP: Electrical input to the heat pump in active cooling mode [kWh] 

Pel,H,pumps: Electrical auxiliary energy to operate the heat pump in heating mode [kWh] 

Pel,AC,pumps: Electrical auxiliary energy to operate the heat pump in active cooling mode [kWh]  

Pel,PC,pumps: Electrical auxiliary energy in passive cooling mode [kWh] 

2.4.1 Seasonal Coefficients of Performance in Heating Mode Operation 

The overall seasonal coefficient of performance (SCOP) of the heat pump in heating mode only 
is defined as: 

j���%,Ð = �Ð,ÐY�	9,Ð,ÐY (1) 
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The overall seasonal coefficient of performance of the heat pump in heating mode, taking into 
account energy consumption of the pumps is defined by: 

j���',Ð = �Ð,ÐY(�	9,Ð,ÐY + �	9,Ð,�;<��) (2) 

The overall seasonal coefficient of performance regarding the thermal energy available at the 
hot water collector in heating mode is defined as follows: 

j���Q,Ð = �Ð,���;�9(�	9,Ð,ÐY + �	9,Ð,�;<��) (3) 

2.4.2 Seasonal Coefficients of Performance in Active Cooling Mode Operation 

The overall seasonal coefficient of performance of the heat pump in active cooling mode only 
is described by: 

j���%,ïW = �ïW,ÐY�	9,ïW,ÐY (4) 

The overall seasonal coefficient of performance of the heat pump in active cooling mode, 
including the energy consumption of the pumps is defined by: 

j���',ïW == �ïW,ÐY(�	9,ïW,ÐY + �	9,ïW,�;<��) (5) 

The overall seasonal coefficient of performance regarding the thermal energy available at the 
cold water collector in active cooling mode is defined as follows: 

j���Q,ïW = �ïW,���;�9(�	9,ïW,ÐY + �	9,ïW,�;<��) (6) 

2.4.3 Seasonal Coefficients of Performance in Passive Cooling Mode Operation 

The overall seasonal coefficient of performance regarding the thermal energy available at the 
cold water collector in passive cooling mode is described as follows: 

j���Q,YW = �YW,���;�9�	9,YW,�;<�� (7) 

2.4.4 Seasonal Coefficients of Performance in Total Cooling Mode Operation 

The overall total cooling seasonal coefficient of performance of the heat pump only is given 
by: 

j���%,NW = �ïW,ÐY�	9,ïW,ÐY (8) 

The overall total cooling seasonal coefficient of performance of the heat pump, taking into 
account the energy consumption of the pumps is described as: 
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j���',NW = �ïW,ÐY(�	9,ïW,ÐY + �	9,ïW,�;<��) (9) 

The overall seasonal coefficient of performance regarding the total cooling energy available at 
the cold water collector is defined as follows: 

j���Q,NW = (�ïW,ÐY + �YW,���;�9)(�	9,ïW,ÐY + �	9,ïW,�;<�� + �	9,YW,�;<��) (10) 

2.4.5 Overall Seasonal Coefficients of Performance 

The overall total seasonal coefficient of performance of the heat pump only is defined as: 

j���%,NXN = (�Ð,ÐY + �ïW,ÐY) (�	9,Ð,ÐY + �	9,ïW,ÐY) (11) 

The overall total seasonal coefficient of performance of the heat pump including the energy 
consumption of the pumps is described as: 

j���',NXN = (�Ð,ÐY + �ïW,ÐY) (�	9,Ð,ÐY + �	9,Ð,�;<�� + �	9,ïW,ÐY + �	9,ïW,�;<��) (12) 

The overall seasonal coefficient of performance regarding the total energy available at both 
water manifolds is defined as follows: 

j���Q,NXN = (�Ð,ÐY + �ïW,ÐY + �YW,���;�9) (�	9,Ð,ÐY + �	9,Ð,�;<�� + �	9,ïW,ÐY + �	9,ïW,�;<�� + �	9,YW,�;<��) (13) 

3. SIMULATION 

For the evaluation of the three hydraulic layouts, a simulation study was conducted. A complex 
simulation model of an office building with TABS, a heat pump, ground heat exchanger, and 
system control was built in TRNSYS 17 (Klein, S.A. et al., 2012). On the basis of the three 
models, several design parameters were studied: 

- Turbulent and laminar flow conditions through the ground heat exchanger 
- Number of boreholes 
- Storage size 
- Supply temperature 

In addition to these parameter studies, the method of numerical optimization for the design 
process was tested within this model. For the optimization studies, the software GenOpt 
(Wetter, 2009) was used in a co-simulation with TRNSYS. 

In the following subchapters, the simulation results of each parameter study are presented. 

3.1 Boundary Conditions and Reference Model Description 

For simulating the reference case, a TRNSYS model according to the hydraulic scheme as 
shown in Figure 1 was used. The building itself was modeled with TRNBuild (Type 56 multi- 
zone building) and represented through 26 thermal zones on three floors. 

The weather data for the simulation were generated with MeteoNorm (Version 4) for Hasseltin 
Belgium. Figure 5 provides an overview of the climate data used in the simulation. 
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The windows have triple glazing (U = 0.66 W/m2K, g = 0.41). Most of the windows have a 
height of 2.76 m and a width of 0.93 m. The windows are not on the surface of the façade, but 
are retreated for 40 cm. This was modeled in TRNSYS through Type 34, overhang and wing- 
wall shading. All these windows, on each façade orientation, have external movable shading 
devices. The shading factor of this system is 30% (70% solar radiation is blocked). The shading 
devices are controlled by the solar radiation (threshold 180 W/m²/ 100 W/m²) on each façade. 

The built-in ‘active layer’ algorithm of Type 56 is used for TABS modeling. The pipe spacing 
is 0.3 m, outside diameter of 0.0266 m, wall thickness of 0.002 m, and wall λ-value of 1.44 
kJ/hmK. The mass flow for the modeled TABS system is equal to the mass flow of the double 
layer TABS system, as built in the Hollandsch Huys. The external TABSfloor and TABS roof 
constructions have an additional insulation layer (material: polyurethane, 0.15m; λ-value, 0.30 
W/mK). The U-value of this construction is 0.19 W/m²K. For the roof, without TABS, the U- 
value is 0.24 W/m²K. The exterior wall with the brick cladding is modeled with an interior 
insulation layer. The U-value for the wall is 0.14 W/m²K. The internal walls between zones are 
modeled as a light wall with gypsum wallboards and an insulation material between (material: 
insulation wool, 0.10 m; λ-value, 0.40 W/mK). 

Each zone has artificial lighting. The total heat gain for each zone is 13 W/m² (40% convective, 
60% radiative). It is assumed that the light is controlled semi-manually through the users of the 
building with dependence to the horizontal radiation. 

The occupancy load is modeled with 10 m² per person. The total heat gain of each person is 
115 Watts (70-Watt sensible and 45-Watt latent). The occupancy time is from 8.00 am to 6.00 
pm (Monday till Friday). 

The heat gain of electrical equipment (computer, switches, printer, etc.) is 200-Watt per person 
in most of the zones. Modeled convective gain is 60% and radiative gain is 40%. The time 
schedule is directly coupled with the occupancy of the persons in the building. 

 
Figure 5: Climate data for Hasselt, Belgium 
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Figure 6: TRNSYS overall simulation model 

 
Figure 7: TRNSYS macro plant system: HP model 

The air-handling unit (AHU) is modeled as an idealized air-treatment process (Mollier h, x- 
diagram) with TRNSYS Type 303 (Stephan & Dentel, 2006). The set point (supply air 
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temperature) is always achieved; therefore, a possible deficit demand is calculated and observed 
in the model. 

The supply temperature of the tabs is controlled by a heating/cooling curve, which is based on 
the 6 hour mean value of the ambient temperature. The tabs subcollectors are controlled 
intermediately by opening the valve every hour for 10 minutes, to measure the temperature 
difference. The valve is open until the temperature difference is greater than 2 K. 

 
Figure 8: TABS supply temperature: heating mode Tamb_6hr_mean < 15°C; neutral mode 

Tamb_6hr_mean ≥ 15°C and ≤ 20°C; cooling mode Tamb_6hr_mean > 20°C 

As a special feature in the TRNSYS simulation of the plant model, consecutive time-critical 
decisions are implemented in terms of a trigger-induced time-dependent operation. In other 
words, one system state releases an action, which starts after a given time or which lasts for a 
given time. Thus, a control structure can be simulated which is more common in the field of 
process and control techniques. 

The heat-pump model consists of three individual modules. The heat pump was modeled using 
a characteristic curve and loads depending on the necessary supply temperatures of the building 
by the assigned storage tanks. The heat pump can modulate in three power stages: 

1. Modus_S1_hp (45 kW) 
2. Modus_S2_hp (45 kW) 
3. Modus_S3_hp (55 kW) 

The stages of the heat pump are operated in the following sequence: 

stage 1(45 kW) � � stage 1 + stage 2 (90 kW) � � stage 1 + stage 2 + stage 3 (145 kW) 
When the set point of the corresponding storage in heating or active cooling mode is not reached 
in a given time (Zeit_Sp_T), the next power stage is activated. When the set point is reached, 
the power stages of the heat pump are consequently shut down with a given time delay. 

A minimum operating time of the heat pump is controlled to avoid damage on the machine. 
Before the next start of the machine is enabled, a minimum non-operating time has to be 
observed. 

For the cold and hot storage, the TESS Type 534 was used. Each tank has a volume of 1 m³ and 
three double ports. The ports are connected to the GHX, building manifold, and the heat pump. 



P15, Page 12 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

The layout of the ground heat exchanger of the reference building is divided into two GHX 
fields, drilled in a line. One GHX field is located in the east of the building and consists of eight 
double U boreholes, and the second GHX field is located across the building, on the west side. 
The second field consists of 14 boreholes. The total amount of boreholes is 22 with an 
individual length of 75 m. 

From the layout discussion, the TRNSYS Type 451 vertical borehole heat exchanger, EWS 
Model (Wetter & Huber, 1997) was chosen. Type 451 models a single double U-tube borehole 
with no interaction between its neighbors. An alternative Type to model the GHX is the DST 
model ("Type 557: Vertical U‐Tube or Tube in Tube Ground Heat Exchanger," 2005), that 
models a concentric borehole field with the total number of boreholes. Both types do not 
represent the GHX of the reference building, but the used Type 451 is a slightly closer to the 
built design. 

3.2 Simulation Results of the Reference Case 

Due to the possibility of running the heat pump in active cooling mode (reversible heat pump) 
and to use this waste heat during the heating period, the three cases were calculated with active 
cooling mode. 

This subchapter features the results for the standard case with active cooling mode to compare 
it with the following variants. Table 1 details the respective monthly total energy demand for 
generation (primary, end, and useful energy consumption in absolute and specific values). In 
Table 2 and Table 3, the total energy demands for distribution and emission regarding the 
building alone are provided. In Table 4, the total ground energy budget is presented, giving an 
overview of how much energy is provided by the ground heat exchanger per month. 

Table 1: Total energy demand for generation - plant 

 

Table 2: Total energy demand for distribution - building  
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Table 3: Total energy demand for emission - building 

 

Table 4: Total ground energy budget [kWh] 

 

Table 5 gives an overview of the yearly seasonal coefficients of performance for the different 
operating modes and the total system. Due to the passive cooling mode there is a certain 
memory effect concerning the pre-conditioning of the cold storage. During  the  passive cooling 
mode the cold storage is loaded with cooling energy (2,979 kWh/a), whereas only 1,060 kWh/a 
are withdrawn from the cold storage. This difference leads to an increased cooling down of the 
cold storage and has therefore a positive effect during active cooling mode on the SCOP3, 
despite the fact that the cooling energy offered from the heat pump is smaller than the amount 
withdrawn from the cold storage. 

In Table 6, the runtime of the heat pump for the different operating modes and the pump P3 
(for passive cooling mode) are shown, whereas in Table 7, the amount of time in which energy 
is withdrawn from the cold and hot storages, respectively, to guarantee the energy demand of 
the building, is featured. 

Table 5: Annual seasonal coefficient of performance - SCOP [-] 
  

SCOP1  
(HP) 

 

SCOP2  
(HP) 

 

SCOP3  
(Manifold)  

 

Heating 
 

4.49 
 

3.85 
 

3.85 
 

Active Cooling 
 

4.37 
 

2.65 
 

2.93 
 

Passive Cooling 
 

- 
 

- 
 

15.72 
 

Total Cooling 
 

4.37 
 

2.65 
 

3.04 
 

Total 
 

4.48 
 

3.64 
 

3.71 

 

Table 6: Runtime - heat pump, pump P3 (passive cooling mode) [h] 
 

Heating [h] 
 

2,152 
 

Active Cooling [h] 
 

301 
 

Passive Cooling [h] 
 

31 
 

Total Cooling [h] 
 

332 
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Table 7: Runtime - energy withdrawal from storage [h] 
 

Heating [h] 
 

4,557 
 

Active Cooling [h] 
 

1,096 
 

Passive Cooling [h] 
 

31 
 

Total Cooling [h] 
 

1,128 

 

Table 8: Total energy budget for the reference case. 

 
 

Input 
(kwh/a) 

 

Output 
(kWh/a) 

 

Heating 
 

133,880 
 

133,834 
 

Active Cooling – Hot Storage 
 

24,285 
 

24,263 
 

Active Cooling – Cold Storage 
 

21,472 
 

21,470 
 

Passive Cooling 
 

2,979 
 

1,060 

The total energy budget for the reference case is presented in Table 8. Figure 9 describes the 
annual temperatures in the ground heat exchanger (supply and return temperatures) and the 
supply temperatures from the hot and cold storage tanks, respectively, supplying the different 
building systems. 

 
Figure 9: Temperatures in the GHX and in the storage tanks (reference case) 

3.3 Simulation Results of the New Hydraulic Layout 1 

For the evaluation of efficiency of the new hydraulic layout 1, two different flow rates were 
investigated: 

- Turbulent flow conditions through the ground heat exchanger: 1,600 kg/h per borehole 
- Laminar flow conditions through the ground heat exchanger: 750 kg/h per borehole 
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3.3.1 Simulation Results: Layout 1 for Turbulent Flow Conditions 

The first variant of this new hydraulic system considers turbulent flow conditions through the 
borehole heat exchanger system. Table 9 provides the annual seasonal coefficients of 
performance for the different operating modes and the total for the new hydraulic system with 
turbulent flow conditions. 

Figure 10 displays the annual temperatures through the ground heat exchanger (supply and 
return temperatures) and the supply temperatures from the hot and cold storages, respectively, 
supplying the different building systems. 

Table 9: Annual seasonal coefficient of performance for layout 1 turbulent flow conditions - 
SCOP [-] 

  

SCOP1 

(HP) 

 

SCOP2 

(HP) 

 

SCOP3 

(Manifold)  
 

Heating 
 

4.42 
 

4.02 
 

4.01 
 

Active Cooling 
 

4.83 
 

4.66 
 

4.65 
 

Passive Cooling 
 

- 
 

- 
 

145.80 
 

Total Cooling 
 

4.83 
 

4.66 
 

5.49 
 

Total 
 

4.47 
 

4.09 
 

4.18 

 
Figure 10: Temperatures in the GHX and in the storage tanks (layout 1, turbulent flow) 

3.3.2 Simulation Results: Layout 2 for Laminar Flow Conditions 

The second variant of this new hydraulic system considers laminar flow conditions through the 
borehole heat exchanger system. Table 10 shows the annual seasonal coefficients of 
performance for the different operating modes and the total for the new hydraulic system with 
laminar flow conditions. The temperatures of the GHX are shown in Figure 11. 
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Table 10: Annual seasonal coefficient of performance for layout 1 laminar flow conditions - 
SCOP [-] 

  

SCOP1  
(HP) 

 

SCOP2  
(HP) 

 

SCOP3 

(Manifold)  
 

Heating 
 

4.59 
 

4.45 
 

4.44 
 

Active Cooling 
 

4.85 
 

4.71 
 

4.70 
 

Passive Cooling 
 

- 
 

- 
 

1,081.33 
 

Total Cooling 
 

4.85 
 

4.71 
 

5.45 
 

Total 
 

4.62 
 

4.48 
 

4.57 

 
Figure 11: Temperatures in the GHX and in the storage tanks (layout 1, laminar flow) 

3.4 Simulation Results of the New Hydraulic Layout 2 

Figure 3 displays the second hydraulic brine pump that still operates with variable flow rates, 
1,600 kg/h when operating with turbulent flow conditions and 750 kg/h when operating with 
laminar flow conditions. 

3.4.1 Simulation Results: Layout 2 for Turbulent Flow Conditions 

The first variant of this second hydraulic system considers turbulent flow conditions through 
the ground heat exchanger. Table 11 presents the results concerning the SCOP, and Figure 12 
displays the temperatures of the storage tanks and the GHX temperatures. 
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Table 11: Annual seasonal coefficient of performance for layout 2 turbulent flow conditions - 
SCOP [-] 

  

SCOP1 

(HP) 

 

SCOP2 

(HP) 

 

SCOP3 

(Manifold)  
 

Heating 
 

4.44 
 

3.22 
 

3.22 
 

Active Cooling 
 

3.86 
 

3.38 
 

3.29 
 

Passive Cooling 
 

- 
 

- 
 

34.30 
 

Total Cooling 
 

3.86 
 

3.38 
 

3.46 
 

Total 
 

4.35 
 

3.24 
 

3.25 

 
Figure 12: Temperatures in the GHX and in the storage tanks (layout 2, turbulent flow) 

3.4.2 Simulation Results: Layout 2 for Laminar Flow Conditions 

This variant of the second hydraulic system includes the results for laminar flow conditions 
through the ground heat exchanger. Table 12presents the results concerning the SCOP and 
figure 12 displays the temperatures of the storage tanks and the GHX temperatures. 

Table 12: Annual seasonal coefficient of performance for layout 2 laminar flow conditions - 
SCOP [-] 

  

SCOP1 

(HP) 

 

SCOP2 

(HP) 

 

SCOP3 

(Manifold)  
 

Heating 
 

4.44 
 

4.15 
 

4.15 
 

Active Cooling 
 

3.75 
 

3.50 
 

3.41 
 

Passive Cooling 
 

- 
 

- 
 

87.38 
 

Total Cooling 
 

3.75 
 

3.50 
 

3.64 
 

Total 
 

4.32 
 

4.04 
 

4.06 
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Figure 13: Temperatures in the GHX and in the storage tanks (layout 2, laminar flow) 

3.5 Parametric Studies of Design Parameters 

The second method in optimizing the design of a GCHP system is a variation of the following 
parameters: 

- storage volume 
- number of boreholes 

For the optimization of the storage volume, the software GenOpt (Wetter, 2009) was used, in a 
co-simulation with TRNSYS. For the calculation concerning the number of boreholes, a simple 
parametric study was done. 

3.5.1 Optimizing the Storage Volume 

For the optimization study, a cost function was defined. The overall aim was to minimize the 
total primary energy consumption by fulfilling the temperature set points in the system. The 
used cost function is defined as: 

min -("%
ÐV

56# ∙ �Y,�µ��9 + "' ∙ ∆��	�,�;��9?) (14) 

The cost function has equal weights for primary energy demand and set the point difference. 
An observation of the thermal comfort and a penalty, whenever necessary, for the discomfort 
are not considered in the cost function. 

The simulations were done on the basis of the reference case. 

The constraints for the optimization were a minimum storage volume of 1 m³ and a maximum 
storage volume of 20 m³. Two different cases were investigated: 

- case 1: identical sizes for heat and cold storage tanks 
- case 2: independent sizes for heat and cold storage tanks 
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The optimum for case 1 results to a storage volume of 8 m³. A reduction of 27% of the 
primary energy demand can be reached through this configuration. 

For case 2, different storage sizes are efficient. The results show that a small heat storage (2 
m³) and a big cold storage (17 m³) are the optimum configuration. The primary energy demand 
can be reduced by 7% compared with the system with identical storage tanks. 

3.5.2 Parametric Study of the Number of Boreholes 

On the basis of the hydraulic layout 1, a parametric study for 10 different borehole 
configurations was carried out. Table 13 gives an overview of the studied cases. The result of 
the parametric study is that a design with approximately 50% more boreholes in field 1 than in 
field 2 has the best system performance (configuration 4 and 5). The primary energy demand 
can be reduced, according the base case (configuration 7), by 13% with this configuration. The 
reason for this reduction is the increased possibility for passive cooling, due to the additional 9 
or rather 11 boreholes. Another simulation case for the hydraulic layout 1 with only one 
common GHX showed that primary energy demand for that configuration is only 1% less than 
the layout 1 with two separate GHX fields. 

Table 13: Configurations for the parametric study for the variation of number of boreholes 
 

Configuration  
 

Number of boreholes in 
 

Field 1 
 

Field 2 
 

1 
 

14 
 

8 
 

2 
 

16 
 

9 
 

3 
 

18 
 

10 
 

4 
 

20 
 

11 
 

5 
 

22 
 

12 
 

6 
 

16 
 

6 
 

7 
 

11 
 

11 
 

8 
 

13 
 

13 
 

9 
 

15 
 

15 
 

10 
 

17 
 

17 

4. DISCUSSION AND ANALYSIS OF RESULTS 

This chapter gives an overview of the main results for the different simulated variants, whereas 
only the versions with active cooling mode are compared with each other. Table 14 reflects the 
overall seasonal coefficients of performance (SCOP) for the different operating modes for all 
researched versions. The SCOP is shown in this table for all system boundaries (ct. Figure 4). 
The results for the SCOP3 are similar to the results for the SCOP2, due to the similar amounts 
of the energy provided by the heat pump, the energy which is actually delivered to the building. 
The values range from a SCOP of 3.25 (new hydraulic layout 2, turbulent flow conditions, “C2-
turb”) to 4.57 (new hydraulic layout 1, laminar flow conditions, “C1-lam”). The individual 
SCOP at each system boundary for each case is given in Table 14. The main benefit of the most 
efficient system “new hydraulic layout 1, laminar flow conditions, “C1-lam” is the smallest 
amount of the auxiliary energy demand. The reduction of the energy demand is due to the 
reduction of the amount of circulation pumps. 
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The SCOP1 of the active cooling in C1-lam is larger than that in C1-turb, because operating in 
stage two respectively stage three leads to a higher energy consumption of the heat pump (worse 
COP) and therefore to a worse SCOP1 for turbulent flow conditions. Further reasons for the 
slightly higher SCOP1 in active cooling mode with laminar flow than in turbulent conditions 
are the switching conditions of the heat pump (i.e. minimum running and shutting down time 
of the heat pump). 

Compared with the case with two separate ground heat exchanger fields, the results for the one 
single ground heat exchanger field (“C1-lam-1BH”) are almost the same. The difference 
concerning the SCOP for the passive cooling mode is due to the different operating times, the 
version with one GHX features less operating hours in passive cooling mode and more hours 
operating in active cooling mode. These results show that there is hardly any difference when 
using one single or two separate ground heat exchanger fields. The difference in the SCOP can 
be neglected: 4.57 with 2 GHX fields vs. 4.55 with 1 GHX field. The technical effort and costs 
for the control are also not justified for this technical feature. Due to this state of knowledge, 
the division or layout of the two different GHX fields can be neglected in design. 

An enlargement of the number of boreholes up to 50 % results in a reduction of 13% of the 
primary energy demand. 

In Table 15, the annual primary energy demand is listed for all investigated cases. The hydraulic 
optimization of the GCHP system has a saving potential of approximately 18%. The absolute 
primary energy demand decreases from 114,239 to 94,079 kWh/a.  

The result of the optimization tends to cause a smaller storage volume for the hot water tank as 
for the cold water tank. This is based on the increasing heat losses with an increasing volume 
for the hot water buffer storage. Due to an optimization of the passive cooling, a big cold water 
storage volume should be aspired. The primary energy demand can be reduced through this 
optimization by up to 30%. 

The abbreviations of the researched variants are as follows: 

- SC1: reference case with active cooling 
- C1-turb: new hydraulic layout 1 with turbulent flow conditions through the GHX 
- C1-lam: new hydraulic layout 1 with laminar flow conditions through the GHX 
- C2-turb: new hydraulic layout 2with turbulent flow conditions through GHX 
- C2-lam: new hydraulic layout 2 with laminar flow conditions through the GHX 

 
Figure 14: Seasonal coefficient of performance for system boundary 3 – comparison of all 

studied cases 
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Table 14: Annual seasonal coefficient of performance - SCOP [-] 

 

Table 15: Annual primary energy demand [kWh/a] 

 

The different values for the SCOP3 during passive cooling mode are due to the different 
amounts of electrical power consumptions for the brine pumps in use and the different operating 
times. Table 16 shows the maximum design values for the electrical power consumption of the 
pumps operating during passive cooling mode for the single researched variants and the 
operating time during passive cooling mode. 

Table 16 

 

5. CONCLUSION 

The example results show that an optimized hydraulic layout can increase the SCOP and 
decrease the primary energy demand of the system, for these four different hydraulic layouts 
compared with a reference case in practice. An intermodal comparison showed that not all new 
hydraulic layouts have a better performance than the reference case. A variation of the mass 
flow rate in the GHX has a big influence on the SCOP and the primary energy demand. This is 
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based on the auxiliary energy demand of the circulation pumps. The most efficient hydraulic 
layout is a system with less pumps and heat exchangers. One disadvantage, in the case of system 
security, is that the system is operated with pure water. In operation, the temperatures in GHX 
should be very carefully observed. Beware of temperatures near the freezing point in the GHX 
loop and on the evaporator site of the heat pump. 

Dividing the GHX into two fields should be avoided. The benefit on energy savings is lower 
than the economical benefit. The assumption in design of reserving on the GHX field only for 
passive cooling and the second one for active cooling is not efficient in practice. The reason for 
this is that the changeover to active cooling in the example is already after one hour. Parametric 
studies, with a switching time up to 6 hours, have shown that there is no real advantage in the 
case of primary energy reduction by splitting up the GHX in two separate fields. 

In the case of sizing the storage volume, the optimization study tends to cause a smaller storage 
volume for the hot water tank as for the cold water tank. This is based on the increasing heat 
losses with an increasing volume for the hot water buffer storage. 

Finally, it should be remarked that the studies on the design parameters are all done with the 
same load profile. A variation of different loads or building types is not done in the frame of 
this project. 

REFERENCES 

Hoogmartens, J. & Helsen, L. (2012). GEOTABS - Towards optimal design and control of 
geothermal heat pumps combined with thermally activated building systems in offices: Final 
Report. Retrieved from http://www.geotabs.eu/Publication/final/at_download/file 

Klein, S.A. et al. (2012). TRNSYS 17: A Transient System Simulation Program. Madison, 
USA: Solar Energy Laboratory, University of Wisconsin. Retrieved from 
http://sel.me.wisc.edu/trnsys 

Lemort, V. (2012). GEOTABS - Towards optimal design and control of geothermal heat pumps 
combined with thermally activated building systems in offices: Deliverable 4.1: Report of 
energy performance and control strategy evaluation for each detailed case. 

Retrieved from http://www.geotabs.eu/Publication/wp4/D4_1/at_download/file (2014). 
ModeFrontier: Esteco. Retrieved from http://www.esteco.com/ 

Stephan, W. & Dentel, A. (2006). Simulation of Air Conditioning Systems with different Tools 
- Minimum Requirements for different Applications. 7th International Conference on System 
Simulation in Buildings, Liège, Belgien. 

(2005). Type 557: Vertical U‐Tube or Tube in Tube Ground Heat Exchanger. Madison, USA: 
Thermal Energy Systems Specialists. 

Wetter, M. & Huber, A. (1997). TRNSYS TYPE 451 - Vertical Borehole Heat Exchanger - 
EWS Model, Transsolar GmbH. 

Wetter, M. (2009). Generic Optimization Program - GenOpt. Berkeley: Wetter, Michael. 

ACKNOWLEDGEMENT 

The GEOTABS project was supported in part by the EraSME FPR 7 program. The German 
contribution was supported by the Federal Ministry of Economic Affairs and Energy 
(BMWI/ZIM, FKZ: KF2188202TL0). We are grateful for the financial support and for the 
collaboration of all the project partners. 



P16, Page 1 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Modelling the impact of integrated electric vehicle charging and 
domestic heating strategies on future energy demands  
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Energy Systems Research Unit (ESRU), Department of Mechanical and Aerospace Engineering, University of 
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1. ABSTRACT 

The next 30 years could see dramatic changes in domestic energy use, with increasingly 
stringent building regulations, the uptake of building-integrated microgeneration, the possible 
electrification of heating (e.g. heat pumps) and the use of electric vehicles (EV). In this paper, 
the ESP-r building simulation tool was used to model the consequences of both the 
electrification of heat and EV charging on the electrical demand characteristics of a future, net-
zero-energy dwelling. The paper describes the adaptation of ESP-r so that domestic electrical 
power flows could be simulated at a temporal resolution high enough to calculate realistic peak 
demand. An algorithm for EV charging is also presented, along with the different charging 
options. Strategies by which EV charging and electrified heating could be controlled in order 
to minimise peak household electrical demand were assessed. The simulation results indicate 
that uncontrolled vehicle charging and the use of electrified heating could more than double 
peak household power demand. By contrast, a more intelligent, load-sensitive heating and 
charging strategy could limit the peak demand rise to around 40% of a base case with no vehicle 
or electrified heating. However, overall household electrical energy use was still more than 
doubled. 

Keywords: EV, zero energy dwelling, electrical demand, simulation 

2. INTRODUCTION 

The next 30 years are likely to herald a substantial change in the demand characteristics of new 
and refurbished dwellings, brought about by a combination of improved thermal performance, 
increased integration of microgeneration technologies such as PV, the possible electrification 
of heat through the use of heat pumps and the widespread adoption of plug-in hybrid electric 
vehicles (PHEV) and all-electric vehicles (EV). Together, these changes would result in 
household demand characteristics radically different from those seen today. 

Improved thermal performance in both newbuild and retrofitted housing will reduce the 
primacy of domestic space heating demands and place more of a focus on electrical demands 
and hot water use. For example, in a typical UK house, space heating accounts for around 65% 
of its overall energy demand (Palmer and Cooper, 2012), whilst in Passive House designs, 
heating can account for as little as 40% of the household’s overall energy demand (Feist, 2006). 
This reduction in heating demand is becoming evident now, with total UK household space 
heating demand declining by 21% since 2004. Conversely, total household energy demand 
associated with electrical appliance use has increased by approximately 15% over the same 
period (Palmer and Cooper, 2012). 

In parallel with changes in fabric performance, the supply of energy to UK dwellings is also 
undergoing a transformation, through the provision of thermal and electrical energy from local, 
low-carbon sources. For example, more than 2GW of microgeneration capacity has been 
installed in the UK since the introduction of a feed-in-tariff (FIT) in 2010 (OFGEM, 2013); this 
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provides small scale producers (i.e. householders) with a guaranteed payment for each kWh of 
electricity produced by a household renewable source such as photovoltaic panels (PV). 

If the UK is to achieve its ambitious targets for an 80% carbon emissions reduction by 2050, 
then the use of fossil fuels for space heating will need to be virtually eliminated (DECC, 2008) 
and replaced with zero carbon sources such as biomass (which realistically could only supply 
a fraction of heat demand [Castillo and Panoutsou, 2011]), and renewable electricity. The latter 
source requires the widespread uptake of heat pumps, shifting the demand for space and water 
heating from the gas grid to the electricity network. Given that the vast majority of UK 
dwellings likely to be extant in 2050 are already constructed (Hinnels et al, 2007) a widespread 
heat pump retrofit programme would be required. Air source heat pumps (ASHPs) have the 
potential to act as a replacement for the fossil-fuelled boilers commonly found in UK housing. 
Additionally, their relatively low cost of installation and the lack of a requirement for ground 
works makes ASHPs a more feasible mass retrofit option than ground source heat pumps 
(GSHP). However, Wilson et al (2013) indicate that a shift of only 30% of domestic heating to 
heat pumps could result in an increase in the total UK electrical demand of some 25%. 

The final development likely to have a significant impact on the characteristics of domestic 
demand is the growth in the use of electric vehicles (EVs). In the UK, the number of electric 
vehicles is still small as a percentage of the total fleet: some 0.1% of the total passenger cars 
licenced on UK roads. However, their number is increasing exponentially (DfT, 2014). EVs 
shift the energy used for transportation from refined fossil fuels to the electricity network. In 
the UK, the domestic sector accounts for around 29% of UK final energy consumption, whilst 
the transport sector accounts for another 36% of demand (DECC, 2014). The deployment of 
EVs at an increasing rate and the widespread electrification of domestic heating could lead to a 
massive rise in the demand for electricity and necessitate the upgrading of the UK’s electricity 
distribution infrastructure. In this paper, the potential increase in electricity demand at the 
individual dwelling level is examined along with an investigation into the strategies that could 
be employed to mitigate the worst effects of this increase. 

2.1 Previous Work on EV Integration with Buildings 

There are large bodies of literature looking at the thermal performance of future buildings (e.g. 
Attia et al, 2013), microgeneration and the electrification of heat, and the potential impact of 
EVs on the electrical network (e.g. Pudjianto et al, 2013). However, there is a paucity of 
material looking specifically at the combinatorial effects of heat pumps and EVs on domestic 
energy demands, and strategies to mitigate their impact. Typically, studies treat the two topics 
separately. There are some examples in the literature that look at  the integrated control of EV 
charging within a domestic context in order to mitigate demand peaks, but the majority of work 
focuses on the charging of vehicles at the larger scale. Robinson et al (2013) analysed the results 
from a large UK field trail of electric vehicles, where the charging times of vehicles were 
unconstrained and vehicles could be charged at home or when parked away from home. Their 
results indicated a significant amount of peak- time charging. Razeghi et al (2014) used real 
domestic electricity demand data coupled with stochastic vehicle charging profiles to look at 
the potential impact of EV charging on distribution transformers. The authors concluded that 
only in the case of uncontrolled fast charging of vehicles would there be the risk of transformer 
overloading. In a study using economic optimisation, Hedegaard et al (2012) looked at the 
possible impact of EV charging, indicating that coordinated charging of EV’s can boost 
investment in wind power and reduce future investment requirements for thermal power plants. 
However, the study did not look at the implications for the transmission and generation 
infrastructure.  
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Of the studies looking at both the dwelling and EV, Asare-Bediako et al (2014) looked at the 
potential effect of heat electrification, micro-CHP and electric vehicles on domestic load 
profiles in the Netherlands using a bottom-up modelling approach. The authors concluded that 
the electrical load profile characteristics changed dramatically with reduced electrical peak 
demand in summer and increased demand in winter. The authors did not investigate the 
possibility of co-operation between the house and vehicle to limit peak demand, nor did they 
address the issue of heat pumps. Munkhammar et al (2013) used a stochastic, high-resolution 
model to examine the impact of EVs on domestic load and the self-consumption of PV- 
generated power. Their paper highlighted the increase in domestic power consumption with the 
introduction of EVs and also noted that in many cases the use of EVs decreased the amount of 
load covered by the PV. This was due to the temporal mismatch between when PV power was 
available and when the EV charged (typically early morning or evening). Haines et al (2009) 
looked at the so-called vehicle-to-home concept (V2H), using the vehicle battery to co-
operatively limit the peak demand of a household. The authors concluded that EVs could be 
used to limit peak demand and improve domestic load factors, other than in cases where the EV 
was used for a sizable commute. However, the study did not consider electrification of heating, 
nor of the impact of microgeneration such as PV. 

3. SCOPE OF THE PAPER 

There is a gap in the literature in that the impact of wholesale domestic electrification 
(extending to heating and transportation) is rarely considered, and by extension, most mitigation 
strategies focus on only one aspect of demand. Consequently, this paper explores a range of 
integrated strategies aimed at limiting the impact of both heat pumps and EVs on the electrical 
demand of future dwellings. The paper examines the peak electrical demand and the increase 
in household electrical energy use as both will have an impact on electrical infrastructure. 
Increased electrical energy use will lead to higher temperatures in electrical equipment and 
ultimately a shortening of its lifespan. However, a radical increase in peak demand could have 
the most acute impact, necessitating the wholesale replacement of electrical infrastructure such 
as cabling and electrical transformers. 

A simulation model of a hypothetical future zero-energy dwelling (described in detail later) was 
used to calculate the total electrical demand at high resolution, accounting for electrified space 
heating, hot water demand, appliance and vehicle charging loads. The specific demand- limiting 
strategies to be investigated using the model were as follows. 

- Time shifting of heating: where the operation of a heat pump is moved to periods of off-
peak electrical demand. This required that the heat pump was coupled to the heating 
system of the dwelling via a buffer tank. 

- Fast and slow battery charging rates, at 3.3 and 6.6 kW, respectively. 
- Time shifting of battery charging: battery charging was restricted to periods of off- peak 

electrical demand. 
- Co-operative battery charging: the battery was only charged when the load of the 

dwelling fell below a user specified threshold of 7.5 kW1. 

 
1 

IEA EBC Annex 42 measured data (IEA, 2014) was reviewed to determine a typical dwelling maximum electrical demand 
limit for many of the scenarios above; this data shows maximum demand in UK-housing varying between 3.5 and 7.5 kW. 
In order to mitigate the effects of vehicle charging and electric heating on the existing electrical infrastructure it would 
be necessary to keep overall demand below these peaks. Consequently, the upper demand value of 7.5kW was used in 
this paper in the control of heating and vehicle charging. However, the impact of varying the demand limit merits 
further investigation. 
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Later, these individual strategies were combined into a set of modelled scenarios, which 
explored increasing levels of demand intervention in both vehicle charging and heating use. 

4. MODELLING TOOL AND ADAPTATIONS 

Hawkes and Leach (2005) and Knight and Ribberink (2007) argue that to properly capture the 
electrical demand characteristics and the exchange of electrical power between a dwelling and 
the grid, simulation time steps of less than 10 minutes are required. Consequently, to fully assess 
the impact of vehicle charging and the electrification of heating, the version of ESP-r (ESRU, 
2014) used for this paper has been upgraded to enable it to work at high resolution and simulate 
vehicle charging loads. Further, a hypothetical zero-energy dwelling simulation model has been 
developed (Hand et al, 2014), complete with an EV. 

ESP-r, allows the energy and environmental performance of the building and its energy systems 
to be determined over a user defined time interval (e.g a day, week, year). The tool explicitly 
calculates all of the energy and mass transfer processes underpinning building performance. 
These include conduction and thermal storage in building materials, all convective and radiant 
heat exchanges (including solar processes and long wave exchange with the sky), air flows, 
interaction with plant and control systems. To achieve this, a physical description of the 
building (materials constructions, geometry, etc.) is decomposed into thousands of “control 
volumes”. In this context, a control volume is an arbitrary region of space to which conservation 
equations for continuity, energy (thermal and electrical) and species can be applied and one or 
more characteristic equations formed. A typical building model will contain thousands of such 
volumes, with sets of equations extracted and grouped according to energy system. The solution 
of these equations sets with real, time-series climate data, coupled with control and occupancy-
related boundary conditions yields the dynamic evolution of temperatures, energy exchanges 
(heat and electrical) and fluid flows within the building and its supporting systems. 

4.1 Adaptations to ESP-r 

The ESP-r software has been extended from the standard release to enable its electrical systems 
model to use stochastic, electrical appliance demand data as a boundary condition. This data 
was generated at a 1-minute time resolution using a customised version of a domestic appliance 
demand profile tool (Richardson et al, 2010), which also produced matching thermal gains 
profiles. Additionally, a new algorithm was developed, based on the work of Jordan and Vagen 
(2005), which enabled stochastic, sub-hourly resolution domestic hot water draws to be 
generated during a simulation. Finally, using the work of McCracken (2011), 1-minute solar 
data was generated, based-on the existing hourly solar data found in ESP-r’s climate data files. 
This allowed the electrical output from PV to reflect the variability observed in solar radiation 
levels for a maritime climate like the UK’s. This variability is lost when using the hourly-
averaged climate data typically used by building simulation tools. These adaptations to ESP-r 
are described in more detail by Hand et al (2014). Figure 1 shows typical high-temporal-
resolution simulation output including appliance electrical demand and demand associated with 
the operation of a heat pump. 
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Figure 1: simulation output at 1-min time resolution. 

4.2 Vehicle and Battery Algorithm 

In addition to the modifications outlined in the previous paragraphs, a stochastic, electric 
vehicle (EV) algorithm has been developed. The primary role of this algorithm is to mimic the 
effect of electric vehicle charging on the dwelling’s overall electrical demand. The model has 
several functions, these are: 1) determine when a vehicle leaves and then returns from a trip; 2) 
calculate the trip distance and subsequent depletion of the battery; and 3) re-charge the battery 
according to a user-selected control strategy. 

The EV model can take three basic states: ‘idle’ – the vehicle is present and not charging; 
‘absent’ – the vehicle is on a trip and ‘charging’– the vehicle is present and charging, depending 
on the battery control strategy. Also, there is an explicit assumption made in the algorithm that 
all trips have 1 outward and 1 return leg and that the distance travelled in the return leg is the 
same as the outbound trip. 

 
Figure 2: hourly probabilities of a trip leg being taken over a 24-hour period (Huang and 

Infield, 2010). 

To determine if a trip leg is made, the algorithm generates a random number, x, at each 
simulation time step and this is tested against a time-dependent trip probability p(t) (see 

Table 1) to determine: 

a) whether the EV will depart on a trip (if the vehicle is present); or 
b) when it returns home from a trip (when the vehicle is absent). 
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The time-varying hourly probabilities for one leg of a trip for weekdays, Saturdays and Sundays 
are shown in Figure 2; these were taken from the 2013 UK travel survey (DFT, 2014) and 
Huang and Infield (2010). The probabilities needed to be modified as follows to account for 
sub-hourly time steps and the assumption that each vehicle trip comprises two legs. 

E( ) = E�( ) ∙ ` ∆ 3600a ∙ h (1) 

Here, ph(t) is the probability that a trip leg will be made in a particular hour, Δt  is the simulation 
time step and n is the assumed number of legs per trip. 

Table 1: vehicle status changes. 
Test result Vehicle status Vehicle Status 

changes to 

x ≥ p(t) Home Absent 
Absent Home 

x < p(t) Absent Absent 
Home Home 

The model also includes an allowance for ‘range anxiety’. It is assumed that if the state of 
charge (SOC) is below 35% (i.e. enough charge for an average trip) then the vehicle will 
continue to charge and a trip will not be made. If the vehicle has returned from a trip (status has 
changed from ‘absent’ to ‘home’), the model calculates a feasible distance travelled and then 
the state of charge of the battery. The probability of particular trip distance being travelled could 
be best characterised using a Weibull distribution with a λ value of 22.4 and a k value of 0.8. 

® = 1 − ]4ð¶ñòó
 (2) 

To calculate the total distance travelled (over the two legs) a random number, y, is generated, 
with a value between 0 and 1 and the distance, d, is calculated using Equation 3. � = ô(− ln(1 − G))5 (3) 

This distance is checked against the time the vehicle has been absent (Δt) and the maximum 
speed  that  the  vehicle  can  legally  travel,vmax ,  giving  a  maximum  permissible  distance 
travelled �<�
  = i<�
  Õ : if the distance travelled exceeds this, then � is set to �<�
.  

The SOC of the battery on returning from a trip is calculated using Equation 4, where D is the 
nominal discharge rate of the battery in kWh/km and L represents any user-defined parasitic 
losses for the battery when the car is moving (e.g. any draws on the battery from the heating or 
cooling system not accounted for in D). j��( + Δ ) = j��( ) − (Î + ¢)õ (4) 

Finally,  the  model  encompasses  a  range  of  charging  strategies,  as  outlined  in  Table  2. 
Depending on the strategy chosen for the model, the vehicle state will change from ‘idle’ to 
‘charging’ on return. 

Note that the random number generator in both the hot water draw algorithm, mentioned 
previously and the vehicle algorithm employs a seed, which generates a unique pseudo- random 
series. Additionally, the high resolution solar data and electrical demand use pre- simulated 
profiles. Consequently, the simulations described later are repeatable, provided that the same 
seeds are used in the random number generator. 
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Table 2: vehicle battery charging strategy summary. 

 

4.3 ESP-r Model 

The ESP-r model of the zero-energy dwelling is shown in Figure 3. The model is divided into 
three main thermal zones: a loft zone and two composite zones describing (respectively) the 
areas of the dwelling hosting active occupancy such as the living room and kitchen and those 
areas that have low occupancy rates or that are occupied at night such as bathrooms and 
bedrooms, respectively. The geometric characteristics are summarised in Table 3; this 
geometrically aggregated form of the model captures the pertinent thermodynamic 
characteristics of the building’s performance and has been deployed successfully in other 
studies, e.g. (Clarke et al, 2008). 

 
Figure 3: Wireframe view of the zero-energy dwelling model. 

The model features a mono pitch roof to accommodate the 45m2 (8 kWp) of PV panels used to 
offset the regulated electrical demands and appliance energy demands. Note that the PV does 
not offset the electrical demand of the EV. The building has a wooden frame construction, is 
super-insulated with triple-glazed windows, has high airtightness, mechanical ventilation heat 
recovery (MVHR) and meets passive house standards. The characteristics of the key fabric 
elements are as shown in Table 4. 
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Table 3: summary of dwelling geometric characteristics. 

Floor area (m2) 
 

82.7 

External surface area (m2) 
 

151 

Heated Volume (m3) 
 

230 

Glazed Area (m2) 
 

21.45 

‘Day’ zone floor area (m2) 
 

34.8 

‘Night’ zone  floor area (m2) 
 

47.9 

Table 4: characteristics of constructions used in the dwelling model. 
 

Construction 
 

Details 
 

U-value 
(W/m2K) 

 

External walls 
 

Weatherboard  air SIP  panel with 300mm insulation 
service void plasterboard 484mm 

 

0.104 

 

Floor 
 

200mm insulation under concrete slab with void and 
carpet over plywood 

 

0.151 

 

Ceiling 
 

Plasterboard with 400mm glass wool 420mm 
 

0.098 
 

Roofing 
 

Slate roof over battens (cold roof) 
 

3.636 
 

Glazing 
 

Triple glazing argon filled low-e coatings 42mm 
 

0.89 

The heating ventilation and air conditioning (HVAC) system used with the dwelling is shown 
in Figure 4. This is modelled using a network, which comprises a linked collection of plant 
components. Each component (e.g. duct, heat exchanger, pipe, etc.) is modelled explicitly using 
a dynamic plant component algorithm. 

The primary heat source is an air source heat pump (ASHP) with a 6kW capacity and nominal 
coefficient of performance (COP) of 3. In the model, both COP and the heating capacity of the 
ASHP vary with the ambient temperature and the 500L buffer tank temperature. The buffer 
allows the heat pump to be operated flexibly in time: the heat pump charges the thermal buffer, 
which then supplies the heat for space heating and hot water at a later time. The primary means 
of heat distribution in the system of Figure 4 is convective, via the MVHR. 

The system also includes a dedicated 500 L solar domestic hot water (DHW) tank and 3m2 of 
roof-mounted solar thermal collectors. Another feature of the model is a 200 L grey-water- 
heat-recovery-system (GWHR): this collects wastewater from the baths, showers, etc., which 
pre-heats the incoming cold-feed to the DHW tank via a heat exchanger. 

The EV model used in the simulations is based on a Nissan Leaf (Nissan, 2014) and the key 
model parameters are shown in Table 5. 

Finally, in order to capture all of the electrical power exchanges within the building and between 
the building, vehicle and the grid, an electrical systems network was developed. This features 
explicit representations of the cabling and electrical infrastructure coupling the local micro-
generation and power consuming devices (fans, pumps, heat pump, appliances, etc.). The 
network also features a coupling point to the local grid. The electrical network was solved to 
predict the main electrical real power flows associated with the dwelling model, particularly 
supply and demand, import and export with the grid and losses, including inverter and cable 
losses. 
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Figure 4: systems model for the dwelling 

Table 5: key EV model characteristics (Nissan, 2014; DFT, 2014). 
 

Battery capacity (kWh) 
 

24 
 

Fast charging power (kW) 
 

6.6 
 

Slow charging power (kW) 
 

3.0 
 

Minimum (SOC %) 
 

20 
 

Range anxiety (SOC %) 
 

35 
 

Charge/discharge efficiency (%) 
 

90 
 

Discharge rate (kWh/km) 
 

0.15 
 

Nominal annual distance travelled (km) 
 

13,600 
 

Nominal trip distance (km) 
 

22.1 
 

Distance equation ‘λ’ (-) 
 

22.4 
 

Distance equation ‘k’ (-) 
 

0.8 

5. SIMULATIONS 

A scenario-based approach was adopted in this paper in order to assess the impact of different 
combinations of heating and EV charging strategies. These are summarised in Table 6. 

All of the scenarios were simulated at 1-minute time resolution over the winter months of 
January and February using a southern UK climate data set. A winter period such as this 
constitutes a ‘worst case’ scenario for electrical demand, as the dwelling heating demand will 
be at its highest and consequently this provides a useful test bed for the demand mitigation 
scenarios. 
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Table 6: scenarios modelled. 
 

Base Case – no EV, no 
Heat Pump 

 

The house is assumed to be heated using biomass and there is no 
EV. 

 

Case 1 – unrestricted 
slow charging 

 

Both heating system operation and vehicle charging are 
uncontrolled. The vehicle is slow charged (3.3kW – up to 6.5 hrs) 
when it returns from trips and heat is supplied when required. 

 

Case   2   –   Unrestricted 
fast charging 

 

Both heating system operation and vehicle charging are 
uncontrolled. The vehicle is fast charged (6.6kW – up to 3hrs) 
when it returns from trips and heat is supplied when required. 

 

Case 3 – load sensitive 
vehicle battery slow- 
charging 

 

The vehicle battery is  only slow charged at full power if the 
dwelling and vehicle demand would be less than 7.5 kW. 

 

Case 4 – load sensitive 
vehicle battery fast- 
charging 

 

The vehicle battery is only fast charged at full power when the 
overall dwelling and vehicle demand would be less than 7.5 kW. 

 

Case 5 – off-peak 
heating and unrestricted 
slow charging 

 

The heating buffer tank (figure 4 ) is charged during off peak 
periods (11 pm – 7am), slow vehicle charging is unrestricted. 

 

Case 6 – off peak heating 
and unrestricted fast 
charging 

 

The heating buffer tank (figure 4 ) is charged during off peak 
periods (11 pm – 7am), fast vehicle charging is unrestricted. 

 

Case 7 – off peak slow 
charging and heat load 
shifting 

 

Both  slow  vehicle  charging  and  heating  system  buffer  tank 
charging are shifted to off peak periods (11 pm – 7am). 

 

Case 8 – off-peak fast 
battery charging and heat 
load shifting 

 

Both  fast  vehicle  charging  and  heating  system  buffer  tank 
charging are shifted to off peak periods (11 pm – 7am). 

6. RESULTS AND DISCUSSION 

Three key areas were analysed using the results from the scenarios listed in Table 6, these were: 
1) the combined electrical demand of the dwelling and vehicle, specifically looking at the peak 
demand and overall electrical energy use; 2) the performance of the EV over the simulated 
period, looking at the number of trips and charge times; and 3) the energy performance of the 
heating system under load-shifted and normal operating conditions. The simulation results are 
summarised in Tables 7a – 7c. 

Comparing the results from scenarios 1 and 2 shown in Table 7a (unrestricted slow and fast 
vehicle charging, respectively, and unrestricted heating operation) to the base case indicates 
that the addition of the EV and shift to heat-pump-based-heating more than doubles the overall 
electrical demand. For the two winter months simulated, demand increases from approximately 
390 kWh in the base case to over 1000 kWh in all other scenarios. The peak electrical demand 
in the base case is 5.1 kW, which occurs around 7pm. The peak demand increases to 10.1 kW 
with unrestricted heating operation and unrestricted slow charging, or 

12.2 kW with unrestricted heating and fast charging: these peak demands occur in the morning 
period (7am-9am). Figures 5a and 5b show the resulting electrical demand profiles. Table 7b 
shows maximum charge times, these were 328 minutes with slow charging, and 172 minutes  
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Table 7c: Heating performance data from the base case and Scenarios 1-8. 
 

Scenario 
 

Ba
se 

 

1 
 

2 
 

3 
 

4 
 

5 
 

6 
 

7 
 

8 

 

ASHP demand (kWh) 
 

- 
 

279.8 
 

273.9 
 

273.9 
 

271.6 
 

269.7 
 

269.7 
 

269.1 
 

269.1 
 

ASHP heat output (kWhrs) 
 

- 
 

858.5 
 

841.3 
 

839.3 
 

832.1 
 

833.8 
 

833.8 
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832.3 

Mean air temp. occupied 
hours (oC) 

 

21.4 
 

21.3 
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21.3 
 

21.3 
 

21.2 
 

21.2 
 

21.2 
 

21.2 

% of time air temp < 18oC 
 

0.17 
 

0.
1 

 

0.
1 

 

0.
2 

 

0.2 
 

3.9 
 

3.
9 

 

4.
1 

 

4.
1 Mean hot water temp. hours 

(oC) 

 

53.8 
 

53.8 
 

54.0 
 

54.1 
 

54.1 
 

53.3 
 

53.3 
 

53.3 
 

53.3 

with fast charging. With slow charging, the vehicle was used for 107 trips and 112 with fast 
charging. The distance travelled with fast charging was 2588 km compared to 2388 km with 
slow charging, indicating slightly reduced availability of the vehicle with slow charging in this 
instance. In both the fast and slow charging cases, the self-consumption of PV-generated 
electricity (Table 7a) was increased at the expense of electricity exported to the network. In the 
base case, for the two months simulated, self-consumption was 84.4 kWh, whilst 139 kWh of 
electricity was exported. With the addition of the EV and heat pump, self- consumption in the 
slow and fast charging cases rose to 111 and 108 kWh, respectively. Conversely, electrical 
exports dropped to 113 and 116 kWh, respectively, over the same period. The same trend was 
evident in all of the other 6 scenarios simulated. 

In scenarios 3 and 4, charging of the battery was subject to a demand limit of 7.5 kW, with 
charging being modulated or stopped if the household demand (including the heat pump) 
exceeded this limit. Table 7a shows the maximum demand of the house occurring in this 
scenario: this was approximately 8.0 kW in the slow charging case and 8.3 kW with fast 
charging. Overall, electrical demand still exceeded 1000kWh. The maximum battery charge 
time (Table 7b) increased slightly for slow charging from 328 to 368 minutes and for fast 
charging from 172 to 190 minutes, indicating some modulation of both the and slow fast charge 
due to the 7.5kW constraint. The modulation of full-power charging is clearly shown in Figure 
5d. The number of trips taken was unaffected. 

In scenarios 5 and 6, fast and slow vehicle charging was unrestricted. However, the operation 
of the heat pump was re-scheduled to off-peak periods between midnight and 7am as shown in 
Figures 5e and 5f, with the heat pump charging the buffer tank during this time. Table 7a shows 
that the peak electrical demands in these scenarios were 8.0 and 11.3 kW for fast and slow 
charging, respectively. Both peaks occurred around 1am in the morning. Focusing on the heat 
pump results, its energy use reduced from approximately 280 kWh to 270 kWh. However, this 
was not a genuine energy saving as it resulted from the restricted operational hours. Further, 
the shift to off-peak heating increased the occurrence of low air temperatures (<18oC) in the 
dwelling to approximately 4% of occupied hours, as shown in Table 7c. 

In scenarios 7 and 8, both the charging of the vehicle and the operation of the heat pumps were 
restricted to off peak periods; this resulted in peak demand of 9.1 and 11.6 kW for slow and 
fast charging, respectively (Table 7a). Both peaks occurred around 1am in the morning as 
shown in figures 5g and 5h. The results for these scenarios, shown in Table 7b indicate that 
there was a slight reduction in the number of trips taken: down from approximately 110 and 
over in the other scenarios to 103 and 105 for slow and fast charging scenarios, respectively; 
this indicated that the SOC of the battery was occasionally below the range anxiety limit of 
35% when a trip was required. The performance of the heating systems was the very similar to 
scenarios 5 and 6, with Table 7c showing that air temperatures drop below 18oC for 
approximately 4% of occupied hours. 
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Figure 5a: typical daily profile of electrical supply and demand for unrestricted slow vehicle 

charging and heat pump operation. 

 
Figure 5b: typical daily profile of electrical supply and demand for unrestricted fast vehicle 

charging and heat pump operation. 

 
Figure 5c: typical daily profile of electrical supply and demand for load restricted slow 

vehicle charging and unrestricted heat pump operation. 

 
Figure 5d: typical daily profile of electrical supply and demand for load restricted fast 

vehicle charging and unrestricted heat pump operation. 

 
Figure 5e: typical daily profile of electrical supply and demand for unrestricted slow vehicle 

charging and off-peak heat pump operation. 



P16, Page 14 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

 
Figure 5f: typical daily profile of electrical supply and demand for unrestricted fast vehicle 

charging and off-peak heat pump operation. 

Figure 5g: typical daily profile of electrical supply and demand for off-peak slow vehicle 
charging and off-peak heat pump operation. 

 
Figure 5h: typical daily profile of electrical supply and demand for off-peak fast vehicle 

charging and off-peak heat pump operation.                      

7. CONCLUSIONS 

The simulations of this hypothetical, zero-carbon building indicated that the use of an electric 
vehicle and the electrification of domestic heating more than doubled the electrical consumption 
of the dwelling in all of the cases simulated bar the base case, which featured biomass heating 
and no EV. The use of the EV and heat pump also increased the self- consumption of PV 
generated electricity and decreased the amount of power exported to the grid. 

In the worst case of unrestricted vehicle charging and heat pump operation (Scenarios 1 and 2), 
the peak demand was increased 96% to 10kW for slow vehicle charging and increased 155% 
to 13 kW for fast charging. As the electrical distribution network is sized for peak demand, this 
would result in the possible need for network reinforcement to accommodate EVs and heat 
pumps, if replicated on a large scale. 

Several approaches to limiting the increase in peak demand were assessed, including limiting 
vehicle charging based on the household demand, shifting heat pump demand to UK off-peak 
periods (midnight-7am) and shifting both heat pump and vehicle operation to off-peak periods. 

Shifting the heat pump to off-peak periods between midnight and 7am resulted in peak night 
time demands of 8.0 and 11.3 kW with slow and fast vehicle charging, respectively: increases 
of 57 and 121% on the base case peak. Peak demand was moved to 1am. Shifting of the heat 
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pump operation also resulted in the some occurrences of low indoor air temperatures (<18oC) 
during occupied hours in the dwelling. 

Shifting both heat pump operation and vehicle charging to off-peak periods resulted in a night-
time peak demand of 9.1 and 11.6 kW for fast and slow charging; increases of 78 and 127%, 
respectively on the base case peak. However, this means of reducing demand was at the expense 
of a 5% reduction in the availability of the vehicle and a reduction in the performance of the 
heating system. 

The most effective means of limiting the peak demand (for both fast and slow charging) was 
control of EV charging with a demand limit. If the limit was set such that vehicle charging was 
modulated or stopped when household demand rose above 7.5 kW, then the peak demands were 
limited to 8.0 and 8.3 kW in the slow and fast charging cases, respectively (increases of 57% 
and 63% of the base case peak demand). In these cases, there was no deterioration of the heating 
system performance and vehicle availability was little affected. Charging times however 
increased slightly through modulation or interruption of the charge when the demand limit was 
reached. 

8. FURTHER WORK 

This paper looks only at the impact of wholesale electrification and demand limiting measures 
on a single dwelling. Work is underway to extend the detailed modelling work described here 
to populations of dwellings in order to assess aggregate network impacts. 
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1. ABSTRACT 

The development of high energy performance buildings requires specific tools in order to assess 
their actual thermal performances, regardless of building use and climatic conditions.  

The scope of this work is to assess “intrinsic” energy performance of a building by developing 
a measurement methodology applicable at the acceptance step during the construction process 
of a new building or after deep refurbishment works on an existing building. This methodology 
must be short enough and is only applicable in buildings without occupant inside. The general 
principle is to inject a controlled heating power inside the tested building and to measure its 
thermal reaction in order to deduce the thermal properties of the envelope.  

To achieve that, an identification method has been developed, based on the thermal model used 
in the international standard ISO 13790. The aim is to identify the heat loss coefficient by 
transmission through the building envelope Htr, and thermal inertia parameters. A comparison 
between this identification method and numerical experiments based on more detailed modeling 
tools (SIMBAD) has validated the principle for several parameters (thermal inertia, insulation 
level…).  

The final aim is to detect gaps between the design and as-built thermal performances of the 
envelope, especially for heat losses.  

Keywords: performance assessment, building envelope, in-situ measure protocol, 
identification, heat loss coefficient, numerical experiments 

2. INTRODUCTION 

The scarcity of natural energy resources and the climate change issue have leaded all building 
industry actors to reduce energy consumption by constructing new efficient buildings and by 
improving existing building by refurbishments. Mostly, requirements and labeling of the 
building energy performances are based on theoretical calculations of energy use in the design 
phase. However several studies showed that the actual energy performance after the 
construction phase may deviate significantly from the theoretical designed calculations (Sutton, 
et al., 2012).  

ISABELE method is a short method to characterize the thermal properties of the envelope of a 
building at the acceptance stage in controlled test conditions. It has been developed in order to 
be able to compare design and real building envelope performance.  

It is important to notice than even if occupant behavior and energy system management are key 
points to achieve this goal, the real intrinsic thermal performance of the envelope is crucial. 
Performance gaps have been identified due to bad conception or workmanship: air circulations 
around insulation products can increase the U-value of a cavity wall by more than 300% (Hens, 
et al., 2007), and it has been shown that the overall heat loss through the envelope of houses, 
measured by co-heating tests, can be up to 200 % of its designed value (Sutton, et al., 2012). 
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ISABELE method is intended to help to reduce gap between design and real energy 
performance and then promote the energy performance guarantee approach. 

3. STATE OF ART 

Methods developed to deduce intrinsic thermal performance of the building envelope from data 
measurements on the field have been studied both in the PERFORMER project (PERFORMER 
Project, 2014) and in the IEA EBC Annex 58 project on “reliable building energy performance 
characterization based on full scale dynamic measurements”  (Roels, 2014). 

These methods, consisting in deducing from data measurements (i.e. energy consumption, 
internal and external solicitations…) the thermal behavior of the building envelope, can be split 
in two parts: 

- Methods applicable when the building is in use, so with occupancy 
- Methods only applicable when the building is empty for a certain time, so with no 

occupancy 

Methods with occupancy need as much data as possible in cold period: several cold seasons are 
recommended. The first concept is based on energy signature and consists in performing a 
simple energy balance, plotting for example energy consumption as a function of temperature 
difference between inside and outside environments and deducing a heat loss coefficient for 
this analysis. This concept, described for example in the PRISM method (Fels, 1986), can 
measure the efficiency of a deep refurbishment but it may be difficult to deduce from the global 
gain (including energy system efficiency, hot water consumption, user behavior…) the 
contribution of the envelope alone. Other methods of parameter identification based on dynamic 
measurements have been used to identify suitable models to describe the thermal characteristics 
of a building including its energy systems, by using lumped parameter RC-models (Bacher & 
Madsen, 2011). This approach may be useful to predict the dynamic behavior of buildings for 
optimizing energy grids for building communities, but it may be difficult to link RC-models 
used in this approach with physical quantities as U-value for example. Other methods (Berger, 
et al., 2010) are based on a physical thermal modeling and consist in calibrating the envelope 
performance described in this model by injecting both measurements and occupant behavior 
information based on inquiries. 

All these methods, aiming to deduce intrinsic properties of the building envelope, and 
applicable when the building is in use, have to deal with the impact of the occupancy which is 
rather unpredictable and difficult to measure. This effect, together with other aspects such as 
how deducing air ventilation rate, solar radiation and how taking strong thermal inertia into 
account, may probably decrease their accuracy. 

Thus, other ways to deduce intrinsic thermal performances of a building envelope have then 
been applied with no occupant inside the building in order to avoid the uncertainty on intrinsic 
performances linked with the building usage. The most studied method with no occupancy is 
the co-heating test, originally applied to determine the efficiency of duct heating and cooling 
systems (Sonderegger, et al., 1979). The global principle, similar to energy signature methods, 
is to identify the Heat Loss Coefficient (HLC, in W/K) of the tested building by plotting daily 
heat consumption as a function of daily averaged temperature difference between inside and 
outside environments. An improvement of this method was to include solar gains by applying 
a linear regression identifying the HLC and an equivalent solar aperture (Everett, 1985).  

A recent review on co-heating test recommended analyzing the test data by a multi-linear 
regression in order to properly identify both the HLC coefficient and the solar aperture 
coefficient (Bauwens & Roels, 2014). In this review, all assumptions lumped into the simplified 
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heat balance used for co-heating test were described: the HLC coefficient is a global heat loss 
coefficient including air infiltration rate, and the equivalent solar aperture has lost its physical 
relevance by including both short and long wave radiation effects. It is also recommended in 
this review to average data for at least several days, depending on the thermal inertia of the 
tested building, in order to avoid thermal lag effects.  

Therefore, the co-heating test can provide a quite accurate indication on the global heat loss 
coefficient HLC of the test envelope. Two co-heating tests, using the same methodology, and 
applied on the same dwelling by two different teams on two different periods have shown a 
very small difference on the identified HLC coefficient (< 1 %) , and the co-heating test has 
demonstrated its capability to detect the impact of retrofitting (Gorse, et al., 2014).  

Nevertheless, a co-heating test can be quite difficult to apply in practice mainly because: 
- The best accuracy is obtained in cold season, that make co-heating test difficult to run 

during summer for example, 
- Co-heating test needs a certain amount of daily averaged data, so at least several weeks 

of test is necessary.  

This last point is critical regarding to the aim of testing real buildings in which the time with no 
occupant inside is very limited: a new (or new retrofitted) building may be empty for several 
days during the acceptance stage, some occupied buildings as school or office may be partially 
empty for holidays for example, but it is clearly impossible to have an empty building for about 
one month in order to test the intrinsic thermal performance of its envelope. 

This is the main reason for developing and testing different methods based on short 
measurements (under a week) as ISABELE. 

Another method called QUB (Quick U-value of Buidings) has been developed by Saint-Gobain 
(Mangematin, et al., 2012) to assess the heat loss coefficient of a building in a short period of 
time. The feasibility of this measurement has been demonstrated experimentally (Pandraud, et 
al., 2013), validated numerically (Alzetto, et al., 2014) and validated experimentally in the 
Energy House of the University of Salford (Pandraud & Fitton, 2013). 

As part of PERFORMER project an implementation and a comparison of results of both 
ISABELE and QUB methods have been satisfactorily realized on a real test house (Bouchié, 
Alzetto, Brun, Boisson & Thebault, 2014) 

4. DESCRIPTION OF THE DEVELOPPED METHOD 

4.1 Test protocol 

The purpose of this paper is to present a new building performance assessment method called 
ISABELE, which stands for “In-Situ Assessment of the Building EnveLope performancEs”. 
This method has been developed in order to characterize the thermal properties of the envelope 
of a building at the acceptance stage after the construction process of a new building or after 
deep refurbishment works on an existing building. Therefore it must be short enough (2 weeks 
maximum) and is only applicable in buildings with no occupant inside. The general principle 
is to inject a controlled heating power inside the tested building and to measure its thermal 
reaction in order to deduce the thermal properties of the envelope. 

The thermal properties we want to assess are the heat loss coefficient by transmission through 
the building envelope Htr and linked thermal inertia. Performances are obtained by 
identification using a thermal model based on the French Thermal Regulation RT2012 (Th-
BCE, 2012) which is derived from the international ISO standard 13790:2013 (ISO-1, 2013). 
The identification process consists in fitting the thermal model to the measured dynamic 
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internal temperature using least squares minimization. It runs using hourly average data. 

The experimental test protocol includes three steps, as shown in Figure 1: 
- Step 1: No heating power injected. The aim at this stage is to assess initial thermal 

energy stored in the thermal mass of the building. If the building is in a quasi-permanent 
state before starting the test (internal temperature maintained to a quasi-constant value 
for several weeks), this step is not required. 

- Step 2: Heating power injected to lead internal temperature to a fixed setpoint. The 
temperature setpoint is deduced from internal average temperature measured in step 1 
in order to increase it by about 10 K. 

- Step 3: Heating power is turned off to observe a free-decrease of the internal 
temperature. 

 

Figure 1: Principle and experimental steps for ISABELE method 

At all steps, internal temperature, heat power injected, air infiltration rate and external climatic 
conditions (outside temperature, solar radiation, long-wave radiation, wind speed), are 
measured (or estimated) and then inputted in the model to identify Htr and inertia parameters. 
Time step of several minutes are required for data measurements. 

The identification process is based on the global heating power, so one of the difficulties is to 
reduce thermal impact of other parameters such as air infiltration and solar gain. To achieve 
this, all window shading devices must be shut down, ventilation must be turned off and the air 
intakes and outlets must be blocked during the entire test. It is also possible to measure thermal 
impact of air infiltration rate (by a gas tracer dilution method) or estimate it by calculation using 
airtightness and wind speed data. 

For light inertia buildings a sequence of 2 or 3 days can be considered as sufficient. For higher 
inertia buildings this could be lead to a reduced accuracy of results. Works are in progress to 
find the best balance between the results accuracy and the aim to have a short period for the 
experiment. 
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4.2 Thermal model used 

The identification procedure is based on the building thermal model used in French Thermal 
Regulation RT 2012 (Th-BCE, 2012). This model runs with an hourly time step and includes 
five thermal resistances and one thermal capacity (Figure 2).  

 

Figure 2: 5R1C thermal model used for the identification procedure (from (Th-BCE, 2012)) 

θeieq, θes and θem are equivalent external temperatures, respectively for the air incoming in the 
building by ventilation and infiltration, for glazing components (windows, curtain walls…) and 
opaque walls. 

θi and θs are indoor air temperature and a temperature mixing indoor air temperature with mean 
indoor radiant temperature. θs results from a conversion of a delta network in a star network. 

Rei and Res are thermal resistances, in K/W, due to air renewal (by ventilation and by infiltration 
through to envelope) and thermal transmission through glazing components. 

Ris is the thermal resistance due to internal thermal exchanges by convection and radiation. 

Glazing components are supposed not to have a significant thermal mass that is why an 
equivalent external temperature θes variation is immediately visible on temperature node θs. 

Thermal resistance of all opaque walls and thermal bridges Rth is splitted in two parts: an 
equivalent thermal resistance of the thermal mass Rms due to internal exchanges between the 
thermal mass of heavy components and indoor environment, and the complementary resistance 
Rem (with Rth = Rem + Rms). Between these two thermal resistances, the temperature node θm, 
corresponding to equivalent temperature of the thermal mass of the building, is plugged on the 
thermal capacity Cm. 

Thermal flows injected on different internal nodes are divided between solar and internal free 
gains (Φi, Φs and Φm) and another part due to energy production of thermal emitters (Φsys-conv, 
Φsys-rad-s, Φsys-rad-m). Thermal flows partition between these three temperature nodes depends on 
the type of emitted flows and standardized hypothesis (for example on partition between 
convective and radiant parts and on partition of direct solar gains (short longwaves) transmitted 
through windows on the air temperature θi and the other nodes θs and θm). 
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This thermal model is very close to that described in the International standard ISO 13790: 2013 
(ISO-1, 2013) (simple hourly method, clause 7.2.2). General principles and intrinsic properties 
of the envelope are the same: 

 

Figure 3: 5R1C model described in the international standard ISO 13790:2013 

Concerning the envelope thermal behavior, the main difference is based on how free gains (in 
particular solar gains) are considered. Considering the case where no other free gain then solar 
gains are presents, and where direct solar gain are negligible (if tested building have shading 
devices on windows): 

- Solar gains injected on internal temperature nodes in the RT 2012 model are then 
negligible (Φi = Φs = Φm = 0). Both solar radiation absorbed by external opaque walls 
and longwave radiation with the sky are included in the calculated equivalent external 
temperatures θem and θes. 

- In the international standard model, external solicitations are grouped in a single node 
corresponding to external air temperature θe. Both solar radiation absorbed by external 
opaque walls and longwave radiation with the sky are included in a thermal flow Φsol 
conventionally splitted between internal temperature nodes. 

In the case where neither glazing components nor structural thermal bridges are present, global 
thermal flow Φsol calculated according to ISO 13790:2013 is linked with equivalent external 
temperature θem calculated according to RT 2012 model by the formula:  

ö�µ9 = ÷- D�,5 � ¤�,5
5

ø � �ù	< 7 ù	! (1) 
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With: 

ù	< = ∑ D�,5 × ¤�,5 × ù	<,55 ∑ D�,5 × ¤�,55  (2) 

And: 

Ap,k  Surface of the opaque component k, in m² 

Up,k  Thermal transmission coefficient of the opaque component k, included the effect 
of integrated thermal bridges, in W/(m.K) 

θe  External air temperature, in °C 

θem  Mean equivalent external temperature of the building, in °C 

θem,k  Equivalent external temperature of the opaque component k, in °C 

Global calculated solar gains are the same between these two models, only their conventional 
partition between internal temperature nodes is different.  

A sensor has been especially designed and validated to measure external thermal radiation 
effects on the envelope (solar absorption and long-wave radiation), i.e. to measure the 
equivalent external temperatures per façade (Bouchié, Abele, Derouineau & Millet, 2014). 

The conditions of the test protocol (no internal gain due to occupancy, all shutters closed) imply 
that: 

Φi = Φs = Φm = 0 (3) 

Concerning the heat production during the test protocol, the thermal flows due to emitters are 
considered only convective. Indeed the heat is provided by electric heaters that are accompanied 
with fans in order to homogenize the air temperature in the entire heated volume: 

Φsys-rad-s, = Φsys-rad-m = 0 (4) 

4.3 Modeling of inertia 

The thermal inertia used in the model of the RT2012 is the daily inertia that characterizes the 
damping of the daily temperature wave and the recovery rate of heat gains in winter (over 24 
hours).  

Th-I Rules (Règles Th-I, 2012) define daily thermal inertia of a building zone with two 
parameters:  

– The heat capacity for a wave of 24 hours (Cm, in kJ/K);  

– The equivalent exchange surface of heavy walls with the indoor environment (Am, in m²).  

These two parameters are calculated as follows: �< = ∑ D5 × χ¶,55   (5) 

D< = �∑ D5 × χ¶,55 �' �∑ D5 × χ¶,5'5 �    (6) 

With: 

Ak   Surface of the wall k, in m² χ¶,5   Surface heat capacity of the wall k for a period of 24 hours (index d for daily 
period), in kJ/(m².K), calculated according to standard ISO 13786: 2008 “Thermal performance 
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of building components — Dynamic thermal characteristics — Calculation methods” (ISO-2, 
2008), without taking into account the surface resistance. 

In Equation 3, Cm is calculated without the inertia of furniture, which is normally considered 
on a fixed basis in Th-I Rules. 

In the 5R1C model, the equivalent exchange surface Am is used to calculate the thermal 
resistance Rms with the following formula: Ñ<� = 1 ℎ�� × D<⁄   (7) 

With: 

his   sum of convective and radiant heat exchange coefficients 

The first experiments of ISABELE method showed that for tests over one week and for 
buildings with heavy inertia, the daily inertia is not sufficient to reproduce the dynamic behavior 
of the building. Thus, it has been decided to slightly modify the model by adding a longer-term 
inertia, called “sequential inertia” (in Th-I Rules) and characterized by a wave of a period of 12 
days. 

Similarly as for the daily inertia, sequential inertia is defined by the parameters Cms et Ams : �<� = ∑ D5 × χ�,55   (8) 

D<� = �∑ D5 × χ�,55 �' �∑ D5 × χ�,5'5 �    (9) 

With: χ�,5   Surface heat capacity of the wall k for a period of 12 days, in kJ/(m².K) 

The impacts of inertia are dealt by the principle of superposition of states: sequential effects 
using the RC network on a time step of one day can be superimposed on the daily effects treated 
in terms of deviation from the sequential values. Therefore an additional flow resulting from 
the resolution of a differential equation using the sliding 24h - mean value of θm and the 
sequential capacitance Cms is injected in the temperature node θm in the 5R1C model. 

Figure 4 illustrates the complementary RC network taking into account the sequential effects. 

 

Figure 4: Secondary RC network for sequential inertia calculations 

The resolution of the differential equation is performed using the sliding 24h - mean value of 
θm and the following parameters: �<Lü = �<� − �<  (10) 

Ñ<�_�ý = Ñ<�_� − Ñ<�   (11) 

Where: Ñ<�_� = 1 ℎ�� × D<�⁄   (12) 
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4.4 Identification with the least squares minimization 

It aims to identify the coefficient Htr and Am, Cm, Ams and Cms. Htr is defined from the resistances 
of the model as follows: þ�@ = þ�@,µ� + þ�@,� = 1 (Ñ	< + Ñ<�) + 1 Ñ	�⁄⁄   (13) 

With: þ�@,µ�   Heat loss coefficient by transmission through the opaque walls, in W/K þ�@,�   Heat loss coefficient by transmission through the windows, in W/K 

In the minimization algorithm to converge faster and avoid getting away from the most likely 
solution, we choose to start from the theoretical solution, which corresponds to the design 
calculated values. We define the theoretical values of the desired parameters: Htr_th, Htr,op_th, 
Htr,w_th, Am_th, Cm_th, Ams_th and Cms_th.  

To limit the number of parameters to be identified, we choose to identify only one parameter 
for daily inertia (and similarly for sequential inertia). Indeed, Am and Cm are relatively linked 
according to their formula, which suggests that they vary in the same direction and almost 
proportionally.  

Thus we define the following ratios: �[�Ð�@ = þ�@ þ�@_��⁄   (14) 

�[�W< = �< �<_��⁄  = D< D<_��⁄   (15) 

�[�W<� = �<� �<�_��⁄  = D<� D<�_��⁄   (16) 

In this way, the three parameters that are identified are: CidHtr, CidCm et CidCms , and initial 
values are 1. 

The RC network takes as inputs the following variables from the measurements: 
- Rate of air infiltration, which is used to calculate Rei. 
- External temperature θe (θeieq is equal to θe because we consider only air infiltration 

from outside) 
- Solar radiation and longwave radiation with the sky which are used to calculate the 

equivalent external temperatures θem and θes 
- Heating power Φsys-conv 

The identification method minimizes the mean square error between simulated and the 
measured indoor temperature θi and uses “fminsearch” Matlab function, in which the algorithm 
is a Nelder-Mead simplex search method (Lagarias, et al., 1998). 

5. SIMULATION 

5.1 Simulations with SIMBAD 

A first validation step was to apply the method on controlled cases not from field measurements. 
For this we decided to use numerical experiments to generate the variables normally resulting 
from actual measurements on site. These numerical experiments were performed with a detailed 
simulation tool to finely represent the dynamic thermal behavior of a building. The tool is 
SIMBAD which is a library of building modeling components developed at CSTB in Matlab / 
Simulink. (Husaunndee, et al., 1997) 
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At first, very simple cases of buildings have been modeled in order to verify the feasibility of 
the method. Following was to perform a parametric study to test the sensitivity of certain 
parameters on the resolution of the identification. 

The comparison between this identification method using a simplified model and numerical 
experiments based on more detailed modeling tool has validated the principle for several 
parameters (thermal inertia, insulation level…) and allowed to appreciate the accuracy of the 
simplified thermal model used for identification. 

5.2 Building models 

Four basic buildings were modeled, corresponding to mono-zone rooms composed of six 
strictly identical walls without glazing. The differences between the four buildings relate to 
their level of insulation (50 or 200 mm) and inertia (outer or inner position of the insulation). 
The combination of these characteristics forms these four virtual reference buildings.  

These reference buildings are 5 * 5 = 25m² with a ceiling height of 2.5 m. Their six walls are 
in contact with the outside air (no contact with the ground or other boundary condition)  

The theoretical design values of the thermal characteristics of the four building envelopes are 
described in Table 1. 

Table 1: Theoretical design values of thermal characteristics  
of the four virtual reference buildings 

Building  
name 

Insulation Inertia Htr  

[W/K]  

Am 

[m²] 

Cm 

[kJ/K] 

Ams 

[m²] 

Cms 

[kJ/K] 

if_50 low light 62.89 100 1694 100 2316 

if_200 high light 18.39 100 1298 100 1594 

IFO_50 low heavy 62.89 100 16956 100 30635 

IFO_200 high heavy 18.39 100 17035 100 32195 

Inertial parameters are calculated using the detailed method of the International Standard ISO 
13786: 2008.  

From these four reference buildings, derivatives were constructed to diversify thermal envelope 
characteristics in terms of size, shape, heterogeneity of walls:  

- Size: floor area of 9m², 25m², 64m², 144m²  
- Shape: square, rectangular, oriented N-S, rectangular oriented W-E  
- Heterogeneity of walls: Fixed inertia and different insulation (half walls, according to 

orientations), fixed insulation and different inertia, inertia and fixed intermediate 
insulation, insulation and fixed intermediate inertia. 

For heterogeneity, for example, three ranges of inertia were established (light / medium / 
heavy), with for the medium inertia range, various combinations mixing heavy and light walls 
but having overall the same inertia (same value of Cm). 

In total, with combinations of the four reference buildings, the sample is made up by 40 
buildings. 
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5.3 Numerical parametric study 

Each building was simulated in different conditions: 
- Climate Zone: French zones H1A (Trappes) or H3 (Nice) 
- Period of the year (~ season): January / April / July / October 

A parametric study was conducted to test the sensitivity of several parameters on the resolution 
of identification. The parameters studied are: 

- Taking (or not) into account of sequential inertia in the thermal model 
- Insulation and inertia levels (heterogeneous buildings included) 
- Climate and season 

5.4 Results 

Figure 5 illustrates the result of the identification for the building case “if_50” for a test of 15 
days in January. The building has a light inertia and therefore reacts quickly to the heating 
solicitation (of ∆θ = 20°C). 

 

Figure 5: Fitted and simulated indoor temperature for the building case “if_50” 

We can see that the optimized curve θi is very close to the simulation curve with SIMBAD. 

Some oscillations remain in the stabilization phase and a short phase difference appears in the 
free evolution phases. It can be explain by using a simplified thermal model with only one 
capacitance in the walls. Indeed, the external variations (solar radiation and outdoor 
temperature) are directly impacted on the internal mass node θm, which is not actually the case. 

For heavy inertia buildings we have observed a worse optimization due to the modeling of 
inertia. Given that the test lasts 15 days in the simulations, the daily inertia is not sufficient 
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because we load a longer capacitance. So we decided to modify the model adding a sequential 
inertia which is characterized by a period of 12 days, as explained in section 4.3. 

The Figure 6 shows improved results of the identification, taking into account sequential inertia 
in the model for the building “IFO_200” (heavy inertia, high insulation). We can notice that the 
residuals are controlled in the case with sequential inertia. The root-mean-square errors (RMSE) 
are 0.71°C and 0.22°C for the cases respectively without and with sequential inertia. 

 

Figure 6: Fitted and simulated indoor temperature for the building case “IFO_200” 

For the four reference buildings, Figure 7 presents the graphs of the identified absolute values 
of Htr and Cm and their identification coefficients CidHtr and CidCm. The histograms show the 
values without sequential inertia (first series in blue), with sequential inertia (second series in 
red) and the desing theoretical value (third series in green).  

The identification of Htr is quite better with the sequential inertia (deviations < 3%). 
Identification of inertia parameters is also better even if the deviations can appear not negligible 
(until +30% with sequential inertia or + 80% without sequential inertia, for heavy building 
IFO_200). But if we see the fourth chart, the identified values of Cm have the right ordre of 
magnitude. Furthermore, the importance of Cm on the building energy performance calculation 
(energy consumption) is lower than for Htr, as evidenced by the definition of inertia class in the 
RT2012 and Th-I Rules, which give standard values of Am and Cm depending on the class. 
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Mean values of CidHtr Mean values of Htr [W/K]  

Mean values of CidCm Mean values of Cm [kJ/K]  

Figure 7: Differences of identifications with or without sequential inertia, compared with 
design 

Table 2 gives the final values of the identified parameters of the four reference buildings (with 
the sequential inertia model). 

Table 2: Identified values of Htr with sequential inertia 

Building  
name 

theoretical /  

identified 

Htr 

[W/K]  

Am 

[m²] 

Cm 

[kJ/K] 

Ams 

[m²] 

Cms 

[kJ/K] 

if_50 
theoretical 62.89 100 1694 100 2316 

identified 61.78 167 2835 125 2889 

if_200 
theoretical 18.40 100 1298 100 1594 

identified 18.16 138 1785 109 1730 

IFO_50 
theoretical 62.89 100 16 956 100 30 635 

identified 61.82 128 21 661 96 29 485 

IFO_200 
theoretical 18.40 100 17 035 100 32 195 

identified 17.99 132 22 464 100 32 242 
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The deviations of identified Htr can be illustrated for the 40 buildings and their multiple 
simulations. The chart in Figure 8 shows the repartition of coefficient CidHtr for the 
identifications with or without taking into account of sequential inertia in the thermal model. 
Without sequential inertia some heavy and large buildings present bad identifications of Htr 
(until +72%), whereas with the sequential inertia model Htr is identified with a deviation inferior 
to 10% and to 5% in 95% of cases). 

 

Figure 8: Distribution of the identification coefficient CidHtr with and without sequential 
inertia 

Residuals analysis in Figure 9 shows a decrease of RMSEs for heavy inertia buildings when we 
put the sequential inertia. For low inertia buildings, the RMSEs sometimes exceed 0.4°C, which 
may be due to remaining oscillations on θi as we can see in Figure 5. But overall residuals are 
low (under 0.8°C) and are indicators of correctly fitted temperatures. 
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Figure 9: Root mean square errors 

Using the thermal model with sequential inertia we can study the influence of inertia and 
insulation level on the identification. In Figure 10 are shown the identified values of Htr for 12 
buildings having different insulation level and inertia.  

 

Figure 10: Identification of Htr values for buildings having different insulation level and 
inertia 
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Medium inertia and insulation can be either a mix of heavy and light walls (or high and low 
insulated walls) or an intermediate inertia (or insulation) equally on all walls, but in both cases 
they present the same value of inertia (or insulation).  

We observe a same identification of Htr for the 3 distinct insulation levels with deviations 
between -0.1% and -1.5% of the theoretical value. 

The other parameters of the study did not show a greater sensitivity on the results of 
identification, as for example the sensitivity to testing conditions, namely the period of the year 
when the test is performed and the climatic influence. Figure 11 illustrates the results of 
identification of the parameters Htr and Cm (and their identification coefficient) on the four 
virtual reference buildings. The combination of the two climatic zones (North (Trappes) and 
South (Nice) in France) and four months of the year (January, April, July, October) generates 
8 situations for each building. 

 

Mean values of CidHtr Mean values of Htr [W/K]  

Mean values of CidCm Mean values of Cm [kJ/K]  

Figure 11: Differences of identifications between climatic zones and periods of year 

The results show a low disparity in obtained values. The two upper histograms show the 
identification of comparable values of Htr: differences with theoretical values for all situations 
are between -4% and -0.5%. The two histograms below show the identification of comparable 
values of Cm: large deviations for the building with light inertia and low insulation (+40% to 
+80%) but reasonable for the other 3 buildings (between +25% and +30 % or around 20%). 
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6. DISCUSSION 

All the results have highlighted the need to use a model with sequential inertia for test durations 
higher than a week and for buildings with high inertia. Identification of heat loss coefficient by 
transmission through the building envelope Htr is greatly improved, with a deviation of less 
than 10% and even 5% in most cases. This identification gap is to be attributed to the accuracy 
of the thermal model, which is simplified, but has the advantage of being used in the RT2012 
(so all new buildings in France are modeled and simulated with the regulation tool). Thus we 
are able to compare the identified thermal parameters with the design values calculated for the 
same model. 

For buildings with low inertia, the method works very well. Given the speed of their response, 
it may be possible to reduce the test duration without degrading the result, and in this way to 
reduce the cost of the protocol to the future. 

For a same building simulated in different climates and at different times of the year, the 
identification results are almost identical, allowing for reassurance about the reproducibility of 
the method. Indeed, one of the searched benefits of ISABELE method is that it is intended to 
apply at any time of the year (thus at the acceptance stage of a building regardless of its date) 
and without preconditions on the thermal state of the building. The history of the building 
behavior (impacted by climatic solicitations and heating loads) in the days preceding the test 
does not need to be known. 

The identification of inertia parameters is less precise, even if it has a lesser interest compared 
to Htr. The daily capacity Cm can be identified with bias of about 50%. However, the design 
calculation of theoretical Cm is delicate and often done by engineering consultants using 
standard values. Indeed, the precise value of Cm is not so important because its impact is limited 
in the calculation of energy consumption. The main objective is to be able to identify the inertia 
class (very light to very heavy), so the order of magnitude, which is properly done with 
ISABELE method given the range of values of Cm between inertia classes. 

The impact of air renewal has not been studied in this paper, but has nevertheless a strong 
interest. Indeed, ISABELE method has been established to uniquely identify the heat loss 
coefficient by transmission, that is to say that the heat loss coefficient due to air renewal. In the 
test run, the ventilation system is turned off and the air renewal is reduced to infiltration through 
the envelope. For new buildings with low permeability, the impact of infiltration on the 
identification of Htr should be lower, but it would be necessary to study the sensitivity. In 
addition, as part of the test protocol, the question of the need to estimate the rate of air 
infiltration using measurement or calculation based on wind speeds is important. 

Finally the parametric study seems to presage good results on in-situ testing of real buildings. 
Initial tests have also been carried out satisfactorily on a wood experimental cell (Schetelat & 
Bouchié, 2014) and on a new house (Bouchié, Alzetto, Brun, Boisson & Thebault, 2014). 

The method should nevertheless still be validated in particular on buildings of larger sizes and 
multi-zone (e.g. apartment buildings or non-residential buildings). An important issue is the 
uncertainty of the parameters identified taking into account the measurement uncertainties and 
their propagation. This uncertainty must also be compared to the uncertainty of the theoretical 
design calculations, which is not at all negligible (Schetelat & Bouchié, 2014). 
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7. CONCLUSION 

In this paper we presented a new in-situ evaluation method of the intrinsic performance of a 
building at the acceptance stage. This method called ISABELE consists in subjecting the 
unoccupied building to a controlled heating power for a few days in order to identify properties 
of the thermal envelope and in particular the heat loss coefficient by transmission Htr. The 
measurement protocol and the thermal model on which the method is based have been 
described. The method was tested in the early stages of its development, using numerical 
experiments, instead of future measurements on real site. Detailed simulations with SIMBAD 
tool have shown that taking into account the inertia in the identification model was not optimal. 
This has led to modify the model by incorporating the sequential inertia, which greatly 
improved the results of the identification of the heat loss coefficient Htr. A large number of 
simulations were performed on basic buildings to test the limits of the method. A parametric 
study allowed observing the low sensitivity of certain parameters on the identification, such as 
insulation level, inertia or the season and climate. Initial results are encouraging for the future 
because the coefficient Htr is correctly identified: in the range of +/-5% in most cases. The 
parameters of inertia are identified less accurately but satisfactorily.  

Studies are still being conducted on a broader spectrum, both in simulation and experimental 
tests to confirm the validity of the method and its feasibility. 
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1. ABSTRACT 

Space-heating using wood stove is a popular solution in many European countries. 
Nevertheless, nominal powers of state-of-the-art stoves are oversized compared to the needs of 
highly-insulated building envelopes, such as passive houses. In this respect, a simplified wood 
stove model has been developed in order to investigate the thermal comfort using detailed 
dynamic simulations (e.g. TRNSYS) at an acceptable computational cost. A specific 
experimental setup has been developed to validate this modelling procedure, especially as 
regards the interaction between the stove and the building. The largest source of error appears 
to be the thermal stratification in the room where the stove is placed. This can simultaneously 
affect the conductive heat transfer between rooms, the thermal comfort sensation in the room 
as well as the convective heat exchange by flows through doorways. Nonetheless, the present 
work proposes a correction to circumvent this last effect. Finally, thermal comfort 
measurements during the experimental campaign confirm the conclusions of previous 
simulation results (Georges, Skreiberg, & Novakovic, 2014), supporting their proposed 
guidelines for the integration of wood stoves in passive houses.   

Keywords: space-heating, wood stove, passive house, thermal comfort 

2. INTRODUCTION 

On the one hand, space-heating (SH) using wood stoves is a widespread strategy in many 
countries such as Norway. In Norway, wood stoves provide about 20% of the SH needs of the 
residential building stock and accounts for about half of the bioenergy use. In parallel, Norway 
has decided to double its use of bioenergy within 2020 (Norwegian Ministery of Petroleum and 
Energy, 2008). In total, wood stoves also represent the second largest installed power after 
hydroelectricity in Norway. 

On the other hand, energy consumption of buildings in developed countries comprises 20-40% 
of the total energy use (Pérez-Lombard, Ortiz, & Pout, 2008) so that its reduction has become 
a major concern, as illustrated by the European Performance of Building Directive (European 
Parliament, 2010). A common strategy is to reduce the SH needs by a better insulation of the 
building envelope. Among building concepts that has emerged, the passive house (PH) is based 
on a super-insulated building envelope (Feist, Schnieders, Dorer, & Haas, 2005). Let us also 
mention that Norway has developed its own national definition of the PH standard, the NS 3700 
(Standard Norge, 2010). Furthermore, the concept of Zero Energy Buildings (ZEB) has also 
been increasingly popular (e.g. net and nearly ZEB). In many research developments, the PH 
standard is often considered as a minimal performance requirement for ZEB envelopes. 

The SH of highly insulated buildings using wood stoves is thus a strategic area. Furthermore, 
state-of-the-art stoves present acceptable energy conversion efficiency (e.g. 85%). 
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Nevertheless, the integration of wood stoves in PH is currently seen as problematic. In practice, 
it faces two major challenges: 

(a) Firstly, a good indoor air quality (IAQ) and good combustion must be reached in an airtight 
building envelope equipped with balanced mechanical ventilation. 

(b) Secondly, the minimal combustion power of wood stoves currently available on the market 
(typically 6-8 kW) is well above the SH power of PH (roughly < 3 kW). This power 
oversizing may lead to overheating in the room where the stove is placed. 

The PH definition is also closely related to the potential to simplify the SH distribution system. 
It was typically proposed using the air-heating concept (Feist, et al., 2005; Georges, Berner, & 
Mathisen, 2014). Therefore, it is also worth investigating how a wood stove can contribute to 
this simplification and how it distributes heat throughout the entire building envelope. The 
present research aims at answering these challenges dedicated to indoor thermal environment 
(i.e. IAQ is not part of the work). 

A large set of detailed dynamic thermal simulations have already been performed, here using 
TRNSYS (TRANSSOLAR, 2009), in order to determine in which conditions a stove can be 
properly integrated in a PH. Both a single-family detached house typology for the temperate 
climate of Belgium (Georges, Skreiberg, & Novakovic, 2013) and Nordic conditions (Georges, 
Skreiberg, et al., 2014) have been investigated. These conditions for good integration are linked 
to the stove thermal properties (e.g. nominal power, power modulation range, stove thermal 
mass) but also to the thermal properties of the building envelope (e.g. its thermal mass, internal 
door opening) as well as to the building geographic location (e.g. different climatic zones in 
Norway). The main conclusions are summarized here below but the reader is invited to consult 
the two reference papers for an exhaustive presentation: 

- State-of-the-art pellets stoves have a large power modulation capability that enables stoves 
of 6-8 kW to operate up to 90 min without generating overheating. They can indeed operate 
down to ~30% of their nominal power (Pn).  

- State-of-the-art wood log stoves have a smaller modulation range (typically down to 50% 
of Pn) and are characterized by longer combustion cycles, especially at part load. A 6-8 kW 
stove can operate without overheating if some measures are taken in the building itself (i.e. 
having internal doors open along with a large building thermal mass). Wood log stoves 
should be further improved to properly be integrated in passive houses regardless of the 
building thermal properties, for example having lower Pn and higher stove thermal inertia. 

- Except for cold regions with subarctic climate (as in northern Scandinavia), a stove used as 
a single point heating source for the overall envelope can cover a large part of the SH needs 
without inacceptable low temperatures in bedrooms if the internal doors are open. 
Nevertheless, temperatures will be too low during the coldest days in winter (here tested 
using the SH design outdoor temperature). 

These conclusions are given for stoves without large heat storage capacity so that they should 
be considered as conservative scenarios. Furthermore, conclusions correspond well with 
another existing reference from Germany (Blumrich et al., 2007). Finally, the modeling 
procedure is also currently used to perform quick-prototyping of the next generation of stoves 
designed for houses with low SH demand (Skreiberg, 2011-2014). 

In this aforementioned context, a simplified wood stove model has been developed in order to 
perform all-year simulations at an acceptable computational cost (Georges & Novakovic, 
2012). The present work reports on this model and on a measurement campaign performed in 
a PH in Trondheim in order to validate this modeling and conclusions from simulations. 
Experiments are based on an electric stove developed at NTNU which enables to mimic the 
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thermal comfort generated by different stove technologies. Practically, it enables testing (or 
emulating) different stoves and operating conditions in the same building. A parametric analysis 
on the influence of stove properties can then be performed: stove thermal mass, nominal power, 
power modulation capabilities and combustion cycle length. 

3. SIMULATION MODEL 

In order to investigate the integration of wood stoves in PH, it is important to look at the thermal 
comfort throughout the entire heating season. By definition, internal and solar heat gains play 
a major role in PH so that it is difficult to determine a priori the critical operating conditions 
during the heating season. On the contrary, it is wise to perform all-year simulations to 
determine these critical conditions. Once known, more advanced simulations techniques, as 
Computational Fluid Dynamics (CFD), can be applied to get a refined solution. There is thus a 
need for a simple stove model for detailed dynamic simulations (here using TRNSYS) to 
quickly screen the thermal comfort during all-year simulations at an acceptable computational 
cost. Furthermore, this model can be used to support and complement measurement campaigns 
as they are most often limited in time (e.g. from a couple of days to some weeks). 

The overall modelling procedure is illustrated in Figure 1. Starting with the instantaneous room 
temperature (Ts) at a given time from the multi-zone building simulation, this quantity is used 
to control the combustion power of the stove (Pc) along with the room set-point temperature 
(Tset). A model is then applied for the wood combustion dynamics that ultimately gives the 
power delivered to the stove envelope as a function of time (Pd). A specific module then 
computes the heat transfer within the stove envelope. The instantaneous stove surface 
temperature (Tstove) or the power emitted to the room (Pe) is then obtained. Finally this last 
quantity is introduced as an internal gain inside the multi-zone building model. It is a loosely-
coupled approach as all the models and equations are not solved simultaneously. For instance, 
the stove geometry and heat transfer in its envelope is not accounted for in the building model: 
the building model only “views” the stove as an internal gain. At each time step, several sub-
iterations are performed between the model components until the overall system convergence. 
It is a rather natural way to formulate and solve multi-domain and multi-physical problems in 
TRNSYS. 

 

Figure 1: Modelling chain for the wood stove integration. 

Each model component can then be developed in more details: 

- The stove combustion control essentially applies for wood pellet stoves, here using a 
proportional-integral (PI) action. Up to now, it was assumed that wood log stoves do not 
have an active power modulation: the modulation is selected by the user a priori by adjusting 
the combustion air vents and is not changed during the batch combustion cycle.  
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- In terms of combustion, there is a fundamental difference between pellets and log stoves. 
Compared to the physical timescale of the stove (i.e. the heat transfer in its envelope), the 
pellets combustion can be considered as instantaneous so that Pc is assumed immediately 
adapted to the set-point combustion power (Pset). It is an approach already followed in other 
modelling works (Haller et al., 2011; Persson, Fiedler, Nordlander, Bales, & Paavilainen, 
2009). The wood log combustion is fundamentally different and has timescales comparable 
with the stove and building envelopes. It should therefore be essentially considered as a 
batch process (Saastamoinen, Tuomaala, Paloposki, & K., 2005). In that respect, SINTEF 
Energy Research has developed a semi-empirical combustion model that provides profiles 
of Pc and Pd as function of time (Skreiberg, 2002). This model can account for the batch 
load (i.e. initial amount of wood in the combustion chamber in kWh), the stove efficiency, 
nominal power and modulation. Examples of computed profiles are given in Figure 2. 

- The unsteady heat transfer through the stove envelope is assumed one-dimensional. 
Currently the heat transfer through the combustion chamber window is not accounted for. 
This last contribution may reduce the delay between the heat release Pc and the resulting 
power emitted to the room (Pe). 

- By default, the power emitted by the stove surface by convection (Pec) is obtained using the 
well-known Churchill an Chu correlation for laminar and turbulent flows over an isothermal 
plate (Churchill & Chu, 1975). Given the range of Ts and usual characteristic lengths 
considered for stoves, the correlation is further simplified into: �	� = 1.22D(���µÚ	 − ��)R/Q Eq.(1), 

where A is the stove external area. If the exact stove geometry is known, better correlations 
can be established. 

- The power emitted by the stove surface by radiation (Per) is here evaluated by assuming that 
the stove is very small compared to the room. Then, �	@ =  �D�(���µÚ	R − ��R) Eq.(2), 

where σ is the Stefan-Boltzmann constant and ε the emissivity of the stove surface 
(Incropera, Dewitt, Bergman, & Lavine, 2007). 

- Once the convective and radiative powers of the stove are evaluated, equivalent internal 
gains are injected into the building model. The Pec is applied to the zone air-node while Per 
is distributed among the walls of the rooms as a function of the view factors (from the stove 
to the different walls of the room). In general, the room geometry is not convex so that view 
factors cannot be easily evaluated analytically. Therefore, many simulation tools fail to 
evaluate these factors properly (e.g. TRNSYS or IDA-ICE). In that case, they should be 
pre-computed externally with dedicated tools.  

- As many stoves developed for super-insulated envelopes, the stove is here assumed airtight, 
extracting its combustion air directly from the outside using a proper air-intake duct. Then, 
the stove does not use air from the building envelope and does not interact with the balanced 
mechanical ventilation. 

- In PH, the opening of internal doors is proved to be an efficient process to exchange heat 
between rooms (Feist, et al., 2005). In order to investigate the natural convection inside the 
envelope, the airflow rates between rooms are computed using a ventilation network model, 
here using TRNFLOW (TRANSSOLAR, 2009) based on the COMIS library. The bi-
directional flow through doors is then modelled using a large opening approximation 
introducing a discharge coefficient (Cd) to tune the model to a specific flow physics. It may 
typically range from 0.4 to 0.8 (Etheridge & Sandberg, 1996; Heiselberg, 2006). 

- The thermal dynamics of the building is computed using the TRNSYS model component 
termed Type56b (TRANSSOLAR, 2011). 
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The thermal comfort is evaluated globally using the operative temperature (Top) assuming that 
the user is far from the stove: a distance where the effect of radiation asymmetry and the direct 
radiation from the combustion chamber can be neglected. In this case, a recent study (Ghali, 
Ghaddar, & Salloum, 2008) has shown that the thermal comfort can be evaluated globally using 
a method based on the Fanger’s approach, here using the ISO 7730 (CEN, 2005). 

 

Figure 2: Instantaneous combustion power as a function of time for a 8 kW log stove: the 
stove operated at 50% of Pn is shown in solid line while dash-dotted lines are representative 
of an on-off stove; two batches of 10 and 20 kWh are in black and gray colour, respectively. 

To limit the computational time and the number of parameter inputs, the model is kept 
deliberately simple. This was done by adopting a set of reasonable assumptions. The present 
work especially focuses on the simplifications done on the physical interaction between the 
stove surface and the building, as well as the resulting thermal comfort. For instance, building 
simulation models most often assume a single room air temperature (i.e. well-stirred tank 
approximation) while one may suspect large vertical or horizontal temperature differences to 
occur within a thermal zone. Furthermore, it is worth investigating whether the ventilation 
network approach and the large opening approximation are compatible with the natural 
convection between rooms driven by a wood stove (Wang & Chen, 2008). Using this modeling 
approach, the mass flow generated by the bi-directional flow through a door is computed in the 
following way (TRANSSOLAR, 2009): 

m12=Cd Ø �2.ρ1(z).f12(z).w(z).dzH0   Eq.(3), 

m21=Cd Ø �2.ρ2(z).f21(z).w(z).dzH0   Eq.(4), 

where  

• z is the vertical direction and H, the height of the doorway, 
• the subscript 1 refer to the warm zone (here the living room), 
• the subscript 2 refer to the cold zone (here the staircase), 
• m12 refers to the mass flow from zone 1 to zone 2, 
• m21 refers to the mass flow from zone 2 to zone 1, 
• f12(z) is equal to p1(z)-p2(z) if positive, or is equal to zero, 
• f21(z) is equal to p2(z)-p1(z) if positive, or is equal to zero, 
• w(z) is the width of the door. 
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The pressure pi(z), with subscript i equaling 1 or 2, is evaluated based on the reservoir 
conditions on both sides of the doorway: pi(z)= pi(0)‐ Ø ρi(Ö).g.dτz0   Eq.(5), 

where g is the gravity acceleration and pi(0) the reference pressure of zone i. This last value is 
computed to get the conservation of mass throughout the ventilation network. For instance, in 
the measured PH, the reference pressures of zone 1 and 2 are adjusted to get m21 = m12 + ρ2 33, 
where 33 m3/h is the net mass flow from zone 2 to zone 1 induced by the mechanical ventilation 
(see Section 4). As the air temperature field is assumed uniform in building simulation models, 
Ti(z) and ρi(z) are then not dependent on z. 

MOVABLE ELECTRIC STOVE 

 

Figure 3: Layout of the movable electric stove experimental setup. 

In order to validate the model and conclusions, an experimental campaign was needed. The 
main issue was to find PH in Norway already equipped with wood stoves. To our knowledge, 
most Norwegian passive houses are equipped with hydro-stoves that deliver a significant part 
of the Pc to a water jacket (and subsequently to a storage tank and a hydronic system). It was 
not really relevant for our investigations as the heat directly emitted to the room is then limited 
to 1-3 kW. Furthermore, it is rather difficult to evaluate accurately the power delivered to the 
stove envelope during real stove operation. It would be difficult to make a direct relation 
between the heat release of the stove and the resulting comfort. For these reasons, it was decided 
to build an electric stove that mimics the thermal environment generated by a real one. In 
addition, it enables to install the system in any PH disregarding the presence of a chimney and 
avoiding problems with the IAQ (e.g. pollution by small particles). 

The layout the experimental setup is shown in Figure 3. The 15.5 kWe movable electric stove 
is a box of 0.60 m x 0.60 m x 1.20 m. It is constituted of 9 heating plates where a flexible 
electric resistance has been fastened on their back side, see Figure 4. The back side of the 
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heating plates is then further insulated with 10 cm mineral wool that can withstand high 
temperatures. In this way, the stove structure is not storing heat: all the electric power is 
delivered to the plate and subsequently emitted to the room. The plates are made in aluminium 
to ensure a uniform temperature distribution on the surface. Their thickness has been limited to 
3 mm to get a quick response time of the stove surface temperatures. Finally, the plates have 
been covered by a layer of special stove paint in order to get the correct emissivity, ε. The black 
paint emissivity was calibrated at 0.9 using an infrared (IR) camera. In practice, 3 surface 
temperatures are controlled independently while the 6 remaining surface temperatures are 
controlled in pairs of 2 surfaces. In total, 6 different set-point temperatures can be imposed to 
the movable stove surfaces. This has been done to be able to mimic stoves that have complex 
internal constitutions (e.g. internal heat storage, water jacket) that result in different surface 
temperatures. It also enables to approximate the influence of the power directly emitted by the 
combustion chamber through a stove window. The 6 currents of the 9 resistances are modulated 
using thyristors which are controlled to enforce the 6 set-point surface temperatures given as an 
input. The instantaneous surface temperatures are measured using thermocouples and 
transferred to a computer equipped with LabView. A PID control is implemented in this 
program to evaluate the thyristors control signal. Profiles of the set-point surface temperatures 
are given as an input. These time profiles can be provided by the batch combustion model of 
SINTEF Energy Research or from measurements. This strategy enables to mimic the thermal 
environment generated by different stove technologies in a same building, for instance having 
different Pn, batch load, power modulation and heat storage capabilities. Only the shape of the 
stove cannot be changed: this parameter mainly influences the ratio between convected and 
radiated power emitted to the room (i.e. Pec/Per). 

 

Figure 4: Movable electric stove under construction. 

At first, laboratory measurements were done on the stove to prove that it operates correctly and 
safely. They clearly demonstrated that the heat release of the electric resistance is well 
distributed along the plate and gives rather uniform surface temperatures (i.e. < 10°C 
difference). It has been verified using an IR camera giving pictures such as Figure 5. The stove 
has almost no thermal bridges so that all the heat emitted to the room originates from the stove 
plates. Furthermore, the heat exchange between the stove heating plates and the feet is 
negligible, which enables to operate it safely in a building. 
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The relationship between the emitted heat power (i.e. Pe = Pec + Per) and the stove surface 
temperature has also been tested in the lab. It has been compared to the modelling 
approximations, Eqs. (1) and (2). Results are reported in Figure 6 where the heat released to the 
room has been obtained experimentally by measuring the delivered electricity to the stove at 
steady-state conditions. Two methodologies have been employed to measure the delivered 
electrical power: using a current measurement (#1) and using the output signal of the thyristors 
(#2). In both cases, the model proved to give accurate results. In practice, the surface 
temperature is imposed by the stove control, so this relationship is important to exactly know 
the actual emitted power (Pe) to the room for a given stove temperature (Tstove).  

 

Figure 5: IR picture of the movable stove during operation. 

 

Figure 6: Heating power emitted to the room as a function of the temperature difference 
between the stove surface (Tstove) and the room temperature (Ts). 

4. EXPERIMENTAL SETUP IN THE PASSIVE HOUSE 

The stove has then been placed in a PH in Trondheim during the months of March and April 
2014. This a terraced house of the MiljøGranåsen project, which is the largest PH construction 
project in the Nordic countries. It will consist of 430 dwelling units with a total heated area of 
34000 m². MiljøGranåsen is developed by Heimdal Bolig and is also part of the EBLE, 



P18, Page 9 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Concerto and Eco-city research projects. During the measurement campaign, the PH was 
unoccupied and not furnished. It consists of three storeys as shown in Figure 7. 

The building is constructed in wood except for the basement that is in concrete. In that respect, 
the building thermal mass may be characterized as very-light or light (CEN, 2008). The heated 
area is 142.5 m² which is rather similar to the 173.5 m² detached house of previous 
investigations using simulations (Georges, Skreiberg, et al., 2014). The U-value of the external 
walls is 0.15 W/m².K while the triple-glazed windows have an overall value between 0.7 and 
0.85 W/m².K. The roof has a thermal transmittance of 0.06 W/m².K and the equivalent U-value 
of the basement floor is 0.1 W/m².K while the basement walls have an equivalent U-value of 
0.19 W/m².K. The movable stove is placed in the living room at the ground floor. The hygienic 
ventilation has an air change rate (ach) of 0.52 while the heat recovery (HR) unit of the balanced 
mechanical ventilation has a rated temperature efficiency (EN 308) of 88%. A net mass flow of 
33 m3/h is moving from the first to the ground floor. The SH needs are evaluated at 17.1 
kWh/m².year according to Norwegian standards (Standard Norge, 2007, 2010). 

 

(a) Building block (b) Ground floor 

 
(c) Basement 

 
(d) First floor 

Figure 7: Picture of the building block and sketches of the basement, ground and first floors. 

The house has then been instrumented to monitor the thermal environment during the stove 
operation, see Table 1: 

- As regards the local temperature distribution at the ground floor, the thermal stratification 
has been measured by five PT-100 sensors distributed on a vertical rod from the floor to the 
ceiling level. This bar is located in the middle of the room. A second bar equipped with ten 
thermocouples of type T measures the stratification in the living room area, and is located 
2.7 m from the stove. In the kitchen and the living room areas, probes are placed to measure 

N 

S 
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the sensible air (Ts) and operative (Top) temperatures 0.8 m above the ground. Given the 
ground floor layout, these probes are located opposite in the room. The horizontal 
temperature distribution can then be checked. Five PT-100 temperature sensors are taped to 
different walls to have an approximation of the temperature difference between the walls. 
For half of the test cases, the airflow in the doorway between the ground and second floor 
has been measured using a vertical pole located in the middle of the door mounted with ten 
omni-directional air velocity transducers (TSI 8475). In that case, the ten aforementioned 
thermocouples are used to measure the vertical temperature distribution in the doorway. 
Basically, the building has an open staircase which would have made the measurement of 
velocities difficult (i.e. very low speed < 0.1 m/s). It was decided to screen the staircase 
with thermally insulated plates to leave only a single opening of 0.9 m x 2.35 m that should 
represent a door. For each of these probes, data was registered every minutes.  

- As regards the temperature distribution between rooms, eleven temperature sensors were 
placed in the building. Three sensors measured the temperature of the ventilation inlet air 
before and after the heat recovery unit, as well as after the pre-heating battery. Finally, the 
outdoor temperature was also registered in a sheltered place. These sensors are registering 
the temperature every fifteen minutes.  

Table 1: List of measurement probes. 
Type Number Location Precision Measure 

PT-100 5 Ground floor  ±0.1°C Ts, stratification 
5 Staircase  ±0.1°C Ts, stratification 
1 Living-room ±0.1°C Ts, 0.8 m height 
1 Kitchen ±0.1°C Ts, 0.8 m height 
1 Kitchen ±0.1°C Top, 0.8 m height 
7 Walls ±1°C Twall 

Radiant temperature 
transducer INNOVA 

MM0036 

1 Living-room ±0.5°C Tmrt, 0.8 m height 

Thermocouples 
Type T  

10 Doorway or 
living-room 

±1%  
±0.5°C 

Ts, profile or 
stratification 

Anemometer 
TSI 8475 

10 Doorway  ±3%  
±0.005 m/s 

Air velocity profile 

Temperature logger 
iButton Maxim  

Integrated DS1922L 

11 Each room ±0.06°C Ts, one by room  
1 Outdoor ±0.06°C Ts, sheltered 
3 Air Handling 

Unit 
±0.06°C Ts fresh air 

In total, twelve different stove cycles have been tested. They were taken representative of the 
performance of state-of-the-art stoves already available in the market. For the pellet stove, Pn 

of 6 and 8 kW have been tested during combustion cycles of 90 min along with stove thermal 
masses (Ith) of 50 and 150 kJ/K and with a constant power modulation of 30% as well as without 
modulation. Only the four most critical cases were tested. For the log stove, Pn of 4 and 8 kW 
were tested for batch loads of 5 and 10 kWh along with stove thermal masses of 50 and 150 
kJ/K and with a constant power modulation of 50% as well as without modulation. The 
measurement matrix is reported in Tables 2 and 3.  
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Table 2: Matrix of test cases that emulate pellet stoves. 
Case Pn Modulation I th Cycle length 
N° [kW] [% of Pn] [kJ/K] [min] 
1p 6 100 50 90 
2p 6 100 150 90 
3p 8 30 50 90 
4p 8 100 150 90 

Table 3: Matrix of test cases that emulate wood log stoves. 
Case Pn Modulation I th Batch load 
N° [kW] [% of Pn] [kJ/K] [kWh] 
1w 4 50 50 5 
2w 4 100 50 5 
3w 4 50 50 10 
4w 4 100 50 10 
5w 8 50 50 10 
6w 8 100 50 10 
7w 8 50 150 10 
8w 8 100 150 10 

The measurement campaign was performed between the 19th of March and the 10th of April 
2014. During this period of time, the weather was unusually mild in Norway including in the 
Trondheim area. It results in outdoor temperatures (Text) oscillating between -1°C and 8°C, 
giving a low space-heating demand. 

5. DISCUSSION AND RESULT ANALYSIS 

5.1 Modelling approximation 

For the building model (e.g. Type56) or the ventilation network model to be valid (e.g. 
TRNFLOW), a set of assumptions must be fulfilled. The main assumption is that the air 
temperature field in each room can be simplified into a single air temperature (Chen, 2009; 
Wang & Chen, 2008), sometimes called air-node (i.e. a well-stirred tank approximation). For 
the twelve test cases, the following indicators are monitored: the maximal operative temperature 
increase during a cycle (ΔTop,max) in the kitchen at 0.8 m height, the maximal air temperature 
difference in an horizontal plane at 0.8 m height at the ground floor (ΔTs,hor,max), the maximal 
air temperature difference from floor to ceiling at the ground floor (ΔTs,vert,z1,max) and the 
maximal air temperature difference from the ground floor to the first floor ceiling measured in 
the staircase (ΔTs,vert,z2,max). Measurements are reported in Table 4 where a distinction has been 
made between cases with a large direct sun irradiation and cases with overcast sky. With a large 
sun irradiation from the south façade, the temperature of the living room increases locally. This 
gives a large horizontal temperature difference at the ground floor. On the contrary, without 
large solar gains, the air temperature is relatively uniform in the horizontal direction (i.e. lower 
than 1°C). On the contrary, the vertical temperature stratification in the living room is 
significant. The higher the power and energy delivered to the room, the higher the stratification. 
Thermal stratification is in fact the largest source of discrepancy between the detailed dynamic 
simulations and reality. In the worst cases, the stratification is so large that it should also be 
accounted for in the evaluation of the thermal comfort. According to ISO 7730, it should be 
done by comparing the air temperature difference between head and ankle height. Except for 
the test case 6w, this temperature difference for a person sitting (between 0.1 and 1.1 m height) 
is lower than 3°C which leads to a thermal environment of category B according to ISO 7730. 
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If the person is assumed standing (between 0.1 and 1.7 m height), many test cases lead to a 
temperature difference between head and ankle larger than 3°C.  

Table 4: Maximal temperature differences during each stove cycle. 
Case Sun Text ΔTop,max ΔTs,hor,max ΔTs,vert,z1,max ΔTs,vert,z2,max 

Living room  Outside Kitchen Ground floor Ground floor Staircase 
N° [Yes-No] [°C] [°C] [°C] [°C] [°C] 
1p No -1 4.5 0.2 11 4.1 
2p No +8 3.3 0.5 8.1 2.0 
4p No +5 5.5 1.4 11 5.3 
2w No +6 4.2 1.5 8.4 6.5 
4w No +5 6.4 0.6 3.1 5.0 
5w No +5 4.7 0.3 9.3 5.1 
7w No +5 4.0 0.4 7.6 4.2 
8w No +7 5.3 0.8 8.9 3.6 
3p Yes +4 3.9 2.8 5.5 3.6 
1w Yes +4 3.8 3.5 4.3 3.7 
3w Yes +4 6.8 4.6 6.7 7.1 
6w Yes +4 6.0 4.5 13 7.8 

Table 5: Radiation asymmetry at the end of each stove cycle, only reported for test cases 
during overcast sky (Tmrt,front and Tmrt,back are the radiant temperatures facing and opposite to 

the stove, respectively).   
Case Sun Tmrt,front  Tmrt,back Tmrt,front  Tmrt,back 

Living room Living room Living room Kitchen Kitchen 
N° [Yes-No] [°C] [°C] [°C] [°C] 
1p No 35.4 26.6 - - 
2p No 32.3 25.2 - - 
4p No 36.2 27.5 - - 
2w No 33.2 28.4 28.9 26.2 
4w No 32.0 27.3 28.8 27.1 
5w No 31.6 26.7 28.0 26.1 
7w No 31.1 25.2 27.2 24.9 
8w No 36.1 27.9 29.1 25.0 

While the horizontal air temperature difference is small (in absence of sun), the wall 
temperature is significantly influenced by the distance from the stove. Four wall sensors were 
placed at the ground floor with three attached to walls close to the stove and one to an external 
wall of the kitchen. It is difficult the measure the space-averaged wall temperatures but, based 
on punctual values, a difference of ~5°C may be found. This is also confirmed using the radiant 
temperature transducer, showing a significant mean radiant temperature (Tmrt) difference 
between the kitchen and the living room, see Table 5. It clearly demonstrates the importance of 
using accurate view factors when distributing the stove internal gains into the room model, as 
well as when evaluating the resulting thermal comfort of a user. To our knowledge, this step 
can be critical for many usual building simulation tools as they can only compute the accurate 
view factors for convex room geometries (where view factors can be evaluated analytically). 
When rooms are concave, softwares as TRNSYS distribute by default the gains between the 
walls in an area-weighted manner. This is obviously not convenient for the present application. 
The software user should rather pre-evaluate these view factors in dedicated software (e.g. 
ANSYS Fluent). The room geometry should then be reintroduced an additional time and the 
identity number of surfaces strictly respected. This procedure is cumbersome and is currently 
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the main technical barrier for a widespread application of the present modeling approach. 
Complementary quantitative comparisons between the detailed and the area-weighted view 
factors approaches can be found in (Georges & Novakovic, 2012). As regards the room 
geometry, an additional constraint for simulations is that each wall should be subdivided in 
sections of maximum ~3m wide to enable the wall temperature to vary within the room.  

Finally, it is worth investigating whether the ventilation network approach along with the large 
opening approximation is able to correctly reproduce the airflow through the doorway. The 
agreement appears to be fairly good a shown in Figure 8. The measured time-averaged velocity 
is close to the theoretical velocity profile obtained by the large opening approximation. In this 
case, the discharge coefficient Cdv has been evaluated to minimize the error with the measured 
velocities using a least-squares approach. This coefficient is reported in Table 6 for all the test 
cases where the velocity was measured properly in the doorway. For all cases, this coefficient 
ranges between 0.36 and 0.41 and thus appears rather constant as well as fits within the typical 
range of [0.4;0.8] reported in the literature. 

 

Figure 8: Time-averaged profiles along the door height for test case n°1p. 

As regards building simulation, it is more relevant to calibrate the discharge coefficient using 
the mass flow rate. One can distinguish between the coefficients obtained if the thermal 
stratification is known on both sides of the door (Cdm) and the coefficient assuming that both 
rooms are isothermal (Cdms). Their magnitudes are rather similar, meaning that the isothermal 
approximation does not lead to a large error in the mass flow. This is a known conclusion 
already reported in IEA EBC Annex 20 (Allard et al., 1992).  

Table 6: Discharge coefficients for the bidirectional flow through the doorway.   
Case Cdv Cdm Cdms Cdes Cdesm 
N° [-] [-] [-] [-] [-] 
1p 0.36 0.35 0.32 0.58 0.40 
3p 0.40 0.38 0.36 0.61 0.35 
1w 0.39 0.37 0.35 0.54 0.33 
2w 0.39 0.38 0.33 0.62 0.41 
3w 0.41 0.40 0.39 0.62 0.43 
5w 0.38 0.36 0.35 0.53 0.33 

Nevertheless, it is also known that the error using this isothermal hypothesis is significant when 
considering the convective heat exchange between the rooms (Allard, et al., 1992). In our 
application, the convective heat exchange is more relevant than the mass flow. In that case, one 
could tune the discharge coefficient to make the large opening model coupling two isothermal 
rooms fit the measurement (Cdes). In that case, one should increase the coefficient to 0.53-0.62. 
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In reality, the temperature of the two opposite flows is not equal to the space-averaged 
temperature of their respective originating room, as depicted in Figure 8. A significant 
temperature mixing takes place near the doorway. The real convective heat exchange between 
rooms should be computed using this temperature profile rather than the two space-averaged 
room temperatures. In this case, the discharge coefficient can be adapted to make the large 
opening approximation based on isothermal rooms fit to the measurement (Cdesm). The 
temperature mixing decreases the discharge coefficient to values between 0.33 and 0.41. This 
range is rather similar to discharge coefficients that fit the velocity and the mass flow. In other 
words, neglecting the vertical stratification leads to a large error when considering the 
convective heat transfer between rooms. Nevertheless, this effect is counterbalanced by the 
temperature mixing near the doorway which reduces the amount of heat exchanged. In the 
present measurement campaign, these two effects almost cancel each other out. As a conclusion, 
the large opening approximation connecting two isothermal rooms is a fair approximation for 
detailed dynamic simulations. Nevertheless, as proposed in the modeling procedure, a range of 
discharge coefficients should be analyzed, typically [0.4;0.8], rather than using a single specific 
value.  

5.2 Stove performance 

In the previous section, assumptions done using detailed dynamic simulations where compared 
to field measurements (i.e. stratification, need for detailed view factors and airflows through 
doors). As the PH building typology is similar to the one investigated using simulations in 
previous communications, see e.g. (Georges, Skreiberg, et al., 2014), it is possible to 
qualitatively compare their conclusions in terms of overheating in the living room: the thermal 
environment using wood stoves has not yet been simulated for the specific case of the PH in 
MiljøGranåsen. In fact, a direct quantitative comparison between simulations and 
measurements is difficult to perform as the real PH building is always in unsteady thermal state 
with its environment making the establishment of consistent initial conditions for the dynamic 
simulations complex. Considering previous simulation works for qualitative comparison, their 
set-point air temperature was taken to be 21°C while the highest acceptable Top is assumed as 
~24.5°C (i.e. the limit of category B comfort in ISO 7730 using a clo and met of 1.0). 

Previous simulations gave the following conclusions for a light building construction mode 
located in a similar climatic zone (i.e. Bergen) along with open internal doors: 

- The 8 kW pellets stove with 30% power modulation is able to avoid overheating after 90 
min operation. It corresponds to case 3p of the present measurement campaign which gave 
the same conclusion (see Table 4), even though this test case was performed during a period 
of large solar gains. 

- The 6 and 8 kW pellet on-off stoves gave an unacceptable overheating after 90 min 
operation, as confirmed experimentally by the test cases 1p and 4p in Table 4.  

- The 4 kW log stove with 50% power modulation do not generate unacceptable overheating 
as confirmed by the test case 1w during experiments. Nevertheless, the case 3w gave 
overheating essentially due to the concomitant large solar gains. 

- The 8 kW log stove with 50 kJ/K thermal inertia does not manage to limit the overheating 
sufficiently, as confirmed by cases 5w and 6w. Nevertheless, the models shows that a 8 kW 
log stove with 50% power modulation and 150 kJ/K thermal inertia would be able to limit 
the overheating which is confirmed by test case 7w. 
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Figure 9: Example time profiles of the operative temperature in the kitchen during stove 
cycles (test case 1p on the left and 1w on the right). 

In conclusion, there is a rather good correspondence between the qualitative conclusions 
obtained using detailed dynamic simulations and experimental data. Nevertheless, one may 
argue that the weather conditions during the experiments were way too mild and are thus not 
representative. In fact, given the mild outdoor temperatures, the building did not need any 
space-heating in periods with high solar gains. Nonetheless, considering the present PH 
architectonic properties and location, previous simulations showed that the overheating 
magnitude is almost constant throughout the heating season. Therefore, conclusions from 
experiments are not narrowed down by the limited timeframe of the measurement campaign 
nor the mild weather conditions.. 

6. CONCLUSIONS 

Wood stoves are popular space-heating solutions in many European countries. Nevertheless, 
nominal powers of the state-of-the-art products on the market are oversized compared to the 
needs of highly-insulated building envelopes. In this respect, a simplified wood stove model 
has been developed in order to investigate the thermal comfort at an acceptable computational 
cost. A specific experimental setup has been developed to validate this modelling approach, 
especially as regards the interaction between the stove and the building. The largest source of 
error appears to be the thermal stratification in the room where the stove is placed. This can 
simultaneously affect the conductive heat transfer between rooms, the thermal comfort 
sensation in the room as well as the convective heat exchange by flows through doorways. 
Nonetheless, this last effect can be limited in simulations by performing a sensitivity analysis 
on the discharge coefficient of the door (Cd). Finally, thermal comfort measurements during the 
experimental campaign support the conclusions of previous simulation results, verifying the 
proposed guidelines for the integration of wood stoves in passive houses. As a future work, the 
simplified wood stove model will be further validated. For instance, a calibration procedure 
will be established in order to be able to directly compare the Top from measurements and 
simulations, e.g. both considering the MiljøGranåsen case. The thermal comfort using the 
movable electric stove will be also tested in other passive houses, presenting other typologies 
(e.g. detached houses, apartments) as well as during colder periods of the heating season. The 
model and measurement will also be compared with Computational Fluid Dynamics (CFD) 
which has the capacity to properly capture the thermal stratification. Furthermore, most of the 
CFD packages compute view factors accurately in a quasi-automatic manner. 
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NOMENCLATURE 

Cd = discharge coefficient for the bidirectional flow in a doorway 

Cd,v = Cd tuned to match the velocity profile 

Cd,m = Cd tuned to match the mass flow 

Cd,ms = Cd,m but assuming two isothermal rooms on both sides of the door 

Cd,es  = Cd tuned to match the convective heat exchange between rooms without mixing 

Cd,em = Cd matching the real heat exchange between rooms including temperature mixing  

ε = stove surface emissivity 

σ = Stefan-Boltzmann constant 
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Ith  = thermal mass of the stove envelope in [kJ/K] 

m12 = mass flow from the warm to the cold room  

m21 = mass flow from the cold room to the warm room 

Pn = nominal combustion power of the stove 

Pc = instantaneous combustion power of the stove 

Pd = power delivered to the stove envelope  

Pe = power emitted to the room 

Pec = power emitted to the room by convection 

Per = power emitted to the room by radiation 

Ts = air sensible temperature 

Top = operative temperature 

Tset = set-point air sensible temperature for the room 

Text = outdoor air sensible temperature 

Tmrt = mean radiant temperature 

Tstove = instantaneous stove surface temperature 

ΔTop,max = maximal Top increase in kitchen during a stove cycle 

ΔTs,hor,max = maximal horizontal Ts difference in ground floor during a stove cycle 

ΔTs,vert,z1,max = maximal vertical Ts difference in living room during a stove cycle 

ΔTs,vert,z2,max = maximal vertical Ts difference in staircase during a stove cycle 
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1. ABSTRACT 

A methodology for using hardware-in-the-loop load emulation as a practical alternative to 
HVAC equipment testing in its actual environment is presented. Diverse and realistic 
operating conditions are mathematically represented through building performance simulation 
and imposed on an HVAC system component under test using Data Acquisition and Control 
software. The paper presents the implementation methodology in TRNSYS and LabVIEW, 
and the choices that were made to implement real-time data exchange between the two 
software environments. The "Semi-Virtual Laboratory" environment for testing hydronic 
heating and cooling is presented together with a discussion of the initial results.  
Keywords: Hardware-in-the-loop, HVAC testing, TRNSYS 

2. INTRODUCTION  

Heating, Ventilation and Air-Conditioning (HVAC) system components are both influenced by 
and have an effect on their surroundings. As these effects are complex and vary with building 
construction and climate, accurate performance simulation for design, online control or 
diagnostics requires obtaining data encompassing the whole operating range of each 
component. Unfortunately, standardized data provided by manufacturers or performance rating 
organizations often only includes data for a limited number of operating points. Most ratings 
represent full-load performance and part-load data are often aggregated into seasonal indices.  

Heat pumps are a good example of HVAC components that present a highly variable 
performance for different operating conditions. The ability to accurately assess a variety of 
applications is critical for maximizing energy savings and ensuring technology uptake (Bourke 
and Bansal, 2010). Novel components, such as storage tanks with Phase-Change Materials, are 
another example of components for which the nominal capacity data (storage capacity in kWh) 
is not enough for designers to assess their correct operation – the rate at which heat can be 
stored or extracted is a critical parameter, which varies significantly with operating conditions 
(Liu et al., 2011). 

A number of modeling and simulation techniques may be used to predict HVAC equipment 
performance (Byrne et al., 2012).  However, experimental validation is almost always required 
to determine the actual performance of the system.  As actual operating conditions for HVAC 
equipment are so varied, characterizing performance by field testing is both impractical and 
unrealistic on account of the variations in application.  To mitigate this issue, hardware-in-the-
loop load emulation can be used to perform a task similar to that of an environmental test 
chamber. Hardware-in-the-loop (HIL) simulation is frequently used in the development and 
testing of complex real-time embedded systems to reduce testing cost and provide a more 
flexible and controlled testing environment. An HIL testing configuration is typically used as 
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an intermediate or alternate step for testing a system in its actual environment (Otten et al., 
2010). 

This paper describes a novel method for testing HVAC equipment in a laboratory using building 
performance simulation to mathematically represent diverse and realistic operating conditions.  
The methodology used to exchange information between the simulation environment 
(TRNSYS) and the laboratory Data Acquisition and Control software (LabVIEW) is generic 
and can be used for any air-based or water-based HVAC system component. The semi-virtual 
laboratory at Polytechnique Montréal is, however, dedicated to water-loop components, so this 
paper focuses on using this configuration in heat pump testing. 

Diverse building constructions and varied climatic conditions can be represented through 
simulation, and electrical emulation of sensors and actuators is used to interface between the 
simulation and the heat pump under test.  There are several examples of component testing 
using building simulation and hardware-in-the-loop emulation (Lahrech et al. 2002),  (Lahrech 
et al. 2007), (Nouidui et al., 2011), (Rhee et al., 2011), (Wetter, 2011)  including examples 
where TRNSYS is used to calculate building performance (Leconte et al, 2012), (Pan et al., 
2011), (peitsman et al. 1994).  TRNSYS has also been used in conjunction with HIL testing of 
ground source heat pumps where results obtained are more representative of actual performance 
than standard COP and EER figures (Riederer et al., 2009).   

3. METHODOLOGY 

TRNSYS simulations predict system performance, calculating the flowrates and temperatures 
of the fluid streams entering HVAC equipment under test, which are used as actuator control 
signals in the Laboratory.  The equipment’s response to these operating conditions is sensed in 
the laboratory and imposed back on the building simulation.  Figure 1 describes the HIL testing 
configuration used to characterize the performance of a heat pump. 

  

 

Figure 1: Hardware-in-the-loop setup for heat pump testing 
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3.1 TRNSYS 

TRNSYS (Klein, 1979) is based on a modular, component-based architecture where all physical 
(and non-physical) components in a system are modelled within separate routines. These 
routines are then called by the TRNSYS kernel (utility routines and solver) to simulate the 
performance of the whole system. The components, known as “Types”, compute outputs from 
their inputs and parameters. The default TRNSYS solver uses successive substitution and 
makes no assumption about the nature of the equations inside components. The TRNSYS kernel 
is responsible for mapping the inputs, equations and outputs of the different types in a 
simulation and for managing convergence.  During iterations the kernel calls the types whose 
inputs have changed until convergence is achieved. The TRNSYS kernel is programmed in 
Fortran and is compiled into a Windows Dynamic Link Library (DLL) called TRNDll.dll. A 
DLL is a shared library under the Windows operating system.  Shared libraries are libraries of 
functions that are loaded into memory by executables at run time.  TRNSYS components can 
be either compiled into the same DLL or programmed in different languages and compiled into 
their own DLLs. The main DLL is normally loaded by the TRNSYS executable program 
(TRNExe.exe) which in turn loads other DLL’s with additional components. 

3.2 LabVIEW  

LabVIEW (Laboratory Virtual Instrument Engineering Workbench) (Santori, 1990) is a 
development environment from National Instruments.  It is commonly used for data acquisition, 
instrument control, and industrial automation. LabVIEW provides extensive support for 
accessing instrumentation hardware. Drivers and abstraction layers for many different types of 
instruments and buses are available as graphical nodes. The abstraction layers offer standard 
software interfaces to communicate with hardware devices, which saves program development 
time. A reconfigurable embedded control and acquisition system, the CompactRIO, provides 
high-speed signal acquisition and generation which has been used to interface with the heat 
pump under test.  The CompactRIO’s hardware architecture includes I/O modules, a 
reconfigurable FPGA chassis, and embedded real-time processor.   

LabVIEW programs/subroutines are called virtual instruments (VIs). Each VI has three 
components: a front panel, a block diagram, and a connector panel.  

- The front panel is built using controls and indicators. Controls are used for inputs and 
indicators display outputs. 

- The block diagram contains the graphical source code. All of the objects placed on the 
front panel appear on the block diagram as terminals, together with structures and 
functions which perform operations on controls and supply data to indicators. 
Collectively controls, indicators, structures and functions are referred to as nodes. 
Nodes are connected to one another using wires. These wires propagate variables, and 
any node can execute as soon as all its input data become available. Since this might be 
the case for multiple nodes simultaneously, LabVIEW programs are inherently capable 
of parallel execution.   

- The connector panel is used to represent the VI in the block diagrams of other, calling 
VIs. A VI can be run as a program, with the front panel serving as a user interface, or 
as a function represented by a node on another block diagram, where the front panel 
defines the inputs and outputs for the given node through the connector panel.  
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LabVIEW provides the Call Library Function Node to facilitate calling functions in DLLs.  As 
TRNSYS is compiled as a DLL, it can be run from LabVIEW using the Call Library Function 
Node.  

4. TRNSYS-LABVIEW COOPERATION 

The LabVIEW program written to enable this HIL load emulation comprises a number of VIs 
responsible for different aspects of the program.  As such, the design enables the substitution 
of VIs without affecting program flow.  This could facilitate using different building 
performance simulation tools or different laboratory configurations.  Global variables are used 
to synchronise the data exchange with TRNSYS and to share key measured variables and set 
point variables between the VIs.  The global variables have been employed with careful 
consideration to preventing race conditions. A race condition is the name given to a type of 
software problem in which two or more pieces of code execute in parallel and have access to a 
shared piece of memory (global variables), and the order of events do not happen as the 
programmer intended, resulting in unpredictable behavior. 

The main LabVIEW program, SemiVirtualLab.vi, consists of a stacked sequence structure 
comprised of three frames, which execute sequentially.  In the first frame, global variables are 
initialized and a file dialog is used to prompt the user for a root filename (used in all the data 
files created throughout the programs run time).  The main data acquisition file is opened and 
the column headers are written.  In the second frame the lab.vi reference is opened and inserted 
into SemiVirtualLab.vi’s front panel.  The use of a subpanel permits the display of a front panel 
from another VI on the VIs own front panel.  This allows the use of different laboratory VIs 
(used for different experimental setups) to be inserted into the project and used in conjunction 
with TRNSYS.  To use SemiVirtualLab.vi for a different laboratory set up, the Lab VI (and it's 
path), together with appropriate column headers for the DAQ file need to be changed to 
reference the new lab.vi.  The third frame contains three parallel while loops: one to enable the 
user to terminate running the VI, one to allow the user to switch between manual mode and 
synchronous mode in which key set points for the lab are either controlled manually or by a 
TRNSYS simulation, and one which continually runs the lab.vi, responsible for data acquisition 
and control. 

Figure 2 presents a flow diagram describing the semi-virtual lab application. The 
SemiVirtualLab.vi is the framework VI in which Lab.vi and TrnsysMain.vi are dynamically 
loaded and unloaded.  Loading TrnsysMain.vi dynamically into memory enables cleaning up 
the memory allocation from loading TRNDll.dll. SemiVirtualLab.vi is also responsible for 
creating, writing and closing files, and for data averaging in synchronous mode.  

Lab.vi runs inside a while loop in SemiVirtualLab.vi to ensure continuous data acquisition.  In 
manual mode, Lab.vi executes only once before returning to SemiVirtualLab.vi, ensuring the 
software is responsive to user interaction and facilitating synchronization.  In synchronous 
mode, Lab.vi is executed a number of times equal to TrnsysTimestep/DAQTimestep (see the 
Synchronization section below) before returning to SemiVirtualLab.vi where relevant data is 
averaged and written to file.   
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Figure 2: Flow diagram of semi-virtual lab application 

4.1 Lab.vi  

As described in the LabView Section, a VI can be run as a function represented by a node on 
another block diagram.  Any Lab.vi can be substituted in the SemiVirtualLab.vi, with its front 
panel defining the inputs and outputs for the given node through the connector panel.  

The prerequisites for a Lab VI are that it has the DAQ timestep as an input, and outputs for 
hydronic and air based components (comprising flowrates, inlet and outlet temperatures and, in 
the case of air based components, outlet relative humidities).  In laboratory set ups used only to 
examine either air based or hydronic components, the redundant ‘outputs’ do not need to be 
connected.  Any additional data required for recording purposes can be exported into the 
SemiVirtualLab.vi as outputs in the form of a string array and a real matrix.  As the application’s 
primary requirement is synchronisation between the DAQ and TRNSYS, data processing needs 
to be kept to a minimum within the timed loops used to run the lab and TRNSYS.  For this 
reason file opening and closing is done out with the loops and any extra data processing is done 
after the simulation is complete, in the PostProcessFile.vi and not inside the Lab.vi. 
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Figure 3 illustrates Lab.vi configured as a node in SemiVirtualLab.vi with the outputs 'wired' 
through the connector panel for subsequent data exchange with TRNSYS. 

 

Figure 3: Connections required between Lab.vi and SemiVirtual.vi 

4.2 TrnsysMain.vi  

TrnsysMain.vi assumes the role of the TRNSYS executable (TRNExe) in regular TRNSYS 
operation and is responsible for loading and initializing TRNDll.dll (including parsing the 
TRNSYS input file) and for acting as the simulation clock, controlling the marching forward 
through time.  Once TRNSYS is initialized, TrnsysMain.vi runs the desired “warm-up” 
simulation to establish the initial conditions and then the “real time” simulation until the user 
manually ends synchronous mode.  Real time simulation maintains synchronous mode 
executing the DAQ loop TrnsysTimestep/DAQtimestep number of times, and sending the 
average of these values to TRNSYS to calculate the next setpoints. 

Similar to the approach used in the co-simulation between Esp-r and TRNSYS, where the 
middleware controls the TRNDll.dll (Beausoleil-Morrison et al. 2010), TrnsysMain.vi controls 
the TRNSYS program flow (using a sequence frame) as described by Figure 4.   
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Figure 4: LabVIEW interaction with TRNSYS 

The order of calls made to TRNSYS are as follows:  
1. PassMeasuredDataToTrnsys passes averaged measured values to Type 131.  
2. TRNSYS is instructed to proceed with the next simulation time step. 
3. GetSimulatedDataFromTrnsys retrieves relevant simulation data from Type 131, which 

are used to adjust setpoints in Lab.vi. 
4. GetNumberOfWarnings and GetNumberOfErrors retrieve any warnings or errors. 

The time taken to complete a TRNSYS timestep calculation (i.e. an iteration in which the 
TRNSYS kernel calls the types whose inputs have changed until convergence is achieved) is 
monitored to ensure it does not exceed the data exchange period.  If the data exchange period 
is exceeded, the measured data sent to TRNSYS is no longer synchronized with the TRNSYS 
timestep and the user is alerted to this erroneous condition.   

4.3 TRNSYS Code Changes 

Source code additions to TRNSYS consist of a Fortran module (data structures and subroutines) 
and a TRNSYS component (Type 131). 

The LabviewTrnsysLink module declares data types to contain the information exchanged back 
and forth between the programs for each hydronic or air-based port (see the Derived Data 
Structure section below). In addition, the Fortran module also declares the two subroutines 
(PassMeasuredDataToTrnsys and GetSimulatedDataFromTrnsys) that are called by LabVIEW 
(respectively before and after performing the timestep simulation in TRNSYS). 

The new TRNSYS component, known as Type 131, was created to encapsulate all the 
communication between other TRNSYS components and LabVIEW. Type 131 is used to 
specify the mapping of laboratory measured data to the simulated system and the calculated 
outputs back to the laboratory.  The standard TRNSYS procedure for connecting components 
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facilitates this mapping, where measured laboratory temperatures and flowrates comprise the 
inputs to Type 131, and Type 131 outputs are connected to the inputs of the other TRNSYS 
types.  Likewise, the outputs of other TRNSYS types in the system model are mapped to Type 
131 inputs which are mapped back to the laboratory. Figure 4 illustrates the interaction between 
LabVIEW and TRNSYS at every timestep of the simulation. 

The code for Type 131 is relatively simple. During normal iterative calls, the Type sets its 
outputs to the data that was received from LabView at the beginning of the current time step 
(these data represent the behaviour of the tested equipment over the previous measuring period, 
i.e. time step). At the last call of a time step, after convergence between all TRNSYS 
components has been reached, Type 131 sets the data, ready to be exchanged with LabVIEW 
to its inputs (received from other TRNSYS components). These inputs represent the converged 
values for the current time step and will be imposed as setpoints for the inlet conditions in the 
real lab. Note that the PassMeasuredDataToTrnsys and GetSimulatedDataFromTrnsys routines 
are not called by Type 131 itself, they are called by LabVIEW. 

4.4 Derived Data Structure 

A derived data structure (DDS) comprising the flowrates and temperatures required in the 
LabVIEW-TRNSYS communication is passed between LabVIEW and TRNSYS subroutines 
in the same way as intrinsic data types.  Build array functions are used in LabVIEW create the 
derived data structure.  The derived data structure comprises the variables exchanged for 
hydronic and air couplings.  Hydronic couplings require the temperatures and volumetric 
flowrates for each inlet/outlet connection.  Air based couplings have an additional requirement 
for the relative humidity.  This additional variable requires that an empty placeholder variable 
is incorporated into the hydronic data structure to ensure compatibility with LabVIEW data 
structures whose inputs are padded to accommodate the longest inputs (i.e. those of air based 
connections). 

4.5 Synchronisation 

The simulation and the “real world” cannot be fully synchronized, because TRNSYS 
components exchanges values averaged over the time step. This poses a problem as to 
calculating the inlet conditions to the tested equipment, TRNSYS would need to know the outlet 
conditions until the end of the current time step.  It is therefore assumed that the thermal mass 
in the simulated system (which probably includes a building) is more significant than the 
thermal mass in the tested equipment, and the simulated values over a time step are applied 
during the next time step, to the tested equipment.  

The TRNSYS simulation requires a warm-up period to establish some initial conditions, e.g. 
one week (168 h). Once synchronized mode is started, LabVIEW collects X data points (where 
X = TRNSYS time step/data acquisition time step) without changing the lab’s operating 
conditions. TRNSYS is then called to run the simulation as fast as it can over the warm-up 
period. During that time, TRNSYS uses constant inputs which are the average values of the 
data points collected. If this method is not suitable, the TRNSYS simulation must include 
another component modeling the tested equipment and a mechanism to switch between the 
model and the LabVIEW data exchange when the synchronous mode starts. 

The last time step calculated in this sequence is for time = 168 h, which in TRNSYS represents 
average values between 167.99 and 168 (assuming a time step of 0.01 h). TRNSYS then passes 
the inlet conditions to the tested equipment, to LabVIEW. For the sake of the discussion, we 
will assume that the real-time is 0 h at that time. So the test start time (real-time = 0) corresponds 
to when TRNSYS returns after simulating the warm-up period.  
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The following discussion assumes a 1-sec DAQ time step (the lab data acquisition and control 
loop used to measure all sensors, calculate control values and set outputs) and a TRNSYS time 
step of 36 sec (0.01 h).  LabVIEW imposes the TRNSYS ‘warm-up’ conditions to the tested 
equipment for the whole averaging period (36 sec) – these are the setpoints for inlet flowrate 
and inlet temperatures 1 and 2. So between real-time = 0 h and real-time = 0.01 h, LabVIEW 
then performs 36 DAQ and control loops and uses constant setpoints from TRNSYS (the ones 
calculated for timestep 168 in TRNSYS, i.e. average values between 167.99 and 168.00).  

After running the DAQ and control loop with a 1-sec time step 36 times, LabVIEW passes the 
average outlet conditions over 36 sec to TRNSYS and initiates the next TRNSYS time step. At 
that time TRNSYS calculates its “168.01” time step (meaning average values between 168.00 
and 168.01 h) using the average outlet conditions from the equipment between real-time 0.00 
and real-time 0.01 h. 

During the TRNSYS calculations, the setpoints to the tested equipment remain constant. The 
assumption is that TRNSYS will take at the most a few seconds to complete.  

When TRNSYS returns from the time step (assuming there are no errors), the setpoints for the 
DAQ and control loop are updated. If we assume that TRNSYS took 3.6 seconds (0.001 h) to 
simulate the time step, this means that for the first 3 “1-sec” DAQ and control loops LabVIEW 
has used previous setpoints. For the 4th DAQ and control step, LabVIEW is now using the 
setpoints calculated by TRNSYS for TRNSYS timestep “168.01”, meaning average values 
between 168.00 and 168.01. At that moment, real-time is 0.011 and the 1-sec DAQ and control 
loop will keep running using these setpoints until real-time reaches 0.02 h. This example is 
rather extreme and used as an example to indicate how the developed communication 
mechanism handles synchronization issues. In practice, running a single TRNSYS simulation 
time step usually takes much less than 1 sec, so that the outdated setpoints are only used during 
one data acquisition and control cycle. 

At real-time = 0.02 h, LabVIEW calculates the average values over the last 36 “1-sec” loops 
(or if the TRNSYS calculation for one timestep took longer than 1s, calculates the average 
values since TRNSYS returned) – these represent the average measured outlet conditions from 
the tested equipment between real-time = 0.01 and 0.02 h.  

LabVIEW then calls TRNSYS to calculate the “168.02” time step, meaning average values 
between 168.01 and 168.02 using the average measured values between real-time = 0.01 and 
0.02 h.  

- Synchronisation is achieved through the use of global variables which communicate the 
following conditions between TRNSYSMain.vi and Lab.vi: 

- When the user initiates synchronous mode.  
- When the warm-up data has been collected (i.e. the average values over the most 

recent TRNSYS time step). 
- When the warm-up simulation is complete. 
- When TrnsysTimestep/DAQtimestep number of data points have been collected. 

5. LABORATORY SETUP 

The test bench is designed to reproduce the wide variety of operating conditions under which 
small commercial-size hydronic equipment usually function. The hydronic system shown in 
Figure 5 contains two test loops which supply the load-side and source-side operating 
conditions to the tested equipment (also see Figure 1, bottom left). Each test loop has a pump 
equipped with a variable-frequency-drive (VFD) allowing for changing flow rates up to 7.6 L/s 
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(120 US GPM). A balancing valve to partially by-pass the tested equipment can be used to 
reduce the flow rate imposed below 35 US GPM (30% of the pump’s nominal flow rate). Each 
test loop has a turbine flow meter with magnetic pick-up on the inlet to the tested equipment 
and a PT-100 platinum resistance sensor on both inlet and outlet in order to precisely measure 
the operating conditions imposed on the equipment and the equipment’s response.  

Different heating and/or cooling units can be alternatively connected to either of the auxiliary 
loops according to the operating conditions required.  A non-reversing water-to-water heat 
pump with scroll-type tandem compressors is connected to both auxiliary loops. The “hot” 
auxiliary loop serves as its load-side and the “cold” auxiliary loop as its source-side, though the 
heat pump’s temperature set point can be either on the “cold” or “hot” loop. The heat pump has 
a nominal capacity of 100 kW of cooling with flow rates from 3.6 to 6 L/s (48 to 80 US GPM) 
and can heat the load-side auxiliary loop to 60 °C with source-side temperatures as low as -
3.8 °C. Alternatively, an electric boiler with a capacity of 54 kW can be used by either of the 
auxiliary loops to reach a water temperature of 90 °C.  Additionally, a heat exchanger connected 
to the building’s chilled water loop (7 °C nominal) can be used to cool either auxiliary loop. 
Another heat exchanger is connected to both auxiliary loops, allowing them to directly transfer 
heat between themselves. A series of 3-way valves allows each of the units to be used 
individually or in series with either of the others. For example, if the heat pump is used to cool 
the source-side auxiliary loop, the heat exchanger linked to the chilled water loop could be used 
to evacuate excess heat generated by the heat pump on the load-side auxiliary loop.  

Similarly, 3-way valves are also used to control the flow rate sent to the heat exchanger linking 
each auxiliary loop to its respective test loop, allowing a precise control of the operating 
conditions imposed upon the HVAC unit tested, on both the source and load sides. Each 
auxiliary loop has a pump equipped with a variable-frequency-drive (VFD) allowing for 
changing mass flow rates up to 7.6 L/s. Each auxiliary loop is also equipped with an insulated 
974 L tank which adds some thermal mass to the system to help stabilise the test-bench’s control 
algorithm. Several PT-100 platinum resistance sensors installed throughout the auxiliary loops, 
downstream from each heating/cooling unit, allow for accurate monitoring of the evolution of 
loop temperature. These sensors provide feedback to the system controlling the test bench 
through the choice of unit set points, control valve opening and pump flow rates.  
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Figure 5: Hydronic test bench  

6. RESULTS 

Simple tests were performed to confirm the applicability of the proposed method and the correct 
operation of the code developed in LabVIEW and TRNSYS. 

This section will present some results obtained in a configuration where the tested equipment 
is simply the lab itself. In Figure 5 above, the two test loops are connected to form an “8”, with 
T-1 connected to T-4 and T-2 connected to T-3. The two test loop pumps (PT-1 and PT-2) are 
in series and controlled to impose the same flowrate in F-1 and F-2, according to the setpoint 
coming from the simulation. The “warm” auxiliary loop of the lab (on the right in Figure 5) 
plays the role of the tested equipment, and represents a heating plant. The control valve VC-11 
is left at a fixed position and not actively controlled. The lab’s “cold” auxiliary loop (on the left 
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in Figure 5) is used to provide a controlled cooling rate through HxC1, and the VC-1 control 
valve is actively controlled to impose T-1 at values coming from the TRNSYS simulation. The 
boiler is used on the “warm” side. It has a constant setpoint of 65 °C but the VC-11 control 
valve is only half-open which provides a limited heating capacity (and fluctuating temperature) 
to the test loop. The “cold” side is connected to the building chilled water loop which has a very 
large capacity and is approximately maintained at 7 °C. This test setup is capable of providing 
more cooling than heating power to the test loops – it is used here to model a limited-capacity 
heating plant serving a heating load.  

Figure 6 shows a schematic view of the TRNSYS simulation. A simple building is heated by a 
radiator connected to a main heating loop. The weather conditions and internal gains are kept 
constant for this simple test, and lead to an average heating demand of 20 kW (16 kW to the 
radiator, with large fluctuations over time, and 4 kW in standby losses, almost constant). The 
3-way valve supplying the radiator is controlled by an ON/OFF thermostat maintaining the 
room temperature at 21 °C with a 2 °C deadband. The radiator has a rated capacity of 50 kW at 
a supply temperature of 65°C and a room temperature of 20 °C. The heating loop is simply 
modeled by supply and return pipes and a buffer tank (100 L) modeling additional thermal mass 
and standby losses in the system. The circulating pump is always ON and imposes a flowrate 
of 0.5 kg/s, which is the rated flowrate of the radiator. 

Two options are illustrated in Figure 6: in TRNSYS-only mode, a simple (perfect) heater is 
modeling the heating plant. It is controlled to maintain a constant supply temperature of 65 °C 
to the heating loop, and its heating power is unlimited. In the LabVIEW mode, the heating plant 
is replaced with data coming from the real equipment in the laboratory. The inputs to the 
LabVIEW component are the return temperature and flowrate from the heating loop, which are 
imposed as setpoints to the test loop (respectively T-1 and F-1). The outputs from the LabVIEW 
component come from LabVIEW: T-3 and F-2, which represent the outlet conditions from the 
heating plant. 

The data acquisition and control time step is set to 1 sec and the TRNSYS simulation time step 
is varied between 10 sec and 1 min.  

 

Figure 6: TRNSYS simulation (stand-alone and synchronous modes) 

Figure 7 shows the results obtained from a TRNSYS-only simulation. The heating plant has an 
unlimited capacity, and maintains a constant supply temperature of 65 °C. The initial conditions 
set the building at a temperature of 22 °C, so for almost one hour the thermostat is OFF, no 
water flows to the radiator and the heating plant only has to compensate for the standby losses. 
After approximately one hour, the building temperature reaches 20 °C and the thermostat 
switches the diverting valve to send the full flow to the radiator. The heat emitted by the radiator 
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goes up to 50 kW and then gradually decreases as the room temperature increases (note that the 
simple radiator model does not account for thermal mass in the radiator itself). The total heating 
power compensated by the heating plant rises to its maximum value more slowly due to the 
thermal mass in the system. After approximately 30 min, the building reaches 22 °C and the 
thermostat switches the control valve OFF, stopping the flow towards the radiator. The total 
heating power then gradually goes back down to 4 kW (standby losses). This cycle is then 
reproduced with approximately one hour OFF, 30 min ON. 

 

Figure 7: Simulation results (TRNSYS-only) 

Figure 8 shows the results of the same test in synchronous (HIL) mode. The heating demand is 
successfully imposed on the HIL equipment. The most obvious effect is the drop in the heating 
supply temperature (in the laboratory setup, the available heating power is limited by the VC-
11 control valve setting). When the thermostat switches ON, the water supply temperature drops 
from about 65 °C to temperatures around 53 °C. The results also show that information is 
successfully sent back from the real lab to the simulation: the drop in water supply temperature 
leads to a different heat output from the radiator, a different return temperature, and the building 
takes longer to heat up from the lowest point of the dead-band (20 °C) to the highest point 
(22 °C). So the ON/OFF cycles are markedly longer (for the heating up part), and fewer cycles 
are completed per hour. 

As explained above, the TRNSYS simulation receives the measured heating supply temperature 
and calculates the behaviour of the building with the heating system and controller. This results 
in a water return temperature that is sent to the lab and used as a setpoint for the control valve 
VC-1. The achieved control is not perfect in the current lab setup, which explains the difference 
between the plain orange line (water return temperature effectively imposed during the interval 
between two TRNSYS calls) and the dotted black line (setpoint). 
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Figure 8: HIL test (LabVIEW and TRNSYS in Synchronous mode) 

7. CONCLUSIONS  

A new method is proposed to perform Hardware-in-the-Loop (HIL) testing with TRNSYS and 
LabVIEW. A bidirectional data exchange is implemented between the two programs in a 
flexible way. The LabVIEW VI’s developed for this application essentially consist of a shell 
for handling the data exchange and a “lab” VI that can be tailored to different hardware setups. 
The TRNSYS implementation encapsulates all communication within a new TRNSYS 
component (Type 131) and performs efficient data exchange by loading the TRNSYS DLL 
from the LabVIEW application. The method is demonstrated using a hydronic heating loop in 
the SemiVirtual Lab at Polytechnique Montréal. Bidirectional data exchange is achieved with 
the simulation imposing setpoints to the lab and real equipment performance affecting 
simulation results in real-time.  

Future work will aim at testing the software in a different laboratory with the ability to include 
air-based components (and therefore data exchange of humidity in addition to temperature and 
flowrate). Experimental testing using the software will continue on compact storage tanks 
(using one inlet and one outlet) and heat pumps (using 2 inlets and 2 outlets). 
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Experimental study on a new energy-efficient VRF system  
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(1) Building Energy Research Centre, Tsinghua University, Beijing, China. 

1. ABSTRACT 

A new energy-efficient variable refrigerant flow (VRF) system was presented. The system 
consists of one outdoor unit and five indoor units, same as the normal, with improved control 
strategy: by controlling expansion valves (EXV), indoor fans and compressors co-ordinately, 
the VRF system keeps indoor thermo temperature near the set value and gets high energy 
efficiency ratio (EER) at partial loads. To control the indoor temperature more stable, EXVs 
and indoor fans act continually, instead of on-off switch. To get higher partial load EER, this 
study presented a method to calculate optimal evaporating temperature, which is lower at larger 
cooling load and higher at less load. So that the outdoor unit consumed less energy at partial 
loads. To test the new efficient control strategy, a series of experiments were carried out besides 
simulation in this study. The results indicated that the control error of indoor temperature is less 
than 1°C while the normal systems can just keep it to more than 2°C. And partial loads EER is 
increased obviously compared to main companies’ VRF products in real using conditions. 

Keywords: VRF, control method, partial load 

2. INTRODUCTION 

VRF system have been promoted as an alternative to typical centralized HVAC systems. In 
VRF systems, each unit can be controlled and adjusted individually, satisfying the occupants’ 
comfort levels. As it has these advantages, VRF system has been widely used in various kinds 
of buildings. In offices and school buildings, people want to control the indoor units 
individually. Well, for hospitals and wards, HVAC system should avoid the air of different 
rooms being combined to prevent disease spread. In addition, the historical buildings have 
benefited from the minimum alterations needed for the addition of a multi-split VRF system. 
Retrofit situations can also be good applications for the ductless systems since additional 
ductwork can be minimized with the multi-split VRF systems compared to ducted systems. 

HVAC systems are reported to consume as much as 40% of the energy consumption of the 
building. Many efforts have been spent to design new efficient types of air conditioning 
systems. VRF system changes refrigerant flow to adapt to cooling load change, so it has high 
energy efficiency at partial loads. Moreover, the control strategy affect the operating a lot. As 
shown by Xia et al. (2002), on-off control method, which means EXV swifts off and on to 
control the indoor temperature, is a normal control strategy, but the temperature changes in 
relatively big wave. Besides, the system tends to go unstable with small numbers of working 
indoor units. In the other control method, EXV changes the opening continually to keep indoor 
thermo comfort, and the compressor changes speed referring to certain low pressure region. 
The temperature is controlled more precisely, but it causes the problem of high superheat 
sometimes. Wang carried out several experiments to study how unevenness index affect 
system’s energy efficiency, and results showed unevenness index hardly affected COP with the 
control method of keeping certain low pressure rage (Wang, et al, 2010). Zhao showed a model 
written with C++ to simulate VRF systems working in different conditions. He concluded that 
refrigerant pipe length affected COP at high cooling load, and suggested that when designing 
VRF system as a HVAC plan, indoor units should better be put to rooms with almost the same 
cooling load (Zhao, 2009). 



P20, Page 2 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Based on previous studies, this paper presented a control method to improve VRF’s energy 
efficiency. The compressor constitutes the maximum part of the whole system’s energy use. So 
we have to decrease compressor’s energy consumption to raise energy efficiency. And on the 
premise of guaranteeing the indoor units refrigeration effect, higher evaporating temperature 
benefits the systems’ EER because of less compressor’s output capacity. Therefor the question 
goes to how to get the optimal evaporation temperature in every different conditions. In this 
study, indoor fans adjust speed according to the change of return air temperature to make it 
close to set value. EXVs keep the super heat around 2℃. Meanwhile the compressors collect 
of indoor units’ operating data to decide output capacity. The control method will be well 
descripted in the next part. In this study, the control program was written to the chip of GMV5S 
VRF product, and experiments were carried out at the enthalpy laboratory of GREE Electric 
Appliance Co. LTD (China Company). Although these tests are in the lab, we design conditions 
to simulate real office rooms. 

3. CONCLUSION 

3.1 Laboratory 

The outdoor unit was set in an outside-box, with the size of 4.5m*45m*4m. The walls have 
good heat preservation performance, so that there is little heat transfer from outside ambient. 
Furthermore, the room is equipped with a cooling/heating system to make a certain thermo 
environment with the sensors of dry bulb and wet bulb temperature. And the five indoor units 
were set dividedly in three inside-boxes, the differences are the inside-box rooms are equipped 
with air flow box and temperature sensors to test cooling capacity (Figure 1). 

3.2 VRF system 

The parameters of VRF system are shown in Figure 2. The system charged with R410a had two 
frequency conversion compressors, and the whole cooling capacity is about 40kW. Five indoor 
units (14kW, 11.2kW, 6.3kW, 5kW, 3.6kW) were connected to the VRF system. 

 

Figure 1: The installation on the VRF system 
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Table 1: Equipment nameplate 
 Items  Quantity 

Outdoor 

Compressor 
No.1 

70Hz (frequency 
convertible scroll 
compressor, type 

number: E656DHD-
65D2YG) 

No.2 
90Hz (frequency 

conversion) 

Fan 
No.1 

70Hz (frequency 
conversion) 

No.2 
70Hz (frequency 

conversion) 

Indoor 
Cooling capacity 
(Fan max speed) 

No.1 14.0kW (1300rad/min) 
No.2 11.2kW (1300rad/min) 
No.3 6.3kW (1300rad/min) 
No.4 5.0kW (1300rad/min) 
No.5 3.6kW (1300rad/min) 
Sum 40kW 

The testing bench included temperature and pressure of the refrigerant side. The VRF system 
can also record compressor speed, fan speed and expansion valve steps timely (Figure 2). 

 

Figure 2: Schematic diagram of the VRF system 

4. CONTROL STRATEGY 

The common control method used in VRF system was using expansion valves to control indoor 
temperature, and a certain pressure value was taken as basic parameter target to regulate the 
compressor’s output capacity. 

Differing from other control methods, this one aims to improving the operation efficiency by 
increasing low pressure while assuring the indoor comfort. Namely, air flow of indoor is not 
controlled by users, but is used as one of the control variable. Fan frequency changes according 
to indoor temperature (using PI algorithm), while the expansion valve changes the opening to 
keep the super heat around 2°C. Compressors of outdoor adjust output according to the indoor 
cooling load. If the cooling load is at low partial ratio, the compressors decrease output capacity. 
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1) Indoor fan uses PI algorithm, the control parameters of which have been already adjusted 
to appropriate value through jY� = &/100 ∙ j<�
 (1) 

Where: jY� is the target fan speed §calculated every 40s), & is the speed coefficient operated by PI control method, j<�
 is the maximum fan speed. 

2) Expansion valve can change the opening steps from 80 to 480PLS steps to keep the super 
heat around 2°C. 

3) The compressors adjust output capacity (every 7 circles, 280s) according to the information 
from indoor units. Indoor units sent three items back, one is indoor ambient temperature, 
and one is integral item and another is fan speed. Specially, if one indoor unit satisfies three 
conditions as follows, it sends “1” to outdoor unit. Or it sends “0”. |��	� − ��<�| ≤ 0.6 (2) 

Ï�C(�B EB �) − Ï[h(�B EB �) ≤ 2 (3) 

&�Ú� ≤ 90 (4) 

Where: ��	� is the set value of indoor temperature, ��<� is the average indoor ambient temperature in 280s,  Ï�C(�B EB �) is the maximum of integral item among 7 samplings, Ï[h(�B EB �) is the minimum of integral item among 7 samplings, &�Ú� is the average of &s in 280s.   
The compressors regular output capacity with these “0”s and “1”s sent from indoor units. The 
control process is shown in Figure 3. When 80%-100% indoor units sent 1 to outdoor unit, it 
means most indoor units have got the set value while indoor fans are not at high speed, so there 
is space to raise evaporation temperature. In that condition, the compressor should reduce some 
output. The compressor work automatically following the control strategy at other conditions 
(Figure 3). 

5. VALIDATION OF THE CONTROL STRATEGY 

5.1 Test results of a certain condition 

1) Temperature. At the first period (about 30 minutes), return temperature of each indoor unit 
decreased sharply, and then went to the target to the target control region (27±1°C). Which 
means the indoor unit can cool room quickly and control the temperature precisely during 
the stable period (Figure 4). 

2) Fan speed. Figure 5 shows the timely change of fan speed of indoor units. At the  quick-
cooling part, the fans were all operating at highest speed. As the fan speed were controlled 
by PI method, with temperature getting close to the set value, fan temperature getting close 
to the set value, fan speed also declined. But remind that, compressors regulated output 
capacity according to partial load ratio. If the compressor cut down the output, the indoor 
temperature will raise as result, and the fan, will change speed as well. When it went to 
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stable period, the fans are all at a high speed, and the evaporate temperature of indoor unit 
cannot raise anymore. 

 

Figure 3: Control logic diagram of compressors 

3) EXV. Take indoor unit 4 as an example to see how the expansion valve control the 
superheat. It’s shown in Figure 6 that the superheat was controlled within the scope around 
2°C thought the expansion valve adjusting the opening steps continually. Overall, the indoor 
units could make the superheat fluctuate around 2°C. 

4) Compressors. The compressors adjusted output capacity following the control method. At 
first, the compressors had work hard to cool the room, and then decline the output to raise 
up evaporate to an appropriate value (Figure 8). During the stable period, the average 
evaporating temperature is 14°C (much higher than a conventional VRF system), and the 
average condensing temperature is 41°C (Figure 9). 

5)  Efficiency. By collecting the power consumption of the whole system and cooling 
capacities of indoor units, EER was calculated as follows. Energy consumption of each part 
was shown in Table 2. 

££Ñ = - ��­ = 15.73/­3.9/­ = 4.04.  
Table 2: Details of energy consumption. 

 Outdoor Consumption 
Indoor Consumption 

/W  Compressors 
/W 

Fans 
/W 

Total 
/W 

Average 3079 433.5 3512.5 376 
Proportion 87.7% 12.3% 90.3% 9.7% 
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Figure 4: Temperature change of the rooms 

 

Figure 5: Fans speed change of IDUs 

 

Figure 6: Superheat change with EXV (IDU4) 

 

Figure 7: Superheat change IDUs 

 
Figure 8: Output of compressors 

 
Figure 9: Evaporating and condensing T 

5.2 Comparison of various testing results 

In order to look into how the control measure work in variable conditions, a couple 
experiments were carried out. 

1) Under the condition of Tset = 25°C, we changed the partial load ratio to see the change of   
system EER. The Figure 10 shows that the EER increased with the increase of PLR, and 
then reduce with the increase of PLR. The reason of that is presented in Figure 11 and Figure 
12 when the PLR was too small, the power consumption of compressor changed a little with 
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the decrease of PLR. The indoor unit had to keep the evaporating temperature lower than 
the supplying air, so even if the PLR is smaller the evaporating temperature couldn’t rise 
anymore (Figure 10). 

 

Figure 10: Temperature change of the rooms 

 

Figure 11: Fans speed change of IDUs 

 

Figure 12: Superheat change with EXV 
(IDU4) 

 

Figure 13: Superheat change IDUs 

Table 3: Details of test results. 
 

PLR 
Cooling 
Capacity 

kW 

Power 
Consumption 

kW 
EER Tset 

°C 
Toutdoor_amb 

°C 

1 29% 11.47 3.49 3.29 25 35 
2 50% 19.86 5.75 3.45 25 35 
3 63% 25.33 8.29 3.05 25 35 
4 76% 30.54 11.31 2.70 25 35 
5 86% 34.21 13.65 2.51 25 35 

2) As to conditions of Tset = 27℃ and Tset = 20℃, EERs calculated were shown in the 
Figure 14. We can see the trend that the EER is higher Tset with higher value, because 
if the Tset is higher, the evaporating temperature can be higher, which do help to improve 
compressors’ operation.  When Tset was set low, the cooling system had to keep the 
evaporating temperature at a low range, so there is little space for compressors to reduce 
output capacity in partial load conditions. (Figure 14) 
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Figure 14: EER with different Tset 

 

Figure 15: EER of uneven load&different 
Toutdoor 

3) In practical, PLRs of indoor units are different from each other. Here are some testing 
results of different partial load conditions. Although indoor ambient temperature were all 
controlled precisely, the comprehensive energy efficiencies all went down comparing to 
even cooling load conditions (Figure 15). 

Table 4: Test results of uneven load conditions. 
 PLR Cooling 

Capacity 
kW 

Power 
Consumption 

kW 
EER 

Total A1 A2 C2 

1 65.1% 70.5% 75.2% 51.0% 26.0 9.1 2.858 
2 66.2% 63.7% 79.8% 54.7% 26.5 9.0 2.925 
3 69.2% 72.1% 67.9% 67.9% 27.7 9.9 2.806 
4 69.5% 73.4% 76.9% 59.2% 27.8 10.0 2.770 

4) In real conditions, outdoor ambient temperature changes a lot. To see the influence on the 
system by outdoor thermo environment, we took series of experiments, the results of which 
are shown in Table 5. Lower outdoor temperature is helpful to improve the efficiency. 

Table 5: Test results of different Toutdoor 
 

PLR 
Cooling 
Capacity 

kW 

Power 
Consumption 

kW 
EER 

Tset 
°C 

Toutdoor_amb 
°C 

Experimental 56% 22.3 7.00 3.17 25 30 
Reference 58% 23.1 7.60 3.04 25 35 

Experimental 70% 28.0 8.60 3.24 25 25 
Reference 74% 29.4 9.86 2.98 25 35 

5) In some conditions, users may set different temperature for indoor units. To make sure if 
the VRF system can control the temperatures well, a couple of experiments were carried 
out. Description of the conditions are shown in table. And the average temperature of each 
indoor units during stable period are shown in table. In the first condition, two of the indoor 
units were set to 24°C, while the others were 27°C. And the result shows that the real 
average temperature of indoor ambient is close to the set value, the errors are limited to 
0.5°C. In the second condition, temperature set value of those two indoor units decrease to 
20°C, while the others were still 27°C. Now that those two indoor ambient temperature 
went out of control, though the fans had already reached the max speed. The same thing 
happened in condition 3 and condition 4. The reason is that the compressor had a low 
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pressure limitation, which regulated the low temperature lower than 0°C to avoid the indoor 
units frosting. As we can see in Table 9, the compressors are not at the max speed, if we 
improve the control strategy, we can control the temperature in condition 2, condition 3 and 
condition 4. In the fifth condition, one of four indoor units set 20°C was out control, due to 
the control strategy allow 20 percent indoor units be out of the scope. If the four indoor 
units raise temperature set value to 25°C, all of them were well controlled. 

Table 6: Test results of uneven Tset 
 

PLR 
Cooling 
Capacity 

kW 

Power  
kW EER 

Tset °C 
Toutdoor_ 

°C 14.0 
kW 

11.2 
kW 

6.3 
kW 

5.0 
kW 

3.6 
kW 

1 57% 22.6 7.9 2.872 24 24 27 27 27 35 
2 60% 23.7 9.5 2.500 20 20 27 27 27 35 
3 60% 23.7 8.4 2.824 20 27 27 27 27 35 
4 53% 21.2 6.4 3.341 16 27 27 27 27 35 
5 62% 24.7 9.3 2.652 30 20 20 20 20 35 
6 40% 15.8 3.8 4.193 30 25 25 25 25 35 

Table 7: Temperature of indoor units 
 14kW 11.2kW 6.3kW 5kW 3.6kW 
1 24.0 24.1 27.0 27.0 27.5 
2 22.3 23.8 27.0 27.0 27.5 
3 22.1 27.0 27.0 27.0 27.5 
4 20.7 27.0 27.0 27.1 27.4 
5 30.1 23.1 20.1 20.2 20.4 
6 30.1 25.2 24.9 25.0 25.2 

Table 8: Speed of indoor fans 
 14kW 11.2kW 6.3kW 5kW 3.6kW 
1 1082 1299 411 414 1300 
2 1301 1301 343 505 1300 
3 1300 747 427 371 1300 
4 1300 1217 588 1233 1301 
5 663 1300 1300 1300 1300 
6 699 1301 395 701 1301 

Table 9: Test results uneven Tset 
 

 Condensing 
Temperature/°C 

Evaporating 
Temperature/°C 

Compressor1 
/Hz 

Compressor2 
/Hz 

1 43.8 3.1 38 66 
2 44.5 0.7 45 78 
3 44 1 41 71 
4 44 9 60 0 
5 45 2 44 76 
6 41 12 37 0 
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6. CONCLUSION 

The proposed method is an optimal one based on previous controlling strategy. It is verified 
that the system could control indoor temperature more precisely and work more efficiently at 
partial load. Test results indicated that the system could reduce energy consumption 
significantly by raise evaporation temperature at small partial load. However, if the indoor units 
had uneven loads, the system EER couldn’t get high value, which told the HVAC engineering 
designers to not set VRF’s indoor units to those rooms having extremely different cooling 
loads from each other. 

In this study, experiment tests were descripted in details in spite of programming process 
or correction which actually took more time working on. Further study will focus on strategy 
optimal to make it more suitable for real buildings. Optimal work will also involve improving 
robustness and reliability, maybe some simulation will help accomplish the study. 
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Calibrating whole house thermal models against a coheating test 
standard: solid wall case studies 

James Parker1*, David Farmer1, Martin Fletcher1 

(1) Leeds Beckett University, Leeds, UK 

1. ABSTRACT 

Accurately predicting building energy performance is becoming increasingly important due to 
rising fuel costs, fuel shortages and anthropogenic carbon dioxide emissions. Despite the 
significance of these predictions there is often a substantial gap between the predicted and the 
actual in-use energy consumption; this can mean that the energy use and utility costs in-use are 
much higher than originally expected. This paper describes a methodology for calibrating the 
predicted fabric performance of a dwelling with as-built measured results by combining 
Dynamic Thermal Simulation (DTS) techniques and the recorded data from in-situ fabric 
performance testing. Using such a method it is possible to recreate the environment of a 
coheating test using DTS software, enabling the predicted heat loss coefficient of the whole 
building fabric to be calibrated against measured test results. This eliminates the need for actual 
year weather files, occupancy data and operating profiles which are required to calibrate a 
model when following more established methodologies. A refined baseline model can then be 
used to predict the performance of a dwelling under different occupancy and operating patterns 
and to more accurately predict the impact of retrofit measures and fabric upgrades in particular; 
this could have important implications for policy instruments and incentives for low-energy 
retrofit. 

Keywords: Calibration, Domestic, Energy Performance, Thermal Modeling 

2. INTRODUCTION 

In the United Kingdom (UK), there are approximately twenty-eight million dwellings (HM 
Government, 2014) and the housing stock increases by an estimated 0.8% per year, although 
this will need to rapidly increase if projected increases in population are to be accommodated 
by 2050 (Ravetz, 2008). Domestic buildings account for just under 30% of the UK’s total CO2 
emissions (DECC, 2013a), It is expected that the vast majority of existing housing will still be 
in use by 2050 (Boardman, 2007; Kelly, 2009 & Killip, 2008) and it is therefore through retrofit 
that the greatest carbon emission savings are likely to be realised in this sector. Both new build 
and existing dwellings that are being either sold or rented are required under national law to 
produce a prediction of their energy consumption in accordance with the European Directive 
2002/91/EC (Department for Communities and Local Government, 2008). In the UK, this takes 
the form of an Energy Performance Certificate (EPC) which benchmarks a specific dwelling 
against a national standard. These EPCs are produced using the Standard Assessment Procedure 
(SAP), which is a calculation methodology approved by the UK Government to meet the Part 
L: Conservation of Fuel and Power section of the Building Regulations (HM Government, 
2010a; HM Government, 2010b). 

There are limitations to the effectiveness of existing methodologies that estimate building 
energy consumption for compliance purposes and these are described further in the literature 
review that follows this introduction. A growing body of research has identified a significant 
performance gap between the energy consumption predicted by regulatory compliance design 
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calculations and actual performance (Bordass et al., 2001; Carbon Trust, 2011; Austin, 2013). 
In the domestic sector this is particularly evident for the whole building fabric thermal 
performance (Zero Carbon Hub, 2010; Carbon Trust, 2011 & Stafford et al.., 2012).  

The purpose of this paper is to define a methodology that can be used to calibrate the outputs 
obtained from a domestic dynamic thermal simulation (DTS) model against the in situ measured 
fabric performance of the same dwelling. The results presented here will demonstrate that a 
much greater degree of accuracy for fabric performance can be achieved using such a modelling 
approach and that the resultant predictions of energy performance are therefore likely to be 
more reliable. The calibration methodology has the advantage of being independent of actual 
weather files and occupancy data, which are a pre-requisite for other calibration approaches. 
Such a modelling approach will be particularly useful for existing buildings that are the subject 
of low-energy refurbishment.  

3. LITERATURE REVIEW 

3.1 Domestic Energy Modeling and the Performance Gap 

The Department of Energy and Climate Change (DECC) mandate that the Standard Assessment 
Procedure (SAP) is used to predict the energy performance for new build dwellings in the UK 
(DECC, 2014; DECC, 2013b) and that reduced data SAP (RdSAP) must be used for existing 
dwellings. At present, SAP extensively underpins domestic building energy performance policy 
in the UK. As well as being central to Part L compliance, it is also used in the calculation of 
domestic EPCs and is linked to a raft of policies including Stamp Duty Exemption for Zero 
Carbon Homes, the Code for Sustainable Homes, the Feed in Tariff, the Renewable Heat 
Incentive and most recently, the Green Deal (Kelly et al., 2012). The success of the Green Deal 
relies on predictions from RdSAP as it is the magnitude of utility cost savings that will dictate 
whether the ‘Golden Rule’ of payback is achieved. Despite this crucial role in UK policy, 
completed research has questioned the effectiveness of SAP and its fit for purpose (Carke and 
Reason, 2008: Kelly et al., 2012). 

Conventions included within the SAP methodology also restrict the accuracy of energy 
consumption and CO2 emission estimates for specific buildings. In order to allow comparison 
across the UK, the same weather data, occupancy profiles and heating/cooling set points are 
used in the calculation (Kelly et al., 2012). It is therefore inevitable that there will be a gap 
between the predicted and the actual performance for any given dwelling. In practice, this gap 
can be widened further in existing dwellings, due to the addition of a number of assumptions 
made in RdSAP that are designed to reduce the complexity of the calculation. Some of the 
default selections in RdSAP are the most cost efficient options which will lead to a higher rating 
and inaccurate estimates (Kelly et al., 2012). 

The energy required for space heating, domestic hot water (DHW), lighting and ventilation are 
all estimated in SAP (DECC, 2014). As with non-domestic buildings, the exclusion of non-
regulated plug loads (equipment) from the regulatory calculations also results in a performance 
gap. The SAP 2012 outputs do provide an estimate of appliance energy consumption. However, 
this is based upon the total floor area of the dwellings and the number of occupants. Inevitably, 
due to the stochastic comparative behavior and variation in activities from one home to the next, 
this results in a difference between estimated and actual energy consumption. It is also likely 
that there is a greater surface area to internal volume ratio in domestic properties which at a 
fundamental level equates to a greater potential for fabric heat losses (Nicholls, 2009). This 
places more emphasis on the fabric performance of domestic properties, as it has a greater 
influence on total energy consumption and CO2 emissions. 
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In the past, differences between predicted and monitored energy performance of housing had 
been attributed to variance between occupant behaviors, but it has since been shown that the 
building fabric performance of a dwelling can have a significant impact on energy consumption 
and associated CO2 emissions (Wingfield et al., 2009a; Zero Carbon Hub, 2010). A number of 
techniques and tools have been developed that allow the as-built performance of whole building 
and elemental fabric to be measured.  

Established methods for evaluating whole fabric performance include the Primary and 
Secondary Terms Analysis and Renormalization (PSTAR) method and the Coheating test 
methodology. The PSTAR method allows comparison of designed and actual performance 
based upon field test data (Subbarao, 1988 and Subbarao et al.., 1988). It is essentially a 
modeling approach in which short term energy monitoring (STEM) tests are used to refine 
model input parameters which are then extrapolated to produce annual simulations. Heat flows 
are first calculated based upon an audit description of a building, but because measured values 
from the actual building differ from the audit description, the measured values will not satisfy 
the heat balance equation. Specific parameters are then renormalized to produce a test protocol. 
Site STEM tests including heat flux measurements and air pressure tests are then used to refine 
model inputs in an iterative process.  

Neither the PSTAR nor Coheating approaches are new. The PSTAR approach was developed 
in the 1980s and the Coheating methodology was first developed in the 1970s (Subbarao, 1988; 
Sonderegger et al., 1979a; Sonderegger et al., 1979b and Ortega et al.., 1981). Recent work has 
focused on refining the Coheating approach as a tool that can help to identify discrepancies 
between predicted and actual fabric performance (Johnston et al., 2013). 

The Coheating test is described as “…a quasi-steady state method that can be used to measure 
the whole dwelling heat loss (both fabric and background ventilation) attributable to an 
unoccupied dwelling.” (Johnston et al., 2012, p.4). As mentioned above, this is not a new 
concept but, despite refinement of the methodology, it is in its infancy in the UK. Unoccupied 
dwellings are heated to a mean elevated internal temperature for between one and three weeks 
dependent upon dwelling characteristics and external environmental conditions (Johnston et al., 
2013). Measured parameters include: electrical energy input; internal temperatures and relative 
humidity; and weather conditions. Monitored daily electrical energy input (heat input to the 
dwelling) can then be plotted against the difference between internal and external temperatures 
to ascertain an uncorrected Heat Loss Coefficient (HLC) in Watts per Kelvin (W/K) for the 
entire fabric (Johnston et al., 2013).  

The measured HLC can be used to compare designed with as-built performance. However, if 
differences between these values are identified, the Coheating test alone does not indicate the 
reasons for any discrepancy. However, the internal conditions present during the test are 
conducive to carrying out detailed forensic investigation using other measurement techniques 
which can collectively help to identify flaws in as-built fabric performance (Johnston et al., 
2013). The Coheating methodology has been successfully employed in a number of academic 
studies and funded research (Miles-Shenton et al., 2009; Miles-Shenton, 2011; Wingfield, 
2009b; Wingfield, 2011). It is also one of the techniques being used to evaluate domestic 
properties that form part of the Technology Strategy Board's Building Performance Evaluation 
Programme (Technology Strategy Board, 2012). The application of these techniques to the case 
study buildings is described in the methodology section. 

3.2 Building Simulation Calibration Techniques 

A research project commissioned by the American Society of Heating, Refrigerating and Air-
Conditioning Engineers (ASHRAE) in 2003 aimed to develop a ‘coherent and systematic 
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calibration methodology.’ This study produced an extensive literature review of established 
techniques (Reddy, 2006). Replicating this exercise is not necessary, but it is beneficial to 
provide a synopsis of the findings. Simulation calibration is defined as a “...process of using an 
existing building simulation computer program and ‘tuning’ or calibrating the various inputs 
to the program so that observed energy use matches closely with that predicted by the 
simulation program.” (Reddy, 2006, p.227). 

Informing ‘investment grade’ decisions relating to low-energy retrofits is a broadly 
acknowledged application of calibrated simulation (Reddy, 2006; Raftery et al., 2011a; and 
Heo et al., 2011). It is also particularly important when retrofits are multiple and interactive. In 
this instance, creating more accurate models of existing dwellings will allow building owners 
to evaluate major retrofit upgrades. Calibration techniques are divided in to four categories in 
the review: (a) manual, iterative and pragmatic interventions; (b) informative graphical 
comparative displays; (c) special tests/analytical procedures; and (d) analytical and 
mathematical methods. 

Approach (b) utilizes different types of informative graphics but is reliant on access to extended 
periods of utility consumption data (Haberl and Bou-Saada, 1998), (McCray et al., 1995); it is 
also therefore reliant on occupant activity being known and accessing actual weather data for 
simulation to be most effective. Analytical/mathematical optimization approaches (d) can lead 
to inaccuracies due to the heterogeneous nature of dwellings and the limited number of 
parameters used in the process (Reddy et al. 2006 and Raftery et al. 2011a). A robust 
mathematical technique based upon Bayesian regression for normative models has been shown 
to be as accurate as a calibrated transient simulation (Heo et al., 2012). This type of calibration 
technique can have a high computational expense and parameters are screened to identify those 
with the highest relative effect on results. The basic model used to demonstrate the Bayesian 
technique requires approximately eight hours computational time using an Energy Plus model 
that took only three minutes to estimate annual heating consumption (Heo et al., 2012). 

Limitations restrict the accuracy of iterative approaches (a) although the process can be refined 
(Yoon et al., 2003). It often relies upon an analyst’s own knowledge and understanding which 
is sometimes applied in an unstructured way (Reddy et al. 2006). It is possible to structure 
iterative approaches; one example uses the concept of ‘calibration signatures’ and 
‘characteristic signatures’ (Claridge, 2011). Calibration signatures can be identified from 
consumption data and plotted against an external variable, for example, external dry-bulb 
temperature, and then used to compare with model outputs. Characteristic signatures provide a 
baseline profile from a similar reference building type to compare with model outputs. This 
approach is best suited to the calibration of heating and cooling system energy consumption. 
Signature values are plotted against a temperature range to allow errors to be visualized. Actual 
weather and performance data are required for this technique. 

Standard systematic methodologies for calibrated simulation based upon the iterative approach 
have been developed. They have incorporated elements of the four types previously defined 
and a higher resolution and range of real data from the subject building, most accurately hourly 
end-use records (Reddy et al., 2007a; Reddy et al., 2007b; Raftery et al. 2011a; and Raftery et 
al. 2011b). These do however rely upon actual weather data and detailed information recorded 
within existing buildings. The approach described in the next section utilizes a combination of 
the iterative approach (a) and approach (c). Invasive ‘blink-tests’ where different end-use loads 
are activated and deactivated can be used to quantify consumption and improve model inputs 
(Shonder et al., 1997 and Soebarto, 1997). Another approach in this category, short-term energy 
monitoring (or STEM tests), rely on access to an operational and occupied building (Subbarao, 
1988 and Manke & Hittle, 1996). The methodology employed for this research uses iterative 
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improvement of models (a) based upon fabric performance measurements which would be 
deemed to be part of group (c) in the categories of calibration techniques. 

Although the accuracy of DTS software has been questioned in the past, inaccuracies are most 
often associated with a misunderstanding between using DTS for regulatory compliance 
purposes and using it as a low-energy design tool. When used for compliance purposes, it is 
reliant upon default data inputs that are defined within the National Calculation Method (NCM) 
which underpins regulatory compliance calculations (Department for Communities and Local 
Governance, 2011). When used in this way, input estimates included in the NCM and the 
omission of various energy consuming end-uses can contribute to gaps in performance (Cohen, 
2011). However, it has been demonstrated that using refined data inputs reduces this element 
of the performance gap significantly (Burman et al., 2012; Parker et al., 2012). There has been 
criticism of the accuracy achievable by simulation software (Raslan and Davies, 2010) but 
results from the case studies noted above (Burman et al., 2012; Parker et al., 2012) 
demonstrated that DTS models can be calibrated to closely simulate actual performance. It has 
further been proposed that “…the impact of modeling tools on the overall discrepancy between 
predicted and actual performance is constantly being diminished.” (Menezes et al., 2012, 
p.356). It is mainly assumptions made in regulatory compliance calculations that account for 
the modeling related gap in performance (Austin, 2013; Burman et al., 2012; Cohen, 2012). 

4. METHODOLOGY 

4.1 Coheating and in situ fabric performance measurement 

An estimate of the HLC for each test dwelling was obtained from coheating tests undertaken in 
accordance with the protocol developed by Leeds Beckett University (Johnston et al.., 2013). 
The test dwellings were heated using electric resistance point heaters to a mean elevated internal 
temperature (in this case 23°C and 22°C) over nineteen days (6th – 24th February 2014). A 
number of parameters were measured, namely total electrical energy input to the dwelling, 
internal temperatures and relative humidity, and various external weather conditions. By 
measuring the total amount of electrical energy required to maintain the mean elevated internal 
temperatures each day in response to the external environmental conditions, the mean daily heat 
input (in Watts) to the dwellings was determined. The HLC for the dwellings was then 
calculated by plotting the mean daily heat input (in Watts) against the mean daily difference in 
temperature between the inside and outside of the dwellings (ΔT). The resulting slopes of the 
plots provided the raw uncorrected heat loss coefficient in W/K. The data is then corrected 
against measured solar gains and wind speed.   

In situ U-value measurements were undertaken during the coheating tests in accordance with 
ISO 9869 (ISO, 1994). In situ measurements of heat flux density, from which in situ U-values 
are derived, were obtained using Hukseflux HFP01 heat flux plates (HFPs). An illustration of 
a HFP is provided in Figure 1. The voltage induced by the HFPs was recorded at one minute 
intervals by either a Thermo Fisher Scientific DataTaker DT80 data logger, or at two minute 
intervals using an Eltek SQ851 logger. Numerous HFPs were positioned in locations considered 
to be representative of the whole element, as well as other locations of interest to the research 
team. The HFP positioning was informed by the use of a thermographic survey using a Flir 
T620bx thermal imaging camera. The HFPs were affixed to the surface of each element using 
thermal compound and adhesive tape.  

The elevated and stable mean internal temperatures experienced during the coheating test are 
conducive to obtaining accurate measurements of in situ U-values. Air circulation fans were 
used during the coheating test to ensure even distribution of temperatures throughout the test 
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dwellings. However, care was taken to ensure that HFPs were not unduly influenced by 
excessive air movement by positioning fans in such a way that air was not blown directly on to 
the HFPs. 

To compensate for thermal inertia and storage effects in heavier elements, U-values were 
calculated using the Average Method contained within ISO 9869; which is a cumulative moving 
average of measured heat flux and ΔT. It must be noted that the in situ U-value measurements 
presented may not be representative of each thermal element as a whole, as measurement of 
heat flux was obtained from only a small proportion of the total thermal element surface area, 
and that conditions present during the measurement period may not be representative of 
conditions under which the building is routinely subject to. Unless otherwise stated, the 
uncertainty associated with the in situ U-values presented in this paper is 9%. 

 

 

Figure 1: HFP (inset) and HFPs in situ on the kitchen wall in a case study dwelling  

The air permeability of the test dwellings was measured by building pressurisation tests using 
a blower door in accordance with ATTMA Technical Standard L1 (ATTMA, 2010). The 
uncertainty associated with this method is highly dependent upon the environmental conditions 
present during the test. The background ventilation rate of each test dwelling was estimated 
using two methods. It was first derived from the building pressurisation test air leakage rate at 
50 pascals (n50) using the n50/20 rule (Sherman, 1987). The derivation includes the correction 
factor for dwelling shelter factor which is contained within the SAP 2012 methodology (DECC, 
2014).  In the second method, CO2 was released into the test dwellings. Background ventilation 
rates were determined based upon the period of time taken for the CO2 concentration to decay 
to the background level. These were calculated in accordance with the decay method described 
within Roulet and Foradini (2002). 

External air temperature, relative humidity, wind speed and wind direction was measured using 
a Vaisala WXT520 weather transmitter located on the gable end of one of the case study 
dwellings at ridge level. Solar insolation was measured using a south facing vertically orientated 
Kipp and Zonen CMP 11 pyranometer. Surface temperature measurements on the external 
elevations and below the ground were obtained using Type U thermistors. Internal air 
temperatures were obtained using a TMS PT100 RTD connected to an Eltek GD52 transmitter. 
Internal surface and cavity temperatures were obtained using Type K thermocouples. All 
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environmental and temperature measurements were logged at five minute intervals using an 
Eltek Squirrel RX250AL data logger. Missing data was corrected using linear interpolation. 

4.2 Case Study Dwellings 

The two case study examples used in this work are part of a larger project designed to 
investigate the low-energy refurbishment of hard-to-treat solid wall houses (www.s-
impler.com). Built in the 1960s, the houses were constructed using no-fines concrete, a type of 
concrete using only large aggregate. Due to the relatively quick construction time required, this 
archetype was used throughout the UK to meet rapidly rising housing demand. They are located 
in Antrim, Northern Ireland and are owned by the Northern Ireland Housing Executive. As 
these dwellings are part of an on-going research project and will potentially be occupied at time 
of publication, address details have been kept anonymous. The buildings are referred to as 
dwelling A and dwelling B within this paper. Case study dwellings form part of a small terrace 
as can be seen from the model visualisations presented in Figures 2 and 3. 

 

 

Figure 2: Visualisation of dwelling A at 15.00 hours on April 15th 

 



P21, Page 8 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

 

Figure 3: Visualisation of dwelling B at 15.00 hours on April 15th 

4.3 Calibration methodology 

Results from the in situ fabric performance measurements for the two no-fines concrete 
dwellings have been used as a basis for the calibration of the DTS models. Model outputs for 
both dwellings have then been compared with the in situ test results, using the predicted and 
measured HLC as the comparative metric. The calibration methodology follows a simple 
iterative process to refine model inputs. There are four stages to this process: an initial model 
based upon surveyed information (Surveyed); an update that includes the influence of linear 
thermal bridging (+bridging); an update that includes measured air changes per hour (+ac/h); 
and an update that includes measured U-values (+U-values). The order of these updates is 
arbitrary to some extent but they were introduced chronologically in terms of when the data 
was available (a scenario that is likely to be repeated in other projects). The abbreviated names 
stated in parentheses are used to reference each stage of calibration throughout this paper. 

DesignBuilder software version 3.3 (DesignBuilder, 2013) was used to create the models; this 
software uses EnergyPlus as its building physics engine. The initial model (Surveyed) is based 
upon a measured survey of the dwelling to determine the dimensions for the fabric elements. 
Plan drawings were imported into DesignBuilder and used as a template to create the geometry; 
ceiling and ridge heights were taken from elevation and section survey drawings. The 
orientation of the building was measured using site plans and the nearest ASHRAE/IWEC 
weather file for the site location (Belfast/Aldergrove) was used from the software database. 
Neighbouring dwellings have been included in the models as local shading and adiabatic spaces 
as indicated in Figures 2 and 3.  

Dimensions and U-values for the main thermal elements in the ‘Surveyed’ iteration of the model 
are shown in Table 1. The U-values for each element are calculated within the simulation 
software and are calculated according to BS EN ISO 6946 (BSI, 2008). Although the effects of 
repeat thermal bridging (from timber battens used to mount plasterboard for example) are not 
calculated in this version of EnergyPlus, they have been included in the model; DesignBuilder 
includes a function that allows the adjusted U-value to be calculated including repeat bridging, 
the elemental U-value can then be altered to reflect the revised U-value. This is done by 
adjusting the thickness of the most insulating material in a fabric element; this may have some 
impact on the thermal capacitance of the structure in the model and affects will be explored in 
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further work. Air permeability rates were set at a default value for a leaky two storey house of 
17 m3/(h.m2) @ 50Pa, equivalent to 0.85 ac/h which is also based on the n50/20 rule (CIBSE, 
2006).  

Table 1: Main fabric elements in ‘Surveyed’ iteration of models 
Element: Construction (outside – inside): U-value 

(W/m2.K) 
External 
wall 

External render 20mm; No-fines concrete 215mm; Air 
void 25mm (bridged by softwood battens); Plasterboard 
12.5mm 

 
1.418 

Roof Concrete roof tiles 12mm; 
Air void (various depth due to pitched roof); 
Mineral wool insulation (dwelling A 100mm; dwelling B 
250mm); Plasterboard 12.5mm 

 
A = 0.446 
B = 0.162 

Ground 
floor 

Lightweight concrete 200mm; 
Floor screed 10mm; Linoleum floor tiles 5mm. 

 
1.286 

Windows Softwood frame, single glazing 6mm 5.778 

Under normal conditions, coheating tests are completed over at least two weeks but would be 
conducted over even longer periods if feasible. As there are no real-world limitations in the 
virtual environment, a full winter period (1st December – 28th February) can be simulated. In 
this instance, both a full winter period and actual dates were simulated for comparative 
purposes. Physical testing ran over nineteen days in dwelling A and seventeen days in dwelling 
B. To mimic the conditions of the coheating tests, no internal heat gains from people, lighting 
and equipment were input, electrical heating was specified from a heat source with a coefficient 
of performance of 1.0 and blinds were added on the inside of all windows and controlled as 
always shut. Blinds were closed in the actual test properties to minimise the effects of any 
excessive solar gains. The heating set points were specified as constantly at 23°C and 22°C in 
dwellings A and B respectively. The set points were selected to minimise heat transfer between 
adjoining dwellings. 

Full SAP calculations were available for the two test dwellings as they were prepared as part of 
the wider research project that these buildings are included within. The Heat Loss Parameters 
included in the SAP calculations have been used as the baseline comparison in the results 
section, and these have been compared to the HLCs estimated in the DTS models and measured 
in situ. Extensive thermal bridging calculations were completed by a third party as part of the 
S-IMPLER project and the resultant ψ-values were used to calculate a Y-value to include in the 
SAP estimates. These Y-values were then used to adjust the elemental U-values for the second 
iteration of the models (+bridging). The Y-values for dwellings A and B were calculated to be 
0.116 and 0.127 respectively. The third iteration of the models introduces the measured air 
permeability (+ac/h) and the fourth iteration includes the measured U-values (+U-values); the 
measured values for both of these inputs are presented in Table 2 in the next section. The U-
values in the final iteration of the model were adjusted in the software using the same technique 
described previously. Measured U-values were input for specific elements and these were then 
adjusted by the software to meet that value by changing the thickness of the most insulating 
material. 

5. RESULTS 

Table 2 notes the main findings from the fabric testing following extensive analysis of the final 
data set recorded on site. It can be seen from these results that the measured U-values for the 
external walls are significantly different despite being of the same construction type. Further 
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research is required to establish the exact reason for this although wide variation in the thermal 
resistance of no-fines concrete has been noted in previous work (see Sommerville et al., 2011). 
As the test dwellings form part of two separate terraces, it is possible that the consistency of 
no-fines concrete mix is different and that the terraced dwellings were constructed using 
completely different batches of concrete and/or by different site operatives. Visual inspection 
suggested that the concrete in dwelling B was denser than that found in dwelling A; the 
increased proportion of air voids in dwelling A’s concrete could account for the lower U-value. 

Table 2: Summary of measured fabric performance test results 
Thermal 
characteristic 

Parameter Dwelling A 
(end-terrace) 

Dwelling B 
(mid-terrace) 

Ventilation Air permeability [Q50] (m3/(h.m2) @ 50Pa) 16.3 17.2 

Background ventilation rate (ACH) 0.74 0.69 
 Ventilation heat loss factor of HLC (W/K) 54.5 52.9 

Whole house 
heat loss 

HLC (W/K) 249.7 ± 3 217 ± 2.6 

Wind corrected HLC (W/K) 226.6 ± 8.8 201.3 ± 9.7 
In situ thermal 
transmission of 
individual 
elements 

No-fines external wall U-value (W/m2K) 0.84 ± 0.10 1.25 ± 0.05 

Roof U-value (W/m2K) 0.40 ± 0.04 0.13 ± 0.01 

Ground floor U-value (W/m2K) 0.79 ± 0.07 0.67 ± 0.07 

Data used to calculate the coheating HLC are normalised to account for a number of factors 
that affect fabric heat loss. In properties that include party walls, due to the elevated 
temperatures during test conditions, the measured heat flow through these walls has been 
subtracted from the heat load. This an area of on-going research; it has been found that heat 
transfer can occur through party walls that cannot be explained solely by the temperature 
difference between the two adjacent dwellings (see Miles-Shenton et al., 2009). However, in 
this instance, the walls are theoretically solid, so no associated heat losses should be evident; 
thermography studies indicated otherwise and this is discussed further in section 6. Data are 
also normalised to account for the wind speeds experienced during the coheating test that can 
affect fabric thermal performance; a multiple linear regression analysis is performed with power 
as the dependant variable and ΔT, solar irradiation and wind speed as independent variables. 
Both of these normalisations are in keeping with the DTS model as adjoining properties are 
treated as adiabatic spaces and the effects of wind-washing are not included in the calculations; 
the impact of wind-washing on fabric heat losses is not fully understood in the current literature. 
Data are often also normalised for solar gains, but were not in this instance as the measured 
solar irradiation data had no significant statistical impact; this could have been the results of 
inaccurate pyranometer data and requires further investigation. Statistical uncertainty relating 
to measured ach rates is nominal and below 0.1 ACH in all cases. 

Ground floor U-values were similar in both properties. The large difference in roof U-values 
was primarily attributable to dwelling B having had an additional 150mm layer of mineral wool 
insulation in the loft space. Air permeability and background ventilation rates were also similar 
across the two test properties. 

Figures 4 – 7 illustrate the HLCs calculated by the DTS models at each stage of calibration. 
These charts include the measured HLCs as a comparison to the modelled output. The x axis 
represents the ΔT and the heat input in Watts is plotted against this on the y axis. Text annotating 
the trendline shows the resultant HLC value. The values in italics in the bottom left corner are 
for the measured results and the value in bold on the right is the HLC for the calibrated model 
(final iteration ‘+ U-values’).  
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As can be seen from these charts, the final calibrated models achieve a relatively good level of 
agreement compared with the measured results in both the full winter and actual test period 
scenarios. Although these represent positive outcomes for the work, results should also be 
treated with caution. More detailed analysis of the model output data is required to understand 
the impact of solar gains through the glazing and on the opaque elements of the building fabric. 
Previous work has shown that the cumulative effects of solar gain on building fabric in the field 
and in models designed to mimic coheating test environments can have an impact on results 
(Stamp et al., 2013). It should also be noted that the measured results were normalised to 
account for the difference in ground temperature when compared with external air temperature 
which results in the ground floor having a different ΔT than other elements. This has not been 
accounted for in the simulation results at this stage. The software allows the monthly mean 
ground temperature to be adjusted and this is set at a default value of 14°C. Measured site data 
was not available for a full winter period (1st December – 28th February) at the time the 
modelling work was completed. Site ground temperature has been monitored since February 
2014 and future analysis will include adjusted values. The measured mean ground temperature 
during the test periods was 7.8°C. It should be noted that this was measured at a depth of 0.1 m 
and was therefore likely to have been partially influenced by external air temperature and 
weather conditions. 

 

Figure 4: Modelled and measured HLCs for dwelling A over the winter period 
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Figure 5: Modelled and measured HLCs for dwelling A 6th – 24th February 

 

Figure 6: Modelled and measured HLCs for dwelling B over the winter period 
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Figure 7: Modelled and measured HLCs for dwelling B 8th – 24th February 
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Figure 8: Agreement of predicted HLC compared to the measured value 

6. CONCLUSIONS AND FURTHER WORK 

Results presented in this paper demonstrate that the fabric performance predicted by DTS 
models can be closely calibrated to measured performance by refining model inputs using in 
situ fabric performance test results. This can be done independently of actual weather files by 
using the HLC and ΔT as the comparative metrics. Traditional measures of accuracy such as 
Mean Biased Error (MBE) and the Cumulative Variation of the Root Mean Square Error 
(CVRMSE) require the use of site-specific actual weather data in the DTS models to provide 
meaningful results.  

Using the methodology in this paper means that greater confidence can be placed on models to 
more accurately predict energy consumption when occupants and space conditioning systems 
are added to the calculation. This approach produces a significantly more accurate estimate of 
fabric performance than that predicted by SAP. However, this work represents a very small 
sample and more research is required to provide proof of concept. This will need to include a 
range of dwelling types and constructions to fully validate this methodology. Additional 
analysis of results is also required to better understand the impact of solar irradiation on opaque 
fabric elements in particular. Thermography studies also suggested that heat transfer was 
occurring within the no-fines structure. Although treated in calculations as solid walls, the 
construction actually includes a network of small voids. These voids collectively act as a form 
of cavity so could actually improve the elemental U-value. However, they may also aid the 
transfer and loss of heat from the dwelling as a whole.  Measuring this type of heat transfer 
within the structure itself and the impact it has on elemental U-values would be complex. 
Although this represents an unknown factor it may not be economically viable to investigate 
this as it is highly specific to this type of construction.  

This approach needs to be rationalised for it to become more practicable. Air pressure testing 
data should be available in many cases although there is currently no quick and reliable way of 
measuring U-values in situ. There is however some progress being made in testing procedures 
that can calculate HLCs relatively quickly and the latest version of DesignBuilder allows linear 
bridges to be modelled. Ideally the amount of measured data required to calibrate models will 
be reduced as it is neither practical nor economically viable to complete the extent of fabric 
testing described here on every new or retrofitted dwelling. Current work is exploring the 
development of coheating tests that utilise installed heating, ventilation and air conditioning 
(HVAC) systems as well as combinations or short-term testing.  
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The internal heat gains associated with occupancy, human operation of HVAC plant 
performance and natural ventilation represent much more variable parameters than the fabric 
elements. The models could also be calibrated to accurately represent the impact of these 
variables but this would require a much more detailed set of monitored data. The value of this 
type of exercise is questionable in practice; if fabric elements and HVAC system performance 
can be reliably modelled and calibrated this would provide a reliable baseline. The remaining 
variables will change from occupant to occupant and year to year depending on the 
demographic of the people living in the home and changeable weather conditions, which are 
not always reliably forecast. 

Inevitably, there are some limitations to this work at this stage. Although results are normalised 
to eliminate the impact of wind and solar, differences between the actual weather recorded on 
site and that used in the simulation need to be evaluated further. Further case studies will also 
be completed, particularly in relation to highly insulated, air-tight buildings as margins of error 
become more pronounced at this scale. Some additional work is also required to test the 
sensitivity of results to variable model parameters and also to quantify and understand the 
uncertainty associated with this approach. 

There would be some value in fully calibrating a model against all of the parameters provided 
above if data is available. This would help to provide evidence that would further validate this 
fabric performance calibration approach. If a model calibrated using this methodology could 
then be accurately calibrated against an extended period of operation (ideally a full year) it 
would demonstrate that the initial model could be used to more accurately predict dwelling 
performance in virtually any occupied scenario, including low-energy retrofit applications. 
There is scope for this type of validation exercise to be completed, as these case study properties 
will be subject to extensive in-use monitoring as part of the wider research project that they are 
connected to. However, this will be dependent on suitable resources being available when the 
full data set has been collected. 

This work also demonstrates the importance of including accurate U-values in energy 
performance calculations but also that assumed values can be significantly different than those 
measured in situ. As with the methodology as a whole, more work is required to try and quantify 
the extent of this variance and its frequency within the existing stock. As noted at the beginning 
of this paper, the existing stock represents the vast majority of dwellings in the UK and this will 
continue to be the case well past the Government’s deadlines for major CO2 reductions. Future 
work will therefore use these calibrated models to predict the performance of retrofitted 
properties and compare predictions with those generated by SAP and RdSAP as these remain 
important policy instruments in the current climate. 
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1. ABSTRACT 

Co-heating tests have been used by many researchers and building professionals [1] for the 
characterization of a building’s thermal characteristics, mainly focusing on the building’s heat 
loss coefficient. Dependent of the mathematical model applied, the reliable determination of a 
building’s thermal dynamics often requires accurate identification of its various time constants, 
response to temperature changes, solar radiation, ventilation rate and its effective thermal 
capacity.  

On-site measurement campaigns and data analysis for building energy performance evaluation 
require in-depth and balanced skills setting up a good test environment, designing and executing 
a well-suited experimental procedure and appropriately managing the building dynamic model 
structure choice and the data analysis. Failing at one level implies increased uncertainty and 
reduced reliability of the results [4].  

The uses of such on-site measurement include the validation of laboratory measurements and 
measurement of complex products difficult to assess in a laboratory (for product manufacturers 
and certification bodies), a warranty of thermal performance and labelling of as-built 
performances (for building makers and authorities), the validation of building dynamic 
simulation software’s (for editors and users of simulation tools) and finally a contribution 
towards the emergence of smart grids and smart building management. The many uses call for 
various measurement protocols that need to be adapted to the specific purpose and constraints. 
Measurements can be applied on building components or building envelopes, and may be 
analysed through static, transient or dynamic approaches. 

This paper focuses on the dynamic measurement of building envelopes by the application of 
optimized short heating sequences, an adequate modular experimental infrastructure and grey-
box model identification. Air change rate measurements have also been performed which better 
allows comparing results of the many possible experimental designs and analysis methods.  

Keywords: on-site measurement, co-heating test, intelligent control, dynamic sequence, grey-
box model, thermal performance 

2. INTRODUCTION 

On-site measurement campaigns and data analysis require in-depth and balanced skills 
regarding the test environment, the experimental procedure and the data analysis. While the in-
situ measurement and identification of static performance indicators of building components 
are already covered by a standard [13], global building envelopes are still under investigation. 
The Heat Loss Coefficient (HLC in W/K) expresses the heating power that is lost by 
transmission and ventilation through a building envelope under a temperature gradient of 1K. 
Steady-state thermal conditions and energy balance are required to derive this “static” 
parameter. Such conditions are nevertheless merely approached during on-site experiments. 
Using the steady-state conditions assumption requires at least daily-averaging of multiple 
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weeks measured data. Faster methods to determine a building’s thermal dynamics go along with 
an accurate identification of its various time constants, response to temperature changes, solar 
radiation, ventilation rate and its effective thermal capacity [2, 3, 9]. The application of several 
thermal solicitation sequences and subsequent data analysis has been investigated.  

The measurement may happen quickly if time constants of the system under investigation are 
small enough, like in lightweight and moderately insulated buildings. A ‘transient’ approach 
has been investigated [12]. This method usually can be applied during just one night. 
Nevertheless, only one time constant is evaluated. 

Typical co-heating measurements (thermostatically controlled temperature) on the contrary last 
for about 2 weeks at least. Daily-averages resampling enables applying linear regressions from 
which the physical parameters are extracted. Details and variants of these methods can be found 
in [10]. Nevertheless, the infrastructure is intrusive and the building should remain unoccupied 
during the test. 

Another approach is emerging thanks to less intrusive energy monitoring systems making long-
term monitoring possible. Nevertheless, corrections for specific occupants’ behaviour have to 
be dealt with. With the integrated test (also called “in-use” test) the distribution and emission 
characteristics are evaluated jointly with the building envelope ones, giving a more 
representative image of the building behaviour than when experimental heaters and fans are 
used. This approach was recently studied [11] and requires additional investigations, even for 
empty buildings. 

Intermediately, shorter dynamic measurements have recently been investigated in the context 
of the Annex 58 of the International Energy Agency (IEA) under the EBC research program. 
Typically, PRBS (Pseudo-Random Binary Sequences) heating power solicitations are used 
covering about 10 days. Other dynamic sequences such as multi-sine sequences have been 
studied and optimized [5].  

Finally, an even shorter (5 days) hybrid dynamic sequence for thermal solicitation of the 
building has been developed and investigated. This hybrid sequence enforces optimal 
decorrelation of the acquired data used for the model identification, as well as a good signal-to-
noise ratio, smooth time series and homogeneous temperatures.  

The air change rate (ventilation rate) and the solar aperture (solar gains) are important 
parameters that require careful attention, since they might significantly bias the identified heat 
transmission losses of the building envelope (HD according to ISO 13789, sometimes noted UA 
in this paper), especially for heavily insulated buildings, and forcedly the total heat loss 
coefficient too, which would also make experimental inter-comparison more difficult.  

The various methods present advantages and drawbacks in terms of monitoring and data 
analysis skills, measurement length, accuracy and cost. 

3. OBJECTIVES AND STRUCTURE OF THIS STUDY 

We firstly (section 4) recall the basic static energy balance of a building envelope, according 
the notations of the EN ISO 13789 standard. We then (section 5) summarize previous work on 
dynamic heating sequences optimization using simulation and grey-box modelling. We go on 
(section 6) with the description of the developed experimental infrastructure. We next (section 
7) detail the test environment and review the performed experiments and acquired data. We 
continue (section 8) with the data analysis according to static, transient and dynamic analysis 
methods as described above. Finally (section 9) we draw some conclusions towards better on-
site measurements and dynamic thermal modelling and performance identification of buildings. 
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4. ENERGY BALANCE OF A BUILDING ENVELOPE 

The Heat Loss Coefficient (HLC) of a building can be expressed in terms of its various 
components, after multiplication by the temperature gradient between the inside and outside 
environments. The following set of equations is a steady-state representation of the system’s 
energy balance.  

HLC (TÃ − TÆ) = Q� + A�q� [W]    with (1) 
 

Q� + A�q� =  Q
 +  QÜ = (0.33nV+  ΣÃ UÃ AÃ + Σ� l� ψ�)∆T    [W] (2) 

where Qh is the electric heating power, Ti and Ta are the inside and outside environmental 
temperatures, and Awqs is the solar gains term. The HLC parameter only can be obtained when 
Awqs is correctly identified. The heat losses are twofold: transmission losses (QT) and 
ventilation losses (QV). If QT is correctly identified (in statics by HLC.ΔT – QV) it then could 
be further decomposed into components’ UA-values (and thermal bridges’ lψ-values) but 
carries a huge uncertainty. Therefore, if the U-value of a specific homogeneous component of 
the building envelope is required, direct heatflowmeter measurements are recommended. The 
ventilation losses are proportional to the temperature gradient and to the air change rate 
estimated either by direct measurement (nue) or by infiltrometry (n50), according to the 
following relationship:  

Q� = 0.33 V h;	∆T ≅ 0.33 V Ä�í%� ∆T  [W] (3) 

Which includes the volume V of the building (m³), by the volumetric heat capacity of the air 
(0.33 Wh/m³K).  

Usually the identification of the building envelope HLC parameter is the main parameter of 
interest. In this study QV has been obtained by direct measurement, which theoretically allows 
deducing QT and hence performing more consistent comparisons between various experimental 
protocols performed under various weather conditions.  

An example of the corresponding dynamic equations of a building envelope system is given in 
section 8. Rich dynamic data collection and analysis is useful in order to identify the main time 
constant of the building (or its effective thermal capacity) as well as the individual influence of 
solar radiation, and heating power on the thermal response of the building. As explained in the 
next sections, smooth evolution of the heating power is preferable while the temperature 
homogeneity inside the building has to be guaranteed as much as possible [6, 7]. For these 
reasons, a dedicated infrastructure is required and has been developed. 

5. DYNAMIC SEQUENCES FOR ADAPTED CO-HEATING TESTS 

Dynamic heating sequences have been investigated in order to develop an adapted co-heating 
test5 that more accurately and more robustly identifies the dynamic characteristics of a building 
envelope model. Additionally, dynamic sequences may show several advantages such as: 

- exciting the system with a broad dynamic content in order to emphasize the various time 
constants of the system, which contributes to reducing the measurement time 

- avoiding high peaks in the residuals of the system’s model output, in order to make 
easier an unbiased statistical analysis and validation, thanks to their smooth 
characteristics 
 

                                                 
5The term « co-heating » is used here in the broadest sense and is not limited to measurements under constant 
indoor temperature. 
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The steps of the study presented in [5] included the modelling of two variants (lightweight and 
heavyweight) of a unique monozone building envelope geometry and its thermal simulation 
during 2 different periods of the year and under various dynamic heating sequences. The 
identification is done using various sample time data, with ARMAX statistical models using 
the inside temperature as output. 

Multi-sine and PRBS sequences yielded good results for the investigated combinations of 
building envelope thermal mass and outdoor environmental conditions. Though, the study also 
showed that PRBS sequences are more susceptible to redundance and reluctance compared to 
multi-sine sequences and more susceptible to the sampling time of the data. However, multi-
sine signals require a pre-selection of suitable frequencies. Figure  shows the two best dynamic 
sequences that were investigated in that study.  

 

 

Figure 1: Representation of typical multi-sine and PRBS sequences  
used as thermal solicitation of the simulated building  

The illustration on Figure 2 extracted from [8] shows why the use of a non-smooth dynamic 
excitation actually leads to a more difficult analysis of the results. Under such excitation, the 
heating signal (upper time-series, black line) is harsh and generates peaks in the residuals of the 
output predictors (bottom time-series, black lines). These peaks involve a higher stochastic 
error term and hence biased auto-correlation functions (ACF) and cumulated periodogram 
bounds, which eventually lead to weak interpretation of the model validity (top-right graphs). 
A workaround has been to identify two different stochastic error terms switching at a predefined 
and arbitrary pace to follow the shape of the solicitation sequence, which yields different ACF 
and periodogram (bottom-right graphs). This workaround is questionable and difficult to apply 
by inexperienced practitioners. 
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Figure 2: Example of residuals between measured and predicted indoor temperature  
and its harsh nature under rough PRBS heating power solicitation [8]. 

Peaks in the inputs and hence in residuals may be consistently avoided by smoothing the power 
input signal itself right from the experiment when PRBS sequences are used. The pre-filtering 
of this type of signal is useful only if the smooth transition occurs in a sufficiently long time 
compared to data sampling while not influencing the overall dynamic pattern of the PRBS 
signal. Transitions of 20 minutes with a sampling time of 5 minutes represent a possible trade-
off.  

Another possibility is to use intrinsiquely smooth multi-sine signals (here after X-sines) instead. 

6. DEVELOPMENT OF THE EXPERIMENTAL INFRASTRUCTURE 

6.1 Functional and technical requirements  

As mentioned in section 5, appropriate dynamic sequences are required to solicitate all time 
constants of the system such a smoothed PRBS signals. Continuous time-varying sequences 
such as X-sines are also of particular interest. Therefore, a scalable power management system 
is required to conduct the experiments. In addition, a homogeneous temperature inside the 
complete building is an important prerequisite of such measurements [7] that cannot be met at 
the building scale by only using air-mixing fans. 

Technically, this requires in each zone at least one temperature sensor, an energy meter, a relay 
that controls the heater, one electric heater and one fan. Several heaters and/or fans can be used 
if the zone is larger. The measurement of other temperatures (outside, adjacent spaces, etc.) and 
solar radiation is compulsory. Additionally, solar radiation must be measured at a higher 
frequency than other variables because of its unstable nature.  

Outdoor environmental conditions (longwave radiation balance with the sky, wind speed and 
direction, rain, relative humidity, etc.) could be of interest depending on the depth of the 
analysis.  

In order to obtain the ventilation losses (QV), multi-channel tracer gas air change rate 
measurements following a constant concentration scheme have been used.  

6.2 Description of the experimental infrastructure 

6.2.1 Multi-zone and continuous communication setup 

The test infrastructure of the co-heating experiments consists of “kits” installed in each zone 
and connected to the central control & acquisition unit. The communication between the main 
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unit and the kits happens via a serial port (see Figure 3) with instructions updated every 100 
seconds.  
 

          
 

 

Figure 3: Electric fan, heater, temperature sensor plugged to the local module, all connected 
to the PC control & acquisition program through a serial port 

Several adaptations are required to account for the fans, non-linearities of the heaters, potential 
drift in time of their nominal power, etc. A robust system is implemented through a hybrid 
closed-loop/open-loop control system.  

Other boxes are used to monitor the outdoor environmental conditions, heat flow meters, etc.  

A software user interface is also developed such that the type of experiment can be selected and 
adjusted, and current variables can be monitored. The control and acquisition program currently 
incorporates a broad range of utilizations and can be further extended. The user can specify a 
target temperature or total heating power in the building. This target can be defined as a time 
function from the LabView libraries or read from an external file. At every moment and without 
interrupting the measurement, it is possible to switch from one to another setup, which enables 
to generate more complex dynamic sequences.  

6.2.2 Adaptive power distribution 

The distribution of the total power towards the individual building zones is continuously adapted in 
order to ensure more homogeneous temperatures within the building. This is especially useful when 
performing a power driven test since for these types of test, simple (decentralized) thermostatic control 
is not possible. The power is spread among the zones using the following expression: 
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where the Pi and Ti terms are the zonal powers and temperatures of the previous cycle and Ptot is the total 
power required during the new cycle.  

6.3 Justification of the developed infrastructure 

6.3.1 Smooth heating power and homogeneous temperature 

The developed infrastructure merely allowed for dynamic and smooth heating sequences such 
as X-sines signals but it also significantly improved the temperature homogeneity within the 
building. 

In the example illustrated in Figure 4, the total targeted heating power is spread among the 7 
zones of the measured building. The graph shows a complete (clear sky and sunny) day from 
midnight to midnight, where the daytime has a white background and night-time a light blue 
background.  

  

Figure 4: Heating power adaptive spread under dynamic measurement and correspondence  
between target (on the right) and measured (on the left) individual and global power 

The total actual power (measured, in pink) follows the target quite well (in light green, on the 
right graph) and varies between 1000W and 4000W (right vertical axes of the graphs). 
Individual powers (left vertical axes) are distributed adaptively in order to maintain a 
homogeneous temperature in the building. The zone n°1 (Pm1, in red) is the largest of the house 
and logically requires a relatively high heating power during the night. Nevertheless, this zone 
also has a very large glazed surface oriented to the South. Hence almost no power is required 
in that zone during a sunny day because of large solar gains. Inversely a major part of the 
remaining heating power is directed to zone 5 (Pm5, in orange), a mid-size room oriented to 
the North-West which does not receive solar gains. 

In Figure 5, one can see the evolution of the individual room’s temperature during two days. At 
the very beginning, the temperatures are homogeneous due to the absence of solar radiation, 
and the adaptive heating power distribution. When the adaptive power distribution is turned off 
the temperatures quickly get inhomogeneous. Temperature inhomogeneity of 4K is observed 
inside the building while the temperature gradient between the indoor and the outdoor 
environment was only about 16K during these days (Figure 5).  

A ratio between the degree-hour difference between the hottest and coldest rooms and the 
degree-hour difference between the average indoor temperature and outdoor temperature is 
proposed as: 

Ø
Ü�,�����! – Ü�,�����!Ü�,������! – Ü�(�)  � �'�%   (5) 
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Applying this expression to the time window between noon and 4PM of the second day, the 
indicator reaches a significant value of 33%, which means a high uncertainty in defining the 
“mean” indoor temperature, hence in the Heat Loss Coefficient that is expressed as function of 
the denominator of the ratio. For the entire 2-days period the indicator value is lower but still 
reaches 11%. 

 

Figure 5: Temperature spread in the building under static distribution of heating power 
when doorframe fans are cut-off (centre) and after their reactivation (right) 

In Figure 6, the adaptive power distribution is always turned on. The degree-hour ratio indicator 
between noon and 4PM yields 7% for the second day and only 3% for the entire 2-days period, 
which is much more acceptable. 

 

Figure 6: Temperature spread in the building under dynamic distribution of heating power  
with doorframe fans always activated 

From the nearly-homogeneous individual temperatures, the building average temperature can 
confidently be obtained using a weighting function based on the volumes of the various zones 
(if they are sufficiently well defined), or by making a principal component analysis of all 
acquired temperatures. The first option is explicit and was used for the real-time control scheme, 
while the second one is only applicable after large enough statistics become available.  

6.3.2 A short-term hybrid dynamic sequence 

The developed infrastructure sets the basis for the design of a hybrid dynamic heating sequence, 
designed on the following observations. The static transmission term is emphasized with a 
stable temperature during the night, when there is no solar radiation and stable outside 
temperatures. The thermal capacity and time constants are emphasized with dynamic conditions 
at night for example using a sine-like signal. To identify the solar aperture, free-floating 
conditions during a clear day is ideal. Finally a temperature ramp makes the indoor and building 
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envelope smoothly recover their initial temperatures to exclude thermal accumulation in the 
building envelope during the test. These portions can be assembled to form a single dynamic 
data set, as illustrated in Figure 7. 

 

Figure 7 : Illustration of the hybrid 4-segments heating sequence  

This 4-segments “hybrid” sequence is programmatically designed such that the inputs are the least 

correlated possible, such that the segments are smoothly connected and such that the total length is kept 

short, here 5 days. This is implemented and showed later in Figure 10 (bottom-left graph). 

7. TEST ENVIRONMENT AND PERFORMED EXPERIMENTS  

7.1 Test environment 

A whole set of experiments has been executed onto an experimental building located on a small 
hill (see Figure 8). It is a detached house exposed to the winds with a ventilated attic and cellar. 
The effective internal surface area is 86m² and the ceiling height is 2.55m, the internal volume 
being 220m³. The external dimensions are 8.2m by 13.1m. The building is located at the BBRI 
facilities in Limelette, Belgium. The exterior walls are cavity walls insulated with 10cm of 
mineral wool. The ceiling is a light and mineral wool insulated wall. The floor is heavy and 
weakly insulated. The living room is oriented southwards and is heavily glazed. The windows 
are composed of double glazing and wooden frames. 

The overall designed UA-value (HD according to ISO 13789) is about 110W/K for the surface 
components of the envelope and about 40W/K for thermal bridges, such that the transmission 
loss coefficient reaches 150W/K. The ventilation system is not active and is sealed during the 
measurements. The air tightness of the building is 4.3 h-1. The standardized ventilation losses 
are then about 21 W/K, which is about 14% of the reference transmission loss coefficient, 
leading to and overall heat loss coefficient of around 170W/K. This value is only a rough 
estimation since several design parameters are unknown and the building is not recent. 
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Figure 8: Localization and plans (upper), general outside view and inside view of a zone 
(lower) of the BBRI X2 experimental building 

The plans and the instrumentation of the experimental building are shown in Figure 9.  

 

Figure 9: Co-heating infrastructure components and positioning in the house 

7.2 Performed experiments 

As explained in Section 5.2 the developed infrastructure allows obtaining all kinds of dynamic 
data. Various sequences have been applied such as temperature set-point, (smoothed) PRBS, 
X-sines sequence, hybrid (labelled SMART here below) and QUB (stands for quick-U-
building, see [12]) sequences (see Figure 10).  
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Figure 10: Various measurement data sets. Temperature set-point co-heating (top),  
smoothed PRBS and X-sines (center), SMART and QUB (bottom) 

For all sets, 5min sample time data files are available, Multi-zone data is aggregated at building 
level. Outdoor climate sensors installed near the building include air temperature and relative 
humidity, vertical global solar radiation on the East, South and West façades, wind speed and 
direction, as well as horizontal global and diffuse solar radiation a.o. 

8. STATIC, TRANSIENT AND DYNAMIC DATA ANALYSIS METHODS  

8.1 Possible data analysis procedures 

Various procedures from the very simple towards much more complex are already developed 
[1, 7, 12]. We briefly expose these procedures before applying them on the acquired data sets.  

8.1.1 Dynamic analysis 

The most promising analysis methods are parameter identification methods applied on dynamic 
data sets, such as the PRBS, X-sines and the hybrid (SMART) ones. In this paper, a grey-box 
stochastic model is used to represent the entire building. It is rather simple and often appears 
suitable: 

��� = (Ń 4N�)×�´W� � + TUW� � + ï ýLW� � − T!W� � + ���"�  (6) 

��	 = (N�4Ń )×�´W´ � + (N#4Ń )×´#W´ � + �	�"	  (7) 

%×�´�×´# ≅ þ¢� − T!N�4N# = þ¢� − 0.33h;	¬  (8) 

The corresponding one-dimensional whole-building RC-network is represented in Figure 11 : 
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Figure 11: Equivalent RC-network of the whole building envelope thermal model 

The interior temperature is the output state of the model and is associated with a thermal 
capacity (air & furniture). The outdoor temperature is chosen as input. The (unobservable) 
building fabric envelope temperature is assumed to be aggregated in one single node and is 
obviously associated with a thermal capacity. The overall thermal resistance offered by the 
envelope against the heat losses is represented by two thermal resistances in series. Finally, the 
system is subjected to three other inputs: the electric heating power, the ventilation losses and 
the solar radiation, all predominantly acting on the inside air node temperature. The solar 
radiation is given in W/m² and is associated to an aperture coefficient that gives an equivalent 
surface through which the radiation is fully transmitted. The ventilation loss is applicable if an 
instantaneous air change rate can be measured or estimated. 

Removing the envelope state and neglecting ventilation losses would combine equations (6) 
and (7) into equation (9) only:  

��� = (N#4N�)×�#W� � + TUW� � + ï ýLW� � + ���"�  (9) 

Additional states and input variables could reversely be added to refine the model, yet avoiding 
over-fitting or modelling of the noise terms (Wiener process σdω) instead of the actual physical 
phenomena. This is especially the case with in-situ measurements that can be noisier than 
laboratory measurements, or if the inputs are cross-correlated, which is frequent when 
extending the number of inputs.  

 

Figure 12: Optimization scheme to identify the parameters of the dynamic model  
or transfer function between inputs and outputs 

The solving and identification of the model parameters (R’s, C’s, and Aw in this case) is 
executed by a dedicated mathematical/statistical solver which minimizes the residuals between 
the predicted and the measured outputs in an optimization scheme, as shown in Figure 12. The 
post-processing of the identified model parameters then enables a physical interpretation of the 
overall HLC, C and Aw characteristics of the building.  

8.1.2 Transient analysis 

Another analysis method has been promoted by an insulating material manufacturer [12] and is 
typically applied on nightly transient data sets. The proposed method has been shown to give 
reasonably accurate values of the HLC under certain conditions. If the measurement is 
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performed at night when there is no solar radiation, and if Ta and Qh are sufficiently stable then 
eqn. (9) can be reduced to: 

α ≜ %Ü�
%�

≅ %&Ü
%�

= 4(&Ü)Ý' + (

'
 (10) 

This relation can be rewritten twice with the h (heating) and c (cooling) indexes for two 
periods with significantly different values of Q: 

α� = 4&Ü)Ý' + ()
'

 and    α* = 4&Ü+Ý' + (+
'

  (11) and (12) 

By isolating R from (10) and inserting it into (9) we obtain: 

C = ()&Ü+4(+&Ü),)∆Ü+4,+∆Ü)    (13) 

By making (11) * Qc – (12) * Qh and then substituting C by (13) we finally get: 

HLC = %Ý = ,)(+4,+(),)∆Ü+4,+∆Ü) (14) 

The expressions for HLC and C are the two unknowns resolved from of a simple set of two 
equations. The two measurements can happen in one single night if the conditions are propitious 
and if the main time constant of the building is small enough (limited thermal resistance and 
mass). Otherwise, two (consecutive) nights are required. This approach could also be applied 
onto building envelope components, provided the heat flux density across the component can 
be maintained with an adequate control system. 

8.1.3 Static analysis 

The most basic analysis is associated to the historical co-heating experiment assuming quasi-
steady state conditions and is obtained by further simplification of equation (9) for which Ti is 
supposed invariable. When then can rewrite:  

�� ¶N�¶� = 0 = (N#4N�)×�# + �� + D�-�      [W]   (15) 

or      HLC − . /L
&Ü = (U

&Ü  [W/K] (16) 

where    HLC = %×�#     and    ΔT = �� − �� 

In equation (19), both the HLC and Awqs terms are found implicitly from a bi-linear regression.  

It is then also possible to correct the used energy term by the ventilation losses if one requires 
estimating the building UA-value (HD according to ISO 13789) instead of the overall heat loss 
coefficient HLC. Equation (16) can then be modified as: 

HÒ −  . /L
&Ü  = TU4T!

&Ü  [W/K] (17) 

This correction is used in order to better compare the experimental designs and analysis 
methods since the actual air change rate could strongly vary in time and hence impact the HLC. 
Further in this paper we will refer as to building HLC and building UA-value depending if the 
correction is applied or not. 

If both solar radiation and ventilation heat loss are (supposed to be) negligible, the HLC value 
can be obtained from the simple ratio between the cumulated electric power that is injected into 
the building and temperature gradient between the inside and outside during a long enough 
measurement. The most widespread method is to use the regression line for daily averages of 
these two terms:  
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	HLC � Ø()Ø&Ü 			⟺ 		HLC � ()

&Ü  [W/K] (18) 

Since the solar gains are neglected, the heat loss coefficient will be underestimated.  

Another small variant of the co-heating test is to split the measurement into several periods 
during which the temperature set-point is different, for example 18°C-23°C-28°C. This enables 
obtaining a larger range of temperature gradients and a better correlation coefficient of the 
regression line.  

8.2 Static analysis 

Applying both linear and bilinear regressions at both the complete HLC then the sole UA-value, 
the graphs of Figure 13 and results of Table  are obtained. 

 

Figure 13: Linear and bi-linear regression from two co-heating tests, at HLC and UA levels 

Table 1: Results of static analysis on transient data sets 

  Parameter coheat 1 coheat 2 

  Linear Bi-

linear 

Linear Bi-

linear 

HLC Aw (m²) - -13.3 - -5.4 

  Losses 

(W/K) 

183 198.9 124 161.7 

UA Aw (m²) - -3.7 - -4.4 

  Losses 

(W/K) 

137 141.9 106 137.1 

The linear regression shows smaller UA results than HLC ones and a high discrepancy from 
one test to the other, especially at the HLC level (60 W/K). The bilinear regression still shows 
scattered HLC results and much more reproducible UA results (intercepts of the regression). 
Moreover, this is also true for the solar aperture coefficients (slopes). This proves that both the 
air change rate and the solar radiation must be taken into account if accurate and reproducible 
results are whished.  

UA results based on bi-linear regressions are very close to the design value. 
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8.3 Transient analysis 

The transient analysis method only can be applied to the QUB data sets. Both results from the 
specific analysis method and from the more general dynamic analysis method are shown in 
Table 2, directly at the UA level. The solar gains are neglected since the measurement is 
executed overnight. 

Table 2: Results of transient analysis on transient data sets 

    qub1 qub2 qub3 qub4 

UA trans. 

(W/K) 

185.2 104.2 158.7 192.3 

  dyn. 

(W/K) 

181.4 150.0 144.3 144.2 

A relatively good agreement is shown between the last three tests when a dynamic analysis of 
the data is performed. This is less the case when the simplified analysis method developed in 
8.1.2 is applied. Moreover the first test result seems to be an outlier. It is not known if this is 
caused by a wrong measurement or by specific measurement conditions.  

The last three UA results are very close to the design value, when based on dynamic analysis 
of the data.  

8.4 Dynamic analysis 

In this section, the results obtained on four fundamentally different data sets are analyzed:  the 
co-heating set is typically longer but less rich, the PRBS and X-sines are shorter and richer but 
are either harsh or have lower signal-to-noise ratio, while the hybrid (smart) set is very short, 
rich and well-conditioned.  

Analysis has been done on 15min sample time data. The solar aperture, the heat losses and 
thermal capacity of the envelope are given for each set, both with the ‘HLC’ and the ‘UA’ 
approaches. Heat losses and thermal capacity at the component level is also estimated.  

At the building level, the UA-values are lying in a narrow band of 143 to 152 W/K. It should 
be noted that the data sets are acquired during the winter (PRBS and X-sines), the mid-season 
(co-heating) and the nearly-summer (smart) and that this has necessarily an impact on the solar 
aperture. The impact on the UA-values nevertheless remains small. The difference between 
identified HLC and UA-values renders well the amount of losses by ventilation which cannot 
be simply overlooked. This is for example the case for the prbs1 dataset. 

Discrepancies are to be noted on the thermal capacities: clearly, the most dynamic data sets 
(PRBS and X-sines) also show the smaller “effective” capacities since the thermal mass is not 
best activated with fast dynamic solicitations.  

Areal effective thermal capacities of the building envelope components (Wh/m²K) are shown 
in  

 

 

 

Table 3. The ceiling generally appears less massive than the floor and walls. Better knowledge 
of the wall composition would be required to extract reference dynamic thermal capacities, for 
example using the ISO 13786 standard and a solicitation cycle of one day. 
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Table 3: Results of dynamic analysis on selected dynamic data sets 

 

The thermal properties of the three measured components (floor on cellar, external walls and 
ceiling under attic) are given in accordance to the WD/ISO 9869-1 standard. Measured thermal 
conductances (Λ-values) are compared in Table 4 to the assumed design values: 

Table 4: Results of dynamic analysis of building components 

Λ-values (W/m²K) Floor Wall Ceiling 

Identified value 0.45 0.53 0.31 

Design value 0.45 0.41 0.22 

Identified and design values are comparable but are not fully consistent and need more 
investigations; among others, better reference values are required. Note nevertheless that 
standard deviation of results for Λ-values from various experiments are very small. 

We finally show below an example of the dynamic analysis procedure, executed with the 
CTSM-R tool and using the model structure illustrated by the set of equations (6) and (7), 
applied on the hybrid (smart4) data set for the whole building envelope. 

After statistical optimization, the estimates, standard errors, and significance tests obtained for 
each one of the model parameter are given in Table 5. 

Table 5: Results of dynamic analysis of building components 

 Estimate Std. Error t value Pr(>|t|) 

Ti(0) 2.8E+01 4.3E-02 6.4E+02 0.0E+00 

Te(0) 2.4E+01 2.6E+00 9.2E+00 0.0E+00 

Aw 1.2E+01 2.0E+00 6.0E+00 4.2E-09 

Ce 1.4E+03 8.2E+02 1.8E+00 7.8E-02 

Ci 1.2E+04 1.8E+03 6.4E+00 4.3E-10 

e11 -2.2E+01 1.3E+02 -1.7E-01 8.6E-01 

p11 -2.5E+00 9.3E-02 -2.7E+01 0.0E+00 
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p22 1.3E+00 3.9E-01 3.4E+00 8.3E-04 

Rea 6.0E-03 2.3E-04 2.6E+01 0.0E+00 

Rie 1.0E-03 2.9E-05 3.5E+01 0.0E+00 

The last two lines of the table (relating to the two thermal resistances Rea and Rie) enable 
computing the final transmission loss coefficient (UA-value) and its 95% confidence interval 
which gives a value of 143.6 +/- 9.5 W/K, or 143.6 +/- 6.6 %. The other physical parameters 
are the solar aperture (Aw) and the two thermal capacities (Ce and Ci).  

The dynamic model is optimized such that the one-step ahead prediction of the inside 
temperature is the closest to the measured inside temperature with time steps of 15 minutes in 
this example. The validation of the model relies on the analysis of the difference between the 
measured and predicted inside temperature, or residuals. These residuals are shown at the top 
of Figure 14a. It is seen in Figure 14b that these are nearly white-noise but that the model could 
be further refined. In Figure 14a, it is clearly seen that the residuals are correlated with solar 
radiation.  

Since the residuals happen at a relatively high frequency it can be concluded that they relate to 
faster dynamics of the system. Hence, refining the model should not significantly improve the 
transmission loss coefficient estimation (static parameter), based on the available data. 

 
Figure 14: a) residuals between the measured and predicted output of the model, heating 

power, inside temperature (measured and predicted), outside temperature and vertical south 
solar radiation. b) autocorrelation of the residuals, raw and cumulated periodograms. 

8.5 Conclusions 

Reliably determine the main parameters of a building model or building component requires 
care in the test environment, experimental procedure and data analysis. If prerequisites are met, 
the heat loss coefficient and more specifically the transmission losses can be estimated using 
various methods.  

The usage of the results will depend on the used methodology. At the building level, static 
analysis only gives the UA-value and some indication on the solar aperture. Transient analysis 
gives some insights about the thermal capacity but no indication on the solar aperture. Dynamic 
analysis enables the most correct identification of thermal capacity, solar aperture, and 
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transmission loss. Additionally it could serve to predict energy use. This is a first step towards 
smart grids supply-side management, especially in case of electricity-driven buildings.  

More research is required to improve dynamic models, among others concerning the 
representation and identification of solar gains which have a predominant effect for heavily 
insulated and glazed buildings.  

9. DISCUSSION AND PERSPECTIVES 

The newly developed infrastructure enables performing all kinds of dynamic experiments with 
more homogeneous temperatures and gradual control of the system. A hybrid dynamic 
sequence, short in time yet rich in content has been developed on that basis and proved to be 
adequate to identify dynamic building parameters. Air change rate measurements with a 
constant concentration tracer gas method showed that ventilation losses may have a significant 
impact in the total heat loss coefficient while they also vary with the weather conditions.  

Similarly to other infrastructure, the developed equipment and procedure remains intrusive 
(even for only 5 days) and is not applicable to occupied building, nor large or uninsulated 
buildings that require higher installed electric capacities.  

A balance between accuracy and applicability of the methods might be located towards less 
intrusive methods, such as the “in-use” testing where the central heating system is used to 
conduct the thermal solicitation. This test is more representative of the envelope thermal 
performance under real usage, including distribution and emission efficiency of the heating 
system. However, when the building is occupied, specific user behaviour has to be monitored, 
and thermal solicitation should be respectful of occupants’ comfort. Nevertheless, the 
measurement is less limited in time and may bring complementary information.  

Static, transient and dynamic measurement and analysis methods have been presented in section 
8.1. When data analysis and experimental design methods are adequately paired, most of them 
are able to deliver consistent results, both at building and component levels. The identified 
dynamic models and structure could be further optimized and confidence interval of the 
identified parameters reviewed. The analysis of the acquired data nevertheless showed that 
shorter (<1 week) and rich dynamic measurements are a reasonable alternative to longer (>2 
weeks) co-heating test under constant indoor air temperature. 

10. OVERALL CONCLUSIONS 

A new type of (hybrid) dynamic sequence for the thermal solicitation of a residential building, 
short in time, rich in content and ensuring a homogeneous temperature throughout the building 
has successfully been applied in an experimental building and the analysis of the acquired data 
showed that the proposed protocol is a reasonable alternative to longer quasi-static or adapted 
co-heating tests. The developed infrastructure remains intrusive and is less suited for 
measurements in occupied or high energy buildings. Integrated or “in-use” tests using the 
building’s heating system and smart meters and the best balance between accuracy and 
applicability should be further studied in function of the application. 
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1. ABSTRACT 

This document describes the development of a full-scale empirical validation dataset for 
building energy simulation tools. This development is part of the IEA ECB ANNEX 58 
"Reliable building energy performance characterization based on full scale dynamic 
measurement" (ANNEX 58 Homepage). The validation method consists of a set of high quality 
measurement data and a precise documentation of all boundary conditions. This enables a user 
to create a very complete model of the different validation scenarios. The results of this model 
can be compared to the real measurement data. Because of the detailed modelling the remaining 
deviations should indicate the limitations of the tool under investigation. The definition of the 
scenarios consists of extensive weather data and a detailed description of the building geometry, 
components compositions, thermal bridges, air tightness, ventilation, etc. 

The UK author acknowledges support from the Engineering and Physical Sciences Research 
Council Ref: EP/K01532X/1. 

The effort of the German authors is supported from the German Federal Ministry for Economic 
Affairs and Energy under the reference 03ET1144A. 

Keywords: Simulation, validation, measurement data, in situ, BESTEST 

2. INTRODUCTION 

In the planning of complex modern buildings, dynamic building simulation is commonly used 
for predicting design performance. A prerequisite for the use of these software tools is the 
assumption that they are able to accurately reflect the diverse physical processes of the building 
service equipment and within a building. The established qualification systems for simulation 
tools are BESTEST (Building Energy Simulation Tests) (Judkoff et al., 1995), other tests within 
ASHRAE Standard 140 (ASHRAE 140) and CEN (ISO 13791, 15255 and 15265). These tests 
are all comparative tests: The "real" comparison values are based on a certain range, determined 
by calculated reference values from existing simulation tools or prescribed calculation methods. 
They have been shown to be useful for diagnostic purposes and for showing that programs 
produce consistent results for checking compliance with building energy standards.  

The aim of the study reported in this paper is to generate a dataset of high quality measurement 
data for the purposes of empirical validation. By providing a very detailed documentation of 
the boundary conditions of this data set, the validation of the most important physical models 
of a simulation program is possible. The work carried out can be broken down into four separate 
work packages: The development of the experiment to obtain the measurement data, its 
implementation and quality assurance, the construction of models by the modelling teams using 
the known boundary conditions (blind validation), and the review of the individual model 
results after release of the measured heating energy and air temperatures. This paper shows 
what sub-models of a Building Energy Simulation (BES) program can be re-viewed and how 
this is made possible by the experimental setup and the validation procedures. The measurement 
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of the validation data is performed on the Twin Houses of the Fraunhofer Institute for Building 
Physics IBP on the outdoor test site at Holzkirchen, south of Munich in Germany. The IBP’s 
Twin Houses are two completely identical, typical German single family houses. These homes 
are instrumented in such a way that a complete collection of all relevant boundary conditions 
is possible. Thus, a sufficiently accurate simulation model should be able to reproduce the 
measured indoor air temperatures and heating energy consumption. In order to check the 
different sub models of a BES software, different scenarios are included in the experimental 
program. In parallel with various ventilation scenarios in different rooms, scenarios with respect 
to set temperatures, heating powers and shading devices are provided. For space reasons this 
document does not contains a complete documentation validation procedures itself. The results 
of the validations will be published in a separate document. 

3. MOTIVATION AND RELEVANCE 

Simulation programs are in common use for evaluating building energy and environmental 
performance. As more low-energy technologies for supply and storage get embedded within 
designs, the complexity of the interactions of heat and mass transfer processes increases: Fabric 
and ventilation losses decrease, the options for power, heating and cooling supply and storage 
increase, and the buildings become more dynamic, with potential control and overheating 
problems. It is essential that the simulation programs are fit for purpose, and that they are seen 
to be so. An overall validation methodology is well established and comprises elements of 
analytical, inter-program comparison and empirical test (Judkoff et al 1983, Jensen 1993). Inter-
program comparative tests have the advantages that they are relatively easy to apply and that 
many parameters can be tested. They have been successful, particularly in their diagnostic role 
in detecting program errors (e.g. BESTEST, resulting from an International Energy Agency 
(IEA) project; Judkoff and Neymark 1995). The European Standards for heating/cooling energy 
and summer overheating calculations (ISO 13790, ISO 13791, EN 15255, EN 15265) allow 
detailed thermal simulation for the calculations. However, all the tests involve only inter-
program comparisons and a few simple analytical tests with tolerance bands for predictions.  

There is criticism that there is no truth standard in such comparative tests. Empirical tests can 
provide this, but gathering high quality experimental data is expensive and time consuming. 
There have been some high quality datasets collected within large-scale international (IEA) 
projects for empirical validation purposes, but these have been at component level, e.g. for 
testing micro-cogeneration models in IEA Annex 42 (IEA EBC Annex 42), or on outdoor test 
cells, e.g. IEA Annex 43/Task 34 (IEA ECB Annex 43).  

It is recognized that there is a need for high quality datasets at the full building scale to provide 
confidence in the use of detailed simulation programs. Although previous attempts to undertake 
such studies have not been wholly successful, a combination of factors should now improve 
chances of success: Namely widespread availability of comprehensive sensor and 
instrumentation equipment, the availability of sophisticated test buildings, knowledge regarding 
errors in previous experimental programs and improvements in simulation programs to model 
low energy technologies to assist in the experimental design. 

The difficulty with conducting empirical validation on full-scale buildings is the level of detail 
required of the building construction and operation, plus detailed knowledge of the time-
varying boundary conditions during the experiment. If any heat flow path is not monitored or 
if any building details are unknown, then there will be doubt about whether any mismatches 
between measurements and model predictions are caused by deficiencies in the program or 
measurement uncertainties. The challenge for those conducting such experiments are to 
minimize uncertainties in the building and its boundary conditions, as well as providing enough 



P23, Page 3 

  

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

detail on the spatial and temporal variation in temperatures and heat fluxes to help narrow down 
the cause of discrepancies between measurements and predictions. It is also necessary to design 
the experiments to test the modelling of as many heat flow paths as possible (e.g. modelling of 
ventilation, fabric heat loss, solar transmission).  

This implies that all building details, such as building geometry, construction materials, thermal 
bridges, optical glazing properties, etc. are available with a high degree of reliability. Also, all 
boundary conditions that may affect the internal temperatures and fluxes should be measured - 
external temperature, solar radiation, wind conditions, ground temperature etc. 

A significant advantage (and difficulty) for empirical validation is that thermal processes that 
are usually ignored in comparative validation need to be considered. When validating with real 
measurement data, all physical phenomena occurring in a real building will necessarily be 
included in this data because they originate from a real building. For example, thermal 
stratification in a room may not be included in the comparative tests mentioned earlier in this 
section, but it might occur in reality. In that case the air and surface temperatures at the ceiling 
will be higher in reality than in the validation data. This could result in higher heat losses 
through the ceiling and so in a changed energy balance for the whole room.  

There are also disadvantages with empirical validation. Even a quite simple building like the 
one used in this study is quite complex to model. Many thermal bridges have to be calculated 
with a high degree of detail. Internal walls and doors that acting as thermal bridges between the 
single rooms have to be considered when the trends of all room temperatures and heating 
powers need to be compared. Care must also be taken to ensure the building information is 
accurate. For example, the thickness of a construction layer may be different than indicated in 
the available specifications or may vary locally. Also the thermal properties of building fabric 
can be different from the manufacturer’s specification. So the exterior plaster might have some 
little cracks resulting in some moisture penetrating into an external insulation reducing its 
effectiveness. The thermal conductivity specified in a product data sheet usually is lower than 
the conductivity of the real product. This is necessary to ensure that no significant amount of 
delivered fabric is missing its specifications (DIN 4108 4). 

4. EXPERIMENTAL VALIDATION PROCEDURE 

Within IEA ECB Annex 58, the empirical validation procedure followed a structured approach. 
Firstly, simulations were conducted as part of the experimental design using known building 
details and typical weather data for the site. This allowed a detailed experimental specification 
to be developed with information on the building, the test schedule, the magnitude of heat 
injections and the necessary measurements. The test buildings were then prepared and the 
experiment conducted. This paper focuses mostly on the work carried out in preparing the 
experiment. One important feature of the designed experiment was to use two essentially 
identical buildings in a side-by-side configuration with slightly different experimental set-ups, 
so that not only absolute comparisons of measured temperatures and heat fluxes could be made 
with the predictions but also measured and predicted differences between the two buildings 
could be compared. 

After the experiment was completed, the measured data was processed and boundary conditions 
distributed to modelling teams as part of a “blind” validation (i.e. they were not told the internal 
conditions). Modelling teams were provided with the detailed specification, containing 
information on all relevant aspects of the building: 

- Location 
- Geometry 
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- Glazing and frame areas 
- Constructions 
- Glazing optical and thermal properties 
- Roller blind properties 
- Thermal bridges 
- Ventilation 
- Heating 
- Air leakage measurement data 
- Ground reflectivity 
- Images, both internal and external views 
- Weather data 

Modellers were then asked to submit hourly averaged predictions of heat inputs or temperatures 
(as appropriate for the particular phase of the experiment) plus a modelling report with details 
of the simulation program used, the main technical features of the program and any assumptions 
made. The validation organizers responded to any questions posed by the modelling team, 
distributing the questions and responses to all teams. This process was used to further identify 
the level of detail the validation specification requires. 

The results from this phase of the procedure will therefore include both limitations and errors 
in the programs, user input errors and some uncertainties in the experiment.  

Because different tools use different mathematical approaches and physical models, different 
input parameters are required depending on the tool under investigation. As an example, flow 
coefficients may be necessary to calculate infiltration air flows as well as airflow and backdraft 
through the open doors between the ventilated rooms. These parameters are chosen by the 
modelling team based on experience. Other programs may use a simpler method (e.g. fixed air 
flow rates) to represent infiltration. 

Within the IEA project, 21 datasets from 13 organizations using 11 different simulation 
programs were submitted. 

Following this phase, all measured data were distributed, together with some updates on the 
building specification developed from the questions of the modelling teams. Modelling teams 
have been investigating differences between measurements and predictions. Modelling teams 
have re-submitted their predictions. To avoid modelling teams fitting their predictions to the 
measured data by a generic adjustment of the parameters, any changes they have made to their 
initial models have to be documented and justified by a physical meaning.  

The remaining deviations of temperature and heating power can then be attributed to the limits 
of the algorithms and model assumptions behind the BES tool under investigation. The final 
results from the analysis should give an indication of the reliability of a simulation program to 
model real full scale buildings. 

5. EXPERIMENTAL DESIGN 

5.1 Location and Geometry 

The IBP’s identical Twin Houses (Figure 1) are two typical German single family detached 
houses equipped with extensive measurement and control equipment. They provide a cellar, 
ground floor and an attic space. For the validation only the ground floor is considered. The floor 
plan can be taken from Figure 2. The external walls are insulated according to the German 
energy code (EnEV 2009). The windows consist of 2 pane thermal insulation glass (U=1.2 
W/(m²K)) and are equipped with electric roller blinds. During the measurement all roller blinds 
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in the ground floor are up except for the southern windows that are explained later in this 
document. 

As discussed previously in this paper, even though these are quite simple buildings, they are 
not trivial to model with BES software. To limit the model’s complexity the two attic spaces 
and the cellar are not included in the validation experiment. Their measured air temperatures 
are provided to the experiment as simple boundary conditions for the floor and the ceiling. 
Keeping the cellar out of the validation exercise avoids the necessity to model the heat transfer 
of the cellars’ walls and floor to the ground. Heat conductivity of the ground can vary 
considerably with the prevailing type of material and the groundwater situation. The heat losses 
of attic spaces are often dominated by the heat losses through roof construction. Many roofs, as 
is the case with the Twin Houses, consist of a rafter construction with insulated compartment 
areas. This kind of construction results is a quite complex 2 and 3 dimensional problem. Even 
if this is a very interesting and relevant problem it was decided that the evaluation on just the 
ground floor provided enough insight into BES tools by keeping the required modelling effort 
feasible. Also the roller blinds in the attics were closed to avoid solar absorption on the ground 
floor’s ceiling. For these reasons the free floating attic and cellar temperatures were recorded 
and used as boundaries. As can be seen in Figure 3 the temperatures in the attic and cellar are 
relatively stable and the difference is smaller than from the ground floor to the outside air. This 
way the ground floor’s boundary is much simpler since just the temperature differences and the 
constructions and thermal bridges of floor and ceiling are required. 

 

Figure 1: Twin Houses from east. 
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Figure 2: Floor plan of the Twin Houses. 

 

 

Figure 3: Ground floor, cellar and attic temperatures of one Twin House. 

5.2 Quality control 

To obtain high quality measurement data the condition of the equipment and facilities used in 
an experiment has to be known. The first step in quality control was the calibration of all 
instrumentation installed. The specified uncertainty of all sensors is provided later in this 
document. 

A further step was the conduction of pressurization tests to gain knowledge about the buildings’ 
air tightness. Two separate tests were performed on each building. The first one examined the 
complete area of the validation scenario, the ground floor. With n50 values of 1.62 h-1 and 1.54 
h-1 both buildings were quite similar. These air exchange rates can be converted to average air 
change rates of 0.113 h-1 and 0.108 h-1 resulting in a difference of 5 % between the buildings. 
Since the accuracy of the pressurization test is 14 % according to EN 13829 no actual difference 
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in air tightness could be determined. Also since 1.5 h-1 is a typical value for a new building 
with mechanical ventilation this part of the validation scenario can be considered realistic. A 
second pressurization test was performed for the four southern, ventilated rooms. The doors to 
the bedroom, doorway and the kitchen were already sealed and the blower door fan was 
installed in the patio door. n50 values of 2.2 h-1 and 2.3 h-1 were obtained. 

The third step was to compare the real in situ performance of the heating energy consumption 
of both buildings while ensuring the same temperature set points and shading configuration. In 
case both buildings behave identically it can be assumed that no undetected hidden flaws are 
remaining. In Figure 4 the performance of the Twin Houses during this baseline measurement 
can be seen. The black line, indicating the deviation between the cumulative heating energy 
consumptions of both buildings, stayed at about 0.5 % at the end of the baseline measurements 
and never exceeded 2 % deviation. 

 

Figure 4: Preceding baseline measurement of both Twin Houses. 

5.3 Test schedules 

The sub models of the BES tools that are being checked by this validation relate to thermal 
storage, heat transmission through the building fabric, zone interaction, ventilation and 
infiltration, solar gains and shading, basic heating and climate calculations like solar 
distribution on tilted surfaces and sky temperature. The validation is divided into four different 
periods, preceded by an initialization phase (Figure 5 and Table ). In this initialization phase 
both buildings were heated to a constant temperature of 30 °C to obtain identical and well 
defined start conditions. These slightly elevated temperatures were used because the 
experiments were undertaken in summer 2013, due to availability of the test buildings at this 
time. 

In the first period the room air temperatures were kept constant at 30 °C with a required heating 
power controlled by the building management system. These measured temperatures are 
provided as inputs for the BES tools to be validated while the heating power to achieve these 
measured temperatures is predicted. In this period the correct control between building 
temperature and heat input is particularly relevant. This is a very typical setup as keeping a 
certain temperature is required in nearly all simulation projects. 
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In the second period, a Randomly Ordered Logarithmic Binary Sequence (ROLBS) for heat 
inputs into the living room was enacted, with heat injections of 0 and 500 W. The use of a 
pseudo-random sequence of heat injections ensures that the solar and heat inputs are 
uncorrelated, which helps to disaggregate the fabric heat transfer and solar gains in the analysis. 
This test sequence lasted for 2 weeks – the sequence has heat pulses ranging from 1 hour to 90 
hours in duration to cover the expected range of time constants in the building, known from the 
previous simulations. These sequences were developed in the EC COMPASS project (van Dijk 
and Tellez 1995) and customized in this case to cover the expected time constants of the Twin 
Houses – large in this case as the houses contain a significant amount of thermal mass. All other 
rooms are without heating power in this period. The ROLBS sequence of heat inputs is provided 
to the BES tool and in this case, the resulting temperatures should be predicted. Here the model 
responses to additional heat inputs are tested separately from the controlled heating. This is 
important because most real usages have some internal heat sources like electric appliances. 
The fact that heat is only injected to the living room increases the interaction between the 
ventilated and the unventilated rooms. 

The third period is a constant temperature scenario again in order to re-initialize the two houses 
to the same state. The controlled temperature level was set at 25 °C (lower temperatures as the 
external temperatures were expected to decrease in late summer). Again the measured indoor 
air temperatures are provided to the BES tool and the resulting heating power is to be calculated.  

In the fourth period, the indoor temperatures are floating free without any artificial heat sources. 
The resulting indoor air temperatures are required from the BES tool. Free float usages without 
any heat input are usually more variable than calculations with heat inputs. Free float scenarios 
are very relevant in reality, for example in determining the overheating behaviour of buildings 
in summer. 

 

Figure 5: Schematic validation schedule. 

Table 1: Experimental schedule. 
Days  Blinds (south facade) 

House O5 House N2 
1-22 Initialisation - Constant temperature - 30°C in all spaces down  down 
23-29 Constant temperature – 30°C in all spaces up down 
30-44 ROLBS sequence in living room.  

No heat inputs elsewhere. 
up down 

45-50 Constant temperature 25°C in all spaces. down  down 
51-61 Free-float up down 
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5.4 Building equipment 

Both Twin Houses are equipped with a sophisticated building management system (PLC), also 
capable of acquiring the instrumentation with the required scientific precision. All sensors are 
sampled once per second. These measurement data are resampled and stored with a 1 minute 
frequency. For the BES model validation these data are provided at 10 and 60 minutes 
frequency. The heating power is provided to the rooms through fast responding 2 kW electric 
convectors driven by a phase controlled modulator. All windows of the building are equipped 
with automated external roller blinds. Except for the south windows all blinds are up all the 
time. The southern blinds are closed on one house permanently and are closed only for the 
initialisation and the constant temperature scenarios on the other house. The southern rooms of 
the ground floor, the living and children’s room, corridor and bath are ventilated as can be seen 
in Figure 6. The supply air enters the living room with a volume flow of 120 m³/h and is 
extracted through the bath and the children’s room with a flow of 60 m³/h. These flow rates are 
controlled by phase modulated fans, so they are quasi constant. The supply air temperatures to 
the ground floor are provided as inputs to the BES tools. The doors to the remaining three rooms 
are sealed air tight to minimize their thermal interaction. The hatch to the attic space is an 
insulated double door and it is closed all the time. 

 

Figure 6: Floor plan including ventilation concept of the IBP’s Twin Houses during the 
measurement of the validation scenarios. The sealed doors are marked with a red rectangle. 

5.5 Sensors 

These measurements were conducted during August and September 2013. Inside both Twin 
Houses the following sensors, listed in Table 2 were used to record the buildings performance. 
These sensors are calibrated before the experiment. Some of these sensors can be seen in the 
internal views of the Twin Houses in Figure 7. The climate data from the IBP’s weather station 
were provided as boundary conditions. These sensors are calibrated regularly as recommended 
by the manufacturer. 
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Table 2: Instrumentation of the Twin Houses. 
Each Twin House Meteorological 
Sensor Accuracy Sensor Accuracy 
Air temperature in all 7 rooms at a 
height of 125 cm  
(radiation shielded) 

±0.12 K 
Ambient air temperature 
(ventilated) 

±0.10 K 

Additional air temperatures in the 
living room at a height of 67 cm 
and 187 cm (radiation shielded) 

±0.14 K Ambient relative humidity  ±2.0 % 

Air temperatures in the cellar and 
attic spaces 

±0.14 K 
Ground temperatures, depth of  
0, 50, 100 and 200 cm 

 

Relative humidity living room  ±2.3 % Wind speed (@ 10 m height) ±0.1 m/s 
Fresh, supply and exhaust air 
temperatures measured in the cellar 

±0.04 K 
Wind direction 
(@ 10 m height) 

±1.0 ° 

Heating power of the 6 heated 
rooms  

±1.5 % 
Solar radiations: global, 
diffuse and vertical 
(north, east, south, west)  

±2.0 % 

Supply and exhaust fan power  ±1.5 % 
Long wave radiation  
(horizontal, west) 

<34 W/m² 

Ventilation flow rates  ±3.5 m³/h 

 
Heat flux at the west facade  

±0.65 
W/m² 

West wall temperatures: Internal, 
external and between layers 

±0.14 K 

 

 

Figure 7: Internal views of the Twin Houses. 
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5.6 Configuration of the ventilation system 

As explained in section 5.4 the three northern rooms (kitchen, doorway and bed room) are set 
up without any mechanical or natural ventilation. The windows were closed and the internal 
doors were sealed. Just the small amount of air infiltration influences the performance of these 
rooms. The four southern rooms (corridor, bath-, children’s- and living room) are equipped with 
mechanical ventilation while the windows and the terrace door are kept closed all the time. 
Mechanical ventilation was chosen because air temperatures and volumes flow rates can be 
measured and controlled very well. To gain the same quality of information using natural 
ventilation requires much extensive instrumentation. Also free ventilation air flows are driven 
by the same factors as infiltration, so these models can already be validated through the northern 
rooms. A second issue is the importance of mechanical ventilation systems for building service 
equipment and the capability to model them accurately. The energetic impact of the ventilation 
system is approximately of the same significance as the transmission heat losses and 15-times 
as high as the heat losses by infiltration. So it is obvious that high accuracy is required when 
controlling and recording the ventilation air temperatures and air volumes during the 
measurements. For this validation scenario a balanced ventilation system was chosen to avoid 
unknown air flow (and therefore heat flow) through the building’s air tightness leaks. A 
balanced ventilation system runs both the supply and the extract fan with the same amount of 
air volume to prevent under- or overpressure within the building’s envelope. To guarantee 
identical volume flows in this experiment both the supply and the extract air ducts are equipped 
with thermo anemometers for measuring the air velocities in the ducts. Using profile factors 
these velocities can be converted to mass flows (not volume flows). Since the ventilation system 
is mass balanced a volume difference can occur depending on the temperature difference 
between supply and exhaust air. By phase modulation the fan’s powers are controlled to keep 
the desired flow rates of 120 m³/h as displayed in Figure 8. This is achieved with a standard 
deviation of only ±0.2 m³/h, below the resulting uncertainties of the anemometers. The exhaust 
air fan draws its air from two different outlets, one in the bathroom and one in the children’s 
room. To ensure that the exhaust air amount is symmetrical from these two rooms, during the 
experimental setup the disc valves in both rooms were adjusted using a second, temporary flow 
meter. After this procedure the valves are not changed anymore. All duct joints are sealed 
carefully using tape to minimize pressure losses throughout the ducts’ length. The supply air 
temperature is measured after the fan, so the fan’s waste heat is included in this temperature. 
The exhaust air temperature is measured before the fan so its heat is not included, as required. 
Both supply and exhaust air temperatures are measured in the basement, where the air handling 
is located. A part of the supply air duct to the living room is running through the kitchen as an 
uninsulated folded spiral-seam duct. The heat transfer from the kitchen to the living room has 
to be included into the calculations. In case a BES tool is not capable of simulating detailed 
ventilation systems including their heat losses an estimation of the changed supply air 
temperatures and heat transfers is supplied with the input data, already for the blind validation. 
This estimation is conducted with the free “PHLuft” software from the Passivhaus-Institute 
(PHI 2014). In a subsequent measurement period an additional supply air temperature sensor 
was installed directly in the living room to validate the quality of the PHLuft estimation. The 
results of this validation of the estimated living room supply air temperature and kitchen heat 
losses can be seen in Figure 9. 
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Figure 8: Supply and exhaust air flow rates during the experiment. 10-minute values. 

 

Figure 9: Estimated and measured living room inlet temperatures and kitchen heat losses 
through the supply air duct. 

5.7 Measurement data 

During the experiment, measurement data are recorded every second, compressed and stored 
as 1-minute means and are subsequently distributed to the modelling teams as 10- and 
60 minutes values. Since the Twin Houses have a very high thermal mass and no fast oscillating 
controls are present, these sampling rates should suffice for the thermal-energetic building 
simulation. The measurement data of one house’s living room are shown in Figure 10. It can 
be seen that in the constant temperature phases a small amount of overheating occurs 
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occasionally and that stratification occurs only during the constant temperature phases but never 
during the ROLBS phase. This underlines the importance of BES tool validation on real in situ 
measurement data as complex and sometime unexpected effects appear in reality, as explained 
in section 3 of this document. Figure 11 shows the climatic conditions prevailing during the 
measurement for the validation scenario. 

 

Figure 10: Trend lines of the heating power and the air temperature at all three measurement 
heights of the living room of one of the houses. The grey shaded data are the validation 

targets that are not provided for the blind validation. 

 

Figure 11: Prevailing weather condition during the measurement of the validation scenario. 

6. CONCLUSION 

Within the IEA ECB ANNEX 58 "Reliable building energy performance characterisation based 
on full scale dynamic measurement" a new measurement data based method for validating the 
accuracy of Building Energy Simulation Tools has been developed. The method uses high 
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quality measurement data and detailed documentation of the Twin Houses of the Fraunhofer 
Institute for Building Physics IBP at Holzkirchen, Germany. The validation consists of four 
different periods providing different configurations of heating inputs and temperature control. 
The first phase of the validation procedure adopted was a blind validation which tests both the 
user and the modelling program. The second phase, after all measured data has been released 
to the modelling teams, should help to eliminate user error. The resulting comparison of 
measurements and predictions should then give an estimate of the reliability of simulation 
programs to model realistic scale buildings, albeit this experiment is mostly focused on the 
building fabric, ventilation and solar processes, excluding plant systems and occupant effects. 

The measurement dataset and associated building specification documentation should provide 
a valuable resource for program development teams. There are too few high quality empirical 
validation datasets available.  

In the upcoming months the full validation specification will be published within the Annex 58 
final report. Also several modelling teams and several available software tools are already 
performing this validation. Additional publications will show the performance of the different 
tools with the remaining differences between the modelling teams validating the same software 
anonymously. Additionally several participating modelling teams have already indicated that 
they will be publishing their experiences with their individual validation processes including 
their results and the corrections they have been required to implement. 
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1. ABSTRACT 

Holzkirchen full scale dynamic experiment was conducted in the framework of AIE Annex 58 
research program with the aim to obtain and apply a high quality experimental dataset for model 
validation of the energy and environmental performance of full scale buildings. Two identical 
houses where submitted to a side by side experiment, one with blinds up, one with blinds down. 
The experience included an initialization period, a ROLBS heat input sequence, a re-
initialization followed by a free-float period. Path of explanations for discrepancies are first 
found through a deeper analysis of thermal bridges, a better assessment of solar heat gains, and 
the introduction of convective coupling effect occurring between the interconnected zones of 
the houses. An energy balance analysis is proposed in order to calibrate the simulation model 
according to measured data. 

Keywords: Building thermal dynamics, co-heating test, dynamic sequence. 

2. INTRODUCTION 

The need to promote best practice in building design requires a better characterization of real 
building thermal performances through in-situ test procedures. Those performances involve 
aspects related to air tightness, envelope insulation, response to temperature changes and solar 
radiation. Characterizing the actual performance and dynamic behavior of building is essential 
to obtain – not only on paper, but in reality – high performance buildings. 

The ability to predict reliable building energy demand and indoor temperature profiles depends 
on the quality of the models. These models should be able to accurately simulate the 
instantaneous heat demand and indoor temperatures of buildings with a low computation cost. 
Available buildings dynamic models range from very detailed models to more simplified ones 
(Bacher and al. (2010), Reynders and al. (2014)).  

Since 2011, international experts are working within the research project IEA EBC Annex 58 
on the topic of ‘Reliable building energy performance characterization based on full scale 
dynamic measurements’. This project takes place in the framework of the ‘Energy in Buildings 
and Communities Programme’ of the International Energy Agency. Major aim of the project is 
to develop the necessary knowledge, tools and networks to achieve reliable in situ dynamic 
testing and data analysis methods that can be used to characterize the actual thermal 
performance of building components and whole buildings. 

3. EXPERIMENT 

An empirical model validation study was conducted within the scope of IEA Annex 58 subtask 
4 (Strachan and al. (2014)). The experiment was undertaken during 42 days in August and 
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September 2013 on identical Twin Houses in Holzkirchen, Germany (see layout and section on 
fig. 1).  

  

Figure 1: Holzkirchen experimental houses: section and layout. 

The houses are not occupied during the whole co-heating experiment. The internal doors 
between kitchen and living room, doorway and living room, bedroom and corridor are sealed 
with tape (Fig. 2). A ventilation system was used to reduce the amount of overheating. The un-
insulated mechanical ventilation ductwork leading from the cellar to the living room via the 
kitchen, supplies continuously a 120 m3/h air flow in the living room. Air is exhausted from 
the bathroom and children bedroom, with equal air volumes (about 60 m3/h at each exhaust 
duct), so that the ventilation air flows are balanced.  

 

Figure 2: Holzkirchen houses: sealed internal doors and ventilation air vents. 

Electric heaters were used for the heat injections. The co-heating is simultaneously conducted 
in both houses, with external roller blinds down on the south facing windows of the living room 
and children bedroom for one house (house N2), and fully up for the other house (house O5). 
Other windows are sun exposed for both houses.  

A ROLBS sequence (Randomly Ordered Logarithmic Binary Sequence) is included in the co-
heating process, as a sequence of heat pulses ranging from 1 hour to 90 hours in duration in 
order to cover the expected range of time constants in the building. Heat pulses of 500 W 
magnitude are used in the experiment (fig. 3). 
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The co-heating process includes an initialisation period of 9 days with a heating set point of 
30°C in all rooms, followed by a ROLBS sequence of 15 days where a 500 W heat power is 
supplied in the living room and no heat inputs elsewhere (fig. 3). A re-initialisation period is 
then scheduled during 6 days with heating set point of 25°C in all rooms, followed by 11 days 
free floating period. 

 

Figure 3: Schedule of the ROLBS sequence in the living room. 

Weather data were collected with a time step of 10 min. A first blind simulation exercise was 
proposed in January 2014 in order to reproduce the measured data. All the measured data were 
send in March 2014 so that all the teams should be able to calibrate their models. A calibration 
process is described here on the basis of the following methodology: 

The temperature profiles resulting from the first blind simulation exercise showed 
discrepancies. In order to orient the calibration process, a study of the energy balance of the 
building was performed on a 21 days period starting from the end of the first initialisation 
period, until the end of the reinitialisation period, using the measured indoor temperature as 
input for the simulation (fig. 3). Integral calculations of the heat losses through transmission 
and ventilation were performed over that period of time, including infiltration and convective 
coupling, both computed on the basis of measured indoor temperatures. The amount of heat 
released from the thermal mass of external and internal walls was included in the heat balance, 
as equal to the thermal mass times 5K. Heat inputs due to solar gains were computed 
independently. Measured heat inputs from electric heaters were also considered. The balance 
(resulting imbalance) was then computed in order to orient the calibration process.  
Energy balances of both houses are presented on Figure 8. Heat gains exceed heat losses in 
almost all zones. Transmission and ventilation heat losses don’t even reach the amount of heat 
provided by the electric heating in four zones of house N2. They must be higher. As ventilation 
losses are dominated by mechanical ventilation losses (Table 2) for which air flows and air 
temperatures are resulting from measurements, transmission losses have to be increased.  

Deeper analysis were made in April 2014 in the framework of AIE Annex 58 research program 
in order to better assess the heat loss coefficients related to wall thermal bridges and heat losses 
due to the un-insulated ventilation ductwork leading from the cellar to the living room via the 
kitchen (Strachan and al. (2014)). Considering the updated heat loss coefficients, thermal 
bridges heat losses are multiplied by factor of 1.77 for external walls and by a factor of 6.65 for 
internal walls (fig. 4). 
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Figure 4: Living zone heat losses through external and internal walls after calibration in 
house N2 (left) and house O5 (right), for the 21 days time period. 

Energy balances of Figure 8 show exceeding solar heat gains. The calculated solar intensities 
received by the facades are in accordance with measurements (fig. 7). The first simulation used 
a global solar heat gain factor equal to 0.62 (given by the glazing supplier). The calibrated 
model uses an angle dependent solar factor obtained from the International Glazing Database 
for AN410 spectra (Strachan and al. (2014)). The shading due to the set back of the window is 
computed as well. Solar heat gains to the windows are reduced by 26 % for house N2 and by 
29 % for house O5. 

Convective coupling effect between interconnected zones is introduced. Dynamic simulation is 
required to compute convective coupling air flows, as they are strongly dependant from indoor 
air temperatures (fig. 6). Here again, air flows are computed on the basis of measured indoor 
temperatures. Simulation performed on the calibrated model showed significantly improved 
indoor temperature profiles.  

4. SIMULATION 

Simulations were performed using EES solver (Engineering Equation Solver). The building 
walls are modelled through 2R1C networks (table 1).  

The wall thermal capacity is the total capacity of the inside portion of the wall, defined as the 
sum of wall layers located on the indoor side of the insulation layer. The wall thermal capacity 
is located in the middle of the thermal resistance of that inside portion of the wall. 

Fixed surface heat transfer coefficients are considered: External 23 W/m2-K, Internal 8 W/m2-
K. 

Boundary conditions in the cellar and attic are treated using time varying measured 
temperatures. 

Table 1: Building walls dynamic parameters (U=1/R). 
 U [W/m2.K] C [kJ/m2.K] θ 

Ceiling 0.24 6 0.01 
Floor 0.28 130 0.01 
External Wall South 0.20 288 0.14 
External Wall West – South portion 0.27 288 0.19 
External Wall West – North portion 0.27 288 0.19 
External Wall North 0.20 288 0.14 
External Wall East 0.19 288 0.13 
Internal wall Heavy 0.94 224 0.50 
Internal wall Light 1.49 120 0.50 
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Figure 5: 2R1C wall model. 

A global U-value 1.2 W/m2-K is considered for the windows. Glazing and frame are not 
modelled separately. A blind thermal resistance of 0.17 m2-K/W is added to the window 
thermal resistance when blind is closed.  

Infiltration air flows are low as the building envelope air tightness level is rather high: 
n50=1.58h-1. Infiltration and exfiltration air flows are estimated using a simplified model 
through windows and external doors frames (Masy, (2008)). The model is based on the 
following generic equation that allows mass air flows to be positive or negative, depending on 
the air flow direction: 

 MMKp
n

&& ..=∆   

p∆ :  Pressure drop through ventilation aperture Pa    

M& : Mass air flow rate through ventilation aperture kg/s   
n : Exponent ranging from 0 when the flow is laminar to 1 for a turbulent flow 
K: Constant Pa.(s/kg)1+n     

The driving forces are due to wind pressure and to buoyancy effects over 2/3 of the windows 
height: 
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The building site is considered as exposed to wind. 

Air flows due to convective coupling between interconnected zones are estimated through 
circulating two ways models defined over 2/3 of the height of internal door openings, with 
driving forces due to buoyancy effects (fig. 6). Internal doors are considered as opened at 50% 
of their whole area. A discharge factor equal to 0.61 is considered, corresponding to zeta 
pressure drop factor equal to 2.7. 
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Figure 6: Model of the convective coupling between interconnected zones. 
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Calculation of energy gains and losses are performed through the following equations where 
ta,in is the measured indoor air temperature. In the living room, the indoor air temperature is 
measured at 67 cm height. 
For the internal air node: 

inainaac CtU ,,, .=    
a
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ina v

c
VC ,

, ..5=    

For the wall capacity nodes (fig. 4): 
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Transmission and ventilation energy losses computed on the basis of measured indoor 
temperatures are presented in table 2: transmission losses are dominated by external wall 
transmissions, while ventilation losses are dominated by mechanical ventilation losses (or 
gains). The effect of convective coupling between interconnected zones (living, corridor, 
bathroom and children room) differs for both houses. It brings heat from the living zone to the 
others in house O5, whilst it brings heat from the bathroom to the other zones in house N2. 

Table 2: Energy losses computed from the measured indoor temperatures. 

House 
N2 

Transmission losses [MJ] Ventilation losses [MJ] 
External 

walls 
Internal walls Mechanical Infiltration Coupling 

Living 400 32 448 43 -16 (gains) 
Kitchen 119 8 0 3 0 
Doorway 101 -4 (gains) 0 4 0 
Bedroom 133 0 0 3 0 
Corridor 19 15 15 0 4 
Bath 93 30 9 8 35 
Children 139 3 -5 (gains) 2 -23 (gains) 

 

House 
O5 

Transmission losses [MJ] Ventilation losses [MJ] 
External 

walls 
Internal walls Mechanical Infiltration Coupling 

Living 526 92 557 53 25 
Kitchen 126 -19 (gains) 0 3 0 
Doorway 108 -28 (gains) 0 5 0 
Bedroom 144 -25 (gains) 0 4 0 
Corridor 23 34 -7 (gains) 0 -12 (gains) 
Bath 106 29 -3 (gains) 8 -3 (gains) 
Children 169 7 -5 (gains) 3 -10 (gains) 
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Direct indoor solar radiations through windows are computed from the window solar factor g 
and from the direct solar intensity reaching each window Ib, which in turn can be expressed as 
function of the direct solar intensity reaching a horizontal plane Ibh (weather data) : 

wbwb AIgq .., =
 

( ) glfr gfg .1−=
  

z
bhb II

θ
θ

cos

cos
.=

  
Index b: direct    Index h: horizontal 
g: window solar factor  ggl: glazing solar factor Aw: window area (m2)  
 
ffr :frame fraction 0.32 for standard windows, 0.23 for living zone South window 
θ: angle between sun beams and the window normal direction 
θ z: angle between sun beams and the vertical direction. 

The values of the ratio cos ù /�gkù1 are tabulated for vertical windows as function of the 
vertical window azimuth, for Holzkirchen location (latitude and longitude).  

Diffuse and reflected indoor solar radiations through vertical windows are computed from the 
diffuse and reflected solar intensities reaching the window Idr, which in turn can be expressed 
as function of the direct and diffuse solar intensities reaching a horizontal plane Ibh and Idh 
(weather data): 

wdrgldr AIgq .., =
  

( )thdhdr III .
2
1 ρ+=

  
bhdhth III +=    

Index b: direct    Index d: diffuse  Index r: reflected 
Index t: total    Index h: horizontal 

The glazing solar factor is angle dependent for the calibrated model. There is no view factor 
calculation. Internal solar radiation is totally input on the indoor temperature node (operative 
temperature). Solar heat gains absorbed on the external surface of opaque walls are not 
considered. Infrared radiation heat losses are not considered neither on the windows, nor on the 
opaque walls. 

Electric heating powers are measured. Emission of electric heaters is considered as 100% 
convective.  
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Figure 7: Calculated and measured solar intensities received by the facades. 

Computed solar heat gains as well as recorded electric heating energy are presented in table 3. 
The heat losses due to the un-insulated ventilation ductwork leading from the cellar to the living 
room via the kitchen have been estimated and subtracted from the heat power provided to the 
kitchen; that’s the reason why a negative value is obtained for the heating power provided to 
that zone. 

Table 3: Solar heat and electric heating energy gains. 

 

House 
O5 

Solar heat 
gains [MJ] 

Electric 
heating [MJ] 

Living 574 1043 
Kitchen 98 -4 (losses) 
Doorway 14 70 
Bedroom 58 97 
Corridor 0 0 
Bath 97 74 
Children 94 149 

House 
N2 

Solar heat 
gains [MJ] 

Electric 
heating [MJ] 

Living 98 1090 
Kitchen 98 19 
Doorway 14 83 
Bedroom 58 127 
Corridor 0 0 
Bath 97 74 
Children 0 183 

 

5. RESULTS 

The resulting balances of the energy losses and gains before and after calibration are presented 
on table 4 and illustrated on figure 8 and 9. 

Table 4: Balance of heat energy gains and losses (positive when gains exceed losses). 
Before calibration  After calibration 

Balance [MJ] House N2 House O5  
Balance 

[MJ] 
House N2 House O5 

Living 347 683  Living 281 365 
Kitchen 163 160  Kitchen -13 -17 
Doorway 8 10  Doorway -3 -1 
Bedroom 85 71  Bedroom 48 32 
Corridor -35 -33  Corridor -53 -38 
Bath 81 81  Bath -4 33 
Children 65 147  Children 65 79 
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Figure 8: Energy balance of houses N2 and O5 before calibration process.  
N2: Sun protected (O5: Sun exposed) South windows. 
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Figure 9: Energy balance of houses N2 and O5 after calibration process.  
N2: Sun protected (O5: Sun exposed) South windows. 
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The houses energy balance is dominated by the energy balance of the living zone. Most of the 
zones present an excess of heat gains. 

Transmission and ventilation are calculated as function of measured indoor temperatures. 
Ventilation heat losses are dominated by mechanical ventilation, whose air flows are recorded. 
Thermal bridges heat loss coefficients have been deeply analyzed. For all those reasons, 
transmission and ventilation heat losses are not suspected of high uncertainty. However, the 
addition of infrared heat losses could help to solve the heat balance problem. 
Heating energy gains are measured values.  

Solar heat gains are calculated from the solar intensities recorded on a horizontal plane. An 
uncertainty remains regarding why solar heat gains are overestimated for South oriented 
windows. Path of explanations are still to be found.  

The indoor temperature profiles calculated by simulation on the calibrated model are presented 
in annex of the paper for the whole duration of the experiment. Convective coupling between 
interconnected zones (living, corridor, bathroom and children bedroom) seems to have a 
positive impact on the indoor temperature profiles obtained for the corridor and bathroom of 
house O5, but not in house N2. The overestimation of calculated solar heat gains in the living 
room affects the doorway and the North bedroom by transmission heat exchange through 
internal sealed doors. 

6. CONCLUSION 

Holzkirchen experiment is a challenging tool for benchmarking building simulation models. It 
offers the opportunity to check the validity of models, and to debug implemented simulation 
codes. 

A simplified simulation tool written with EES solver has been calibrated through a better 
assessment of wall thermal bridges heat loss coefficients, angle dependant solar factor for 
glazing and introduction of convective coupling effect between interconnected zones. Effect of 
heat losses due to un-insulated air ducts were added as well. 

The analysis of the balance between energy heat losses and gains, on the basis of the measured 
indoor temperatures, makes appear an underestimation of heat losses and an overestimation of 
solar heat gains. The overestimation of solar heat gains in the living room is responsible for 
discrepancies regarding indoor temperature profiles that affect not only the living zone, but the 
doorway and North bedroom by transmission heat exchange through internal sealed doors. 
Convective coupling effect impact positively the indoor temperature profiles in house O5, while 
it doesn’t in house N2. 

Path of explanations are still to be found. A deeper analysis of infrared heat losses could help 
to solve the heat balance problem. Whatever the explanation will be, it would be useful to 
quantify how its contribution affects the whole building energy balance. 
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ANNEX: INDOOR TEMPERATURE PROFILES 

 

LIVING ZONE – N2 

 

 

 

 

LIVING ZONE – O5 

 

 

 
  

235 240 245 250 255 260 265 270
0

5

10

15

20

25

30

35

40

45

50

0

1000

2000

3000

4000

5000

day 

T
em

pe
ra

tu
re

 [
°C

]

H
ea

t 
p

o
w

er
 [

W
]

Living

Measurements

Simulation

235 240 245 250 255 260 265 270
0

5

10

15

20

25

30

35

40

45

50

0

1000

2000

3000

4000

5000

day 

T
em

pe
ra

tu
re

 [°
C

]

H
ea

t 
p

o
w

er
 [

W
]

Liv ing

Measurements

Simulation



P24, Page 14 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

KITCHEN ZONE – N2 

 

 

 

 

KITCHEN ZONE – O5 
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Impact of net metering programs on optimal load management in 
US residential housing – a case study  

E. Georges1*, J. E. Braun2, E. Groll2, W. T. Horton2, V. Lemort1  

(1) Thermodynamics Laboratory, University of Liège, Liège, Belgium 

(2) Ray W. Herrick Laboratories, Purdue University, West-Lafayette, Indiana, USA 

 

1. ABSTRACT 

In the US, buildings represent around 40% of the primary energy consumption and 74% of the 
electrical energy consumption (U.S. DOE, 2012). Incentives to promote the installation of on-
site renewable energy sources have emerged in different states, including net metering 
programs. The fast spread of such distributed power generation represents additional challenges 
for the management of the electricity grid hence the interest in smart control of building loads 
and demand response programs. 

This paper presents a study of a typical American house built in the 1990s in the Midwest and 
equipped with a single-speed air-to-air heat pump, an electric water heater and PV collectors. 
The study investigates the impact of different net metering tariffs on the optimal building 
electrical load management. The potential of load matching is characterized in terms of 
percentage of the electricity production consumed on-site and the proportion of the demand 
covered. Simulations are performed assuming perfect prediction of the electrical load profiles.   

Results show a potential increase of load matching greater than 7% through control 
optimization with a suitable net-metering tariff. The associated cost saving for the consumer is 
about 10% greater compared to no optimization. Depending on the PV panel area, pay-back 
time increase due to lower buy-back tariffs can be reduced by 3 to 55% through optimal load 
matching.  

Keywords: net metering, load matching, heat pump, electric water heater 

2. INTRODUCTION 

Since the late 1990s, many states in the US have started incentive programs to promote the 
installation of on-site renewable energy sources, such as tax incentives, low-interest loans and 
net energy metering. Net metering allows customers to supply their excess local electricity 
production to the electricity grid. These customers are often referred to as “prosumers”. The 
introduction of such distributed electricity generation and fluctuating renewable energy 
complicate the planning and operation of the power system and may affect its reliability. At the 
distribution level, the main negative impacts are the overload of feeders and transformers, the 
risk of overvoltage and power quality disturbance (Bollen & Hassan, 2011). For example, 
Baetens et al. (2012) identified electrical challenges associated to the evolution of a 
neighborhood in Belgium composed of 33 detached residential houses towards net zero energy 
buildings (NZEBs) using heat pumps and building-integrated photovoltaic (PV) systems. 
Fraction of local PV supply wasted by inverter curtailing and peak transformer loads were 
quantified for different existing feeder strengths. 

On-site generation can also help reduce the need for expansion and strengthening of 
transmission lines. In the residential sector, space heating and cooling and domestic hot water 
represent 72% of the energy consumption of a building (U.S. DOE, 2012). In the frame of this 
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work, heating and cooling needs are met through the use of a reversible heat pump and domestic 
hot water (DHW) is produced by an electric water heater. From an electricity grid system 
operator standpoint, such loads are identified as thermostatically controlled loads and represent 
a large potential for improvement of grid reliability through demand side management 
strategies (Kamgarpour et al., 2013). There are two ways for these buildings to interact with the 
electricity grid. On the one hand, they can offer flexibility (load shifting, peak shaving, etc.) in 
response to signals from the grid. On the other hand, if equipped with on-site generation, such 
as PV collectors, they can be used to diminish the impact of distributed energy production by 
promoting better load matching through load shifting. In both cases, these systems work in 
synergy to reduce the additional burden on the grid created by renewable energy generation 
(Sartori et al., 2012). Several studies have been performed both at the building and district 
levels. Arteconi et al. (2013) presented a study focusing on the influence of switching off a heat 
pump coupled to thermal energy storage during peak hours on the occupants’ thermal comfort 
and on the electricity load curve in the UK context. D. Vanhoudt (2012) presented the results 
from lab tests of smart management strategies of a heat pump (with thermal storage for DHW 
and for space heating separately) in order to promote load matching with PV collectors. R. 
Shleicher-Tappeser (2012) considered different storage strategies between the production of 
electricity and the end-users in order to increase flexibility for power consumption. Main 
challenges associated to the consumer’s behavior as well as to the development of incentives 
to develop new tariff structures were pointed out. De Coninck et al. (2013) investigated rule-
based control strategies to shift heat pump operation for domestic hot water production to 
reduce curtailing losses in NZEBs neighborhood. Load shifting was initiated by different 
triggers: a given time frame, the power exchange with the grid or the voltage.  

Another possibility to promote load shifting is through price signals from the electricity grid. 
In the US, net metering policies vary according to the states: so far, the excess power generation 
supplied to the grid is either “bought” at retail or at wholesale price tariffs (U.S. EIA, 2012). 
With the increase in the number of prosumers, electricity grid congestion and PV curtailment 
become more frequent, which restricts the amount of distributed power supplied to the grid. 
Such tariffs could become a direct reflexion of the level of saturation of the electricity grid. The 
purpose of this study is to evaluate the impact of different net metering tariffs as an incentive 
to increase load matching of on-site PV generation through optimal control of the domestic 
electrical load in the frame of demand-side management programs. The potential for load 
matching is characterized in terms of percentage of the electricity production consumed on-site 
and the proportion of the demand covered by decentralized electricity generation (Baetens et 
al., 2012 and Van Roy et al., 2013).  Simulations are performed assuming perfect prediction of 
the electricity consumption profiles of the house. The newness of the study resides the 
assessment of the influence of such tariffs on the consumer’s economic benefit through optimal 
load management. 

In future work, stochastically generated load profiles will be introduced to take into account the 
uncertainty associated with occupants’ behavior. 

3. METHODOLOGY 

3.1 Case studies 

A typical 4-bedroom single-story ranch-type American house built in the 1990’s is investigated 
(Figure ). Building characteristics have been detailed by Holloway (2013). The building 
structure consists of a wood frame on a concrete ground floor. The 2-by-6 wood framing has 
been replaced by 2-by-4 construction, which is more common. The envelope insulation levels 
meet standard efficiency code (IECC, 2003) for the climate zone associated to the city of 
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Indianapolis in the Midwest (zone number 5, IECC 2009).  Overall air-to-air heat transfer 
coefficients (U values) for walls, roof and windows are given in Table . Breakdown of the 
annual energy consumption is given in Figure . 

 

Figure 1: Left: Case study - Ranch house (Holloway, 2013) – Right: Breakdown of annual 
energy consumption 

Table 1: Building envelope characteristics 

U values [W/m²K] 

External walls 0.41 

Roof 0.17 

Windows 1.96 

A detailed dynamic model of the house is available in TRNSYS (Holloway, 2013). Yearly 
simulation results were used to train a grey-box model that was implemented in the optimizer 
(see section 3.2.2). The grey-box model structure is illustrated in Figure 2. The model provides 
an accurate representation of the thermal response of the house at significantly reduced 
computational requirements. Root mean square error in free-floating zone temperature 
prediction was 0.18°C over a year for training data, and 0.19°C for the one-year validation data 
set. 

 
Figure 2: Grey-box model structure 

The building is equipped with a reversible single speed air-to-air heat pump for space 
conditioning. It is modelled according to the ASHRAE toolkit model (Brandemuehl et al., 1993) 
in which capacity and coefficient of performance (COP) are defined as functions of their values 
at rated conditions (AHRI, 2008) and correction coefficients taking into account the 
dependency on the indoor and outdoor air temperatures and mass flow rates. 

¦ = ¦@�� ∗ �23 ∗ �2< 

�23 = �0+ �1 ∗ ��<� $ �2 ∗ ��<�' $ �3 ∗ �4µ
 $ �4 ∗ �4µ
' $ �5 ∗ �4µ
 ∗ ��<� 
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�25 = �1 + �2 ∗ Z� /Z� @�� 
All the coefficients for both COP and capacity were derived from performance maps for 
commercially available heat pumps (Holloway, 2013). 

Domestic hot water production is ensured by an electric water heater equipped with two 
thermostats and two heating elements located in the upper third and in the lower two-thirds of 
the tank. Both heating elements can’t be switched on simultaneously, and priority is given to 
the upper element. Hot water is drawn from the top of the tank and cold water is supplied at the 
bottom. The water in each part of the tank is assumed to be homogeneously mixed. 

High efficiency photovoltaic panels are installed on the roof of the house. Two orientations are 
considered: south and west.  

Table 2 summarizes the characteristics of each system. 

Table 2: Systems characteristics summary for ranch-type house 

 Systems characteristics – Ranch house 

Heat pump Heating rated capacity / Rated COP 

(47°F/70°F) 
8.33 kW / 3.85 

Cooling rated capacity / Rated COP  

(95°F/70°F) 
8.03 kW / 3.41 

Back up electric heater 5 kW 

Water heater Volume 0.189 m³ 

Lower / upper element heating power 4.5 kW / 4.5 kW 

PV panel Total area 20m² – 35m² – 50m²  

Rated power 4.3 kWp – 7.5 kWp – 10.75 kWp 

Efficiency (PV manufacturer, 2014) 21.5% 

3.2 Problem formulation 

3.2.1 Net metering tariffs and cover factors 

As already stated, net metering allows consumers to deliver surplus electricity generated on-
site to the local distribution grid. Currently, in most states of the US, the tariff applied to this 
excess power generation is the retail tariff. From a customer’s standpoint, this implies the same 
economic benefit whether the electricity produced by the PV system is consumed on-site or 
delivered to the grid. There is therefore no incentive to shift the electricity consumption in time 
to match the local production. With the increase in participation in electricity net-metering 
programs, this excess electricity released to the grid complicates the management of the 
electricity grid and can threaten its stability. Different net-metering tariffs are investigated here 
below. 

To promote better load matching between production and consumption, four additional ratios 
of buy-back tariff (EY�) to the retail tariff (E	9	�) were considered: 

- the excess power tariff is 75% of the retail tariff : EY�/E	9	� = 0.75 
- the excess power tariff is 25% of the retail tariff : EY�/E	9	� = 0.25 
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- the excess power tariff follows a predetermined daily profile:  
o EY�/E	9	� = 1 during peak hours (7 to 9 am and 6 to 8 pm) 
o EY�/E	9	� = 0.1 during off-peak hours. 

- the excess power buy-back tariff tends to zero : EY�/E	9	� = 0.01 

The buy-back ratio is defined as EY�/E	9	�. It should be noted that the retail tariff E	9	� chosen 
as reference is a flat tariff. 

Load matching potential is determined by the following cover factors (Baetens et al., 2012): 
- supply cover factor: represents the percentage of local electricity production consumed 

on-site: Ùª = ∑ ÅÃÄ (Ó7²JL.,Ó8!)∑ Ó8!                  

(1) 
- demand cover factor: represents the percentage of electricity consumption covered by 

on-site generation:  ÙÒ = ∑ ÅÃÄ (Ó7²JL.,Ó8!)∑ Ó7²JL.                

(2) 

3.2.2 Optimal response 

Both water heater and grey-box building models can be represented by discrete state space 
formulations, and the overall system can be described by 9(/ + 1) = :9(/) + ;<(/) + =>(/))    (3)                                                                           

where 9 is the state space variable vector composed of the zone, wall, first and second floor 
temperature nodes, and top and bottom water tank temperature nodes: 

9N = [�4µ
, �Ó, ��%, ��', ���
5ìV , ���
5?ì]          
(4)     

< is the vector of decision variables, namely the heat provided by the heat pump (or air-
conditioning unit) to the house and the electric power supplied to the water heater: 

<N = [��µ;�	 , ­ÓÐ,��, ­ÓÐ,��]             
(5)     

and > is the vector of disturbances, i.e., the outdoor air temperature, the solar gains and the 
mains water temperature. 

The methodology followed in this work consists in determining the optimal electrical 
consumption profile of the building in response to different net metering tariffs for a given 
prediction horizon. The cost function for this problem aims at minimizing the cost of electricity 
for the consumer, which is expressed by 

�gk = ∑ ðmax(­�µ
�.([) − ­Y�([), 0) − max (­Y�([) − ­�µ
�.([), 0) ∗ �8!�´@´7ò��6%      

(6) 

where p is the prediction horizon and the total electrical consumption ­�µ
�. is the sum of the 
power consumed by the heat pump (or air-conditioning unit), the auxiliary heater, the water 
heater and the appliances and lighting: ­�µ
�. = ­ÐY/ïW + ­ÓÐ,�� + ­ÓÐ,�� + ­�;
.  �	��	@ + ­���9��
�	� & 9�����
�  (7)     
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Perfect predictions of the PV generation and of the use profiles for DHW, appliances and 
lighting are assumed (section 3.3). As for model predictive control methods, an optimal control 
response is obtained over the prediction horizon p and is applied to a defined control horizon m 
(with Z ≤ E). The prediction horizon is then shifted forward in time to the end of the control 
horizon, following a so-called “receding horizon” control scheme. 

The following constraints should be satisfied: 
- the building zone temperature should remain within a predefined dead band ���,9µ� ≤ �4µ
 ≤ ���,����           (8) 

with ���,9µ� and ���,���� set respectively to 20°C and 22°C in this case study. 
- similarly, the water tank temperature in the upper and lower parts should remain within 

an imposed dead band: ���,9µ�,ÒÐÓ ≤ ���
5,��, ���
5,�� ≤ ���,����,ÒÐÓ                   (9) 

with ���,9µ�,ÒÐÓ and ���,����,ÒÐÓ set respectively to 35°C and 50°C in the bottom part 
and 50°C and 60°C in the top part of the tank. 

- the heat delivered to/retrieved from the house should not exceed the full load capacity 
of the heat pump and auxiliary heater combined in heating mode or of the air-
conditioning unit in cooling mode.  

- similarly, the power supplied to the water tank should remain below the maximum value 
for each heating element, and both heating resistances can’t work simultaneously. 

The control of the HVAC systems is carried out following an “energy rate approach”, which 
considers that the system is allowed to cycle freely to meet the energy requirement for a given 
simulation time step. Performance degradation due to cycling will be taken into account in 
future work.  

The resulting minimization problem is a convex mixed linear integer programming problem 
and is solved with the open-source MATLAB compatible toolbox YALMIP (Löfberg, 2004) 
coupled to CPLEX solver (IBM, 2013). 

3.3 Load profiles 

The total building energy demand includes the building space heating (SH) and cooling (AC) 
loads, the domestic hot water needs and the electricity consumption of appliances and lighting. 
Water draw-off events as well as appliances and lighting use are modelled by predefined load 
profiles.  

Realistically, it is not likely for the controller to have an exact prediction of the DHW, 
appliances and lighting events, since they directly relate to the unpredictable occupants’ 
behavior. However, typical average load profiles are available and can be used for the prediction 
of the optimal response.  

In the “Building America House Simulation Protocols”, Wilson et al. (2014) provide a set of 
data including consumption and typical daily use profiles for an average American dwelling. 
Profiles for a four-bedroom/two-bathroom dwelling are illustrated in Figure 3. The DHW 
consumption includes hot water for baths, showers and sinks as well as a dishwasher and a 
clothes washer. The hot water daily consumption is 265 liters for weekdays and 290 liters on 
weekends at a supply temperature of 125°F (51.6°C). For lighting, a seasonal effect is taken 
into account. The annual electricity consumption for appliances and lighting is 6936 kWh. 
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Figure 3: Average daily load profiles: Appliances and lighting (left) – DHW (right) 

4. RESULTS AND DISCUSSION 

The results presented in this section are obtained with optimal control, for a one-hour simulation 
time step, a prediction horizon of 24 hours and a control horizon of 12 hours for a year of 
simulation.  

4.1 Influence of the net metering tariff 

For the following results, a total surface of PV panels of 35m² was installed on the west slope 
of the roof, corresponding to a 30° tilt angle. The choice of orientation can be justified by the 
interest of a mid-afternoon peak PV production in the case of high peak electricity consumption 
in the evening. Five net-metering tariffs are investigated. 

Results are presented in terms of demand and supply cover factors (section 3.2.1), total annual 
electricity consumption and cost saving for the consumer compared to the cost without PV 
collectors. They are summarized in Table 3. It should be noted that these results constitute an 
upper limit of the load matching potential, and that in practice, restrictions in the buy-back tariff 
may only apply during time-periods of grid congestion. 

On a yearly basis, both demand and supply cover factors increase with lower surplus PV 
production tariff. When the electricity surplus sale price is reduced from 100% to 75% of the 
retail price, demand and supply cover factors increase by about 5% and 7% respectively. A less 
significant improvement (1% and 3%) is observed when reducing the tariff from 75% to 25%. 
The total cost saving for the consumer diminishes by 8% and 22% when the PV production 
buy-back price is reduced respectively from 100% to 75% and from 100% to 25%.  

The results in terms of cover factors obtained with the variable tariff for peak and off-peak 
periods (predefined daily profile) are very similar to those obtained for a flat buy-back price of 
25% of the retail price. For the present case study, with limited storage capacity, the values for 
the demand and supply cover factors tend to 0.37 and 0.57 respectively for a buy-back tariff 
approaching zero. A monthly analysis of the cover factors is illustrated in Figure 4. As expected, 
the demand cover factors are higher in the summer, whereas the supply cover factors are higher 
in the winter. 

Despite the increase in on-site consumption of local electricity production with lower net-
metering tariffs, the total electricity consumption cost for the consumer seems to increase. 
However, the cost saving should not be compared between the different tariffs. For the same 
tariff enforced by the electricity supplier, optimizing the consumer’s load profile to match PV 
production brings about up to 10% additional cost saving compared to the cost without 
optimization.  
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Table 3: Supply/demand cover factors, total electricity demand and total cost for three net 
metering tariffs 

 Optimal control No optimization Comparison EY�/E	9	� 
ÙÒ	 

�	� 

Ùª	 

�	� 

­�µ
�;<���µ
	 

�Ï­e/G]�O� 

Cost saving  

[%] 

ÙÒ	 

�	� 

Ùª	 

�	� 

Cost saving 

  [%] 

Cost saving 
increase    

1 0.30 0.46 15.9 66.1 0.27 0.46 59.7% 6.4% 

0.75 0.35 0.53 16.0 58.0 0.27 0.46 51.6% 6.4% 

0.25 0.36 0.56 16.1 43.7 0.27 0.46 35.4% 8.3% 

profile 0.36 0.54 16.1 43.1 0.27 0.46 34.4% 8.7% 

0.01 0.37 0.57 16.2 37.4 0.27 0.46 27.6% 9.8% 

 
Figure 4: Demand and supply cover factors per month of the year. 

Figure 5 and Figure 6 compare example optimal responses obtained for two buy-back tariffs: 	
100% and 25% of the retail price. As can be observed in Figure 5, for lower net-metering tariffs, 
the optimal control tends to shift the heat pump electrical demand to periods of time with 
simultaneous PV production. The building zone is preheated in order to lower the electricity 
consumption during periods of time with absence of sun. For the example highlighted in Figure 
5, preheating the indoor air allows the heat pump to remain off for the next hour, and to work 
for shorter time periods the following two hours.  An analogous trend is observed in Figure 6 
for the electric water heater. Preheating the water typically allows for up to five-hour slowdown 
of the system.  

The heating and cooling loads for space conditioning and the DHW heat load shifted towards 
sun production periods compared to the non-optimized heat load is illustrated in Figure 7 for 
two pay-back tariffs. The building structure provides a larger storage capacity in the winter. It 
should be noted that the values obtained are strongly dependent on temperature dead bands set 
as constraints, and would differ for a building with higher thermal inertia.  

However, load shifting to increase load matching can lead to an increase in the total annual 
electricity consumption (Table 4). The slightly higher set points achieved increase the ambient 
heat losses and can slightly deteriorate the COP of the heat pump. Overconsumption of up to 
2% were observed. One could argue that overconsumption could counter-balance the benefits 
retrieved from using on-site renewable electricity production in terms of CO2 emissions. In 
Indiana, in 2011, the electricity production mix was composed of 89% coal, 7% natural gas, 
1% petroleum and 3% renewables (eia, 2011). Hourly CO2 emissions per MWh of electricity 
generated are illustrated in    Figure 8 (OpenEI, 2011). Results in Table 4 show that despite 
overconsumption, increasing load matching allows to reduce CO2 emissions by up to 8.4%. 
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Finally, the optimal total electricity demand profile obtained with the time-varying net-metering 
pricing is illustrated in Figure 9. Load matching is enforced during off-peak hours, typically in 
the afternoon when the PV production is maximum. This also tends to shift part of the morning 
and night consumption peaks to off-peak periods, but not as significantly as for constant tariffs. 
Indeed, since surplus electricity production can be sold at a higher price during these periods, 
it remains interesting for the consumer to deliver electricity back to the grid. Therefore, flat 
tariffs seem more suitable as incentive for load matching. 

 

 
Figure 5: Bottom - Electrical power consumption for space heating for pPV/pelec=1 and pPV 
/pelec=0.25 and PV production for hours number 1080 to 1152 (February 14th to February 

17th). Top – Corresponding zone and ambient temperatures. 
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Figure 6: Bottom - Electrical power consumption for DHW for pPV/pelec=1 and pPV /pelec=0.25 

and PV production for hours number 4200 to 4272(June 24th to June 27th). Top – 
Corresponding water tank lower and upper thermostat temperatures. 

 
Figure 7: Thermal load shifted to match PV production per month for DHW and space 

heating or air-conditioning (SH or AC)  
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                    Table 4: Over-consumption and CO2 emissions 
with optimal control 

 
     Figure 8: Average CO2 emissions per 

month in Indiana 
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Figure 9: Comparison of total electricity consumption and PV production for pPV /pelec 

following a daily profile (1 during peak hours and 0.1 during off-peak hours), pPV /pelec =0.25 
and pPV /pelec =1. 
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4.2 Influence of the PV panels orientation 

In the previous section, the results were presented for 35m² of PV panels facing west. In this 
section, a comparison is presented with 35m² of south-oriented PV panels. The results given in 
Table 5 show an overall electricity demand coverage by on-site generation slightly larger (1%) 
with south-facing PV panels. Contrariwise, the proportion of electricity produced by the PV 
panels and consumed on-site is up to 7% greater for west orientation. This can be explained by 
the limited storage capacity of the building presented in this study and the existence of peak in 
electricity demand in the evening. Therefore, despite the lower total annual electricity 
production compared to south-oriented PV collectors, west facing PV panels seem more 
suitable to increase load matching in the case of low inertia buildings with peak electricity 
demand in the evening. 

Table 5: Influence of PV panels orientation: west-facing and south-facing 

  West-oriented PV South-oriented PV EY�/E	9	� γC [ ] γD [ ] γC [ ] γD [ ] 
1 0.30 0.46 0.31 0.40 

0.75 0.35 0.53 0.36 0.46 

0.25 0.36 0.56 0.38 0.49 

profile 0.36 0.54 0.38 0.49 

0.01 0.37 0.57 0.40 0.51 

4.3 Influence of PV panel area  

This section studies how the cover factors and consumer’s pay-back time change with PV 
panels installed power for the different buy-back ratios. The total surface of PV panels was set 
respectively to 20m², 35m² and 50m². These areas correspond 38%, 66% and 94% coverage of 
the annual electrical consumption of the house. 

The results obtained after optimization are summarized in Table 6. As expected, for 
approximately the same total electricity consumption, the demand cover factor increases with 
the surface area of PV panels. The same tariff incentive promotes load shifting to different 
extents depending on the PV area. For a buy-back ratio of 0.25, the supply cover factor reaches 
0.80 for 20m² PV area, 0.57 for 35m² PV area and 0.45 for 50m² PV area. The proportion of 
electricity delivered to the distribution grid thus increases significantly with the PV area. This 
effect may seem negligible for a single house, but may affect the grid reliability at a 
neighbourhood scale. 

Table 6: Comparison of supply/demand cover factors for different PV area and different buy-
back ratios. 

 PV Area = 20 m² PV Area = 35 m² PV Area = 50 m² EY�/E	9	� γC [ ] γD [ ] γC [ ] γD [ ] γC [ ] γD [ ] 
1 0.24 0.64 0.30 0.46 0.34 0.36 

0.75 0.28 0.74 0.35 0.53 0.38 0.41 

0.25 0.29 0.78 0.36 0.56 0.40 0.43 

0.01 0.30 0.80 0.37 0.57 0.41 0.45 
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In the US, the average installation cost of PV panels was 4.7$ per watt peak in 2013 (NREL, 
2013). No significant scale benefits can be observed for an installed power in the range of 5kWp 
to 10 kWp. A federal tax credit incentive provides 30% reduction of the cost for residential PV 
systems (IREC, 2012). Therefore, the installation costs are respectively 14150, 24675 and 
35370 dollars for 20m², 35m² and 50m² PV areas. The electricity retail tariff for residential 
consumers in Indiana is 0.0945 $/kWh. The pay-back time for the consumer can be defined by 
the total installation cost divided by the annual cost saving. 

Figure 10 (left) compares the consumer’s pay-back time for optimized and non-optimized 
consumption profiles as a function of the buy-back ratio for different PV areas. The pay-back 
time increases significantly with decreasing buy-back ratios, and especially for larger PV areas. 
For buy-back ratios decreasing from 1 to 0.25, the pay-back time for non-optimized response 
increases by 36%, 69% and 93% respectively for 20m², 25m² and 50m² PV areas. Optimizing 
load profiles to match on-site PV production allows to reduce this increase by 16% to 19%. 
These results are in accordance with the evolution of the supply cover factors in Table 6.  

Thus, for net-metering programs with buy-back tariffs lower than retail price and no other 
economic incentives, installing larger PV areas without increasing on-site storage capacity to 
promote load matching may become unprofitable. Given a life expectancy of about 30 years 
for PV panels, optimum sizing of PV panels, expressed in terms of percentage of the annual 
electricity consumption covered, can be derived for each buy-back ratio. Results are illustrated 
in Figure 10 (right). For a buy-back ratio of 1, there is no theoretical limit, and a maximum of 
PV panels should be installed. For buy-back ratios inferior to 1, the maximum coverage can be 
as low as 20% for non-optimized load profiles and 34% for optimized ones. 

These conclusions are closely linked to net metering programs implemented in this study. The 
electricity supplier could promote other incentives in parallel, such as payoffs to prosumers 
who optimize on-site electricity consumption. 

 

Figure 10: Left: Buy-back ratio as a function of pPV/pelec for three different total PV areas 
(20m², 35m² and 50m²) – Right: Optimal PV area expressed as a percentage of the annual 

load coverage vs buy-back ratio. 

5. CONCLUSIONS 

In this study, optimal management of the electricity demand of a typical US house equipped 
with a reversible heat pump, an electric water heater and PV panels has been investigated. The 
objective was to minimize the excess electricity production delivered to the grid by promoting 
on-site consumption through the use of different net metering tariffs.  
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Imposing a tariff lower than the retail tariff for the excess electricity generated proved to be a 
good incentive to promote load matching. Indeed, with 35 m² of PV panels on the west slope 
of the roof and for a price set to 25% of the retail price, the yearly percentage of demand directly 
covered by on-site generation and the percentage of PV production consumed directly in the 
house increased by 6% and 9%. It was also shown that the increase in load matching is not 
proportional to the diminution in the tariff for a given installed PV power. Despite the increase 
in cover factors, the overall electricity cost for the consumer increases with a lower buy-back 
tariff. However, for the same tariff enforced by the electricity supplier, optimizing the 
consumer’s load profile to match PV production brings about up to 10% additional cost saving 
compared to the cost without optimization, hence the interest in load-matching for both the 
consumer and the supplier. In terms of potential improvement in load matching, the choice of 
a flat tariff seems more suitable than a time-varying tariff. 

With regard to PV panel orientation, it was shown that despite a lower total annual electricity 
production, west facing PV panels present supply cover factors up to 11% higher than south-
facing ones and seem more suitable to promote load matching in the case of low inertia 
buildings with peak electricity demand in the evening. 

Finally, for larger PV areas, reducing buy-back tariffs has a less significant impact on load 
matching improvement, and increases dramatically the consumer’s pay-back time. For 50m² 
PV areas and non-optimized electricity load profiles, the pay-back time increases by up to 93% 
for pay-back ratios ranging from 1 to 0.25. Optimizing the load profile allows to reduce this 
increase by 19%. For 20m² PV area, the reduction in pay-back time reached up to 36%. Optimal 
percentage of installed load coverage were derived as a function of the buy-back ratio imposed. 

In future work, the buy-back tariff could be adjusted to reflect the level of grid congestion. 
Other financial incentives from the electricity supplier could be investigated, such as 
complimentary payoffs for prosumers optimizing their load profiles to reduce their impact on 
the grid. Different heating and cooling schedules, such as night set-back strategies as well as 
different on-site storage capacities (higher thermal inertia buildings, complimentary hot water 
storage for space heating, etc.) will be studied. Finally the impact of the occupant’s behavior 
will be introduced through stochastic load profiles for DHW draw-off events and appliances 
and lighting use. 
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NOMENCLATURE 

Symbols Subscripts 

C thermal capacity abs absorbed 

f fraction AC air-conditioning 

m control horizon amb ambient 

p prediction horizon or price avg average 

Q heat transfer capacity bt bottom 

R thermal resistance cons. consumption 

T temperature conv convective 

W electrical power D demand (consumption) 

X capacity or COP elec electricity 

  f floor 

  HP heat pump 

  m mass flow rate 

  p peak 

  rat rated 

  S supply 

  sol solar 

  sp set point 

  T temperature 

  tp top 

  trans transmitted 

  w wall 

  WH water heater 

  win window 

  Zon zone 
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1. ABSTRACT 

The energetic optimization of city districts offers great potential for primary energy saving and 
CO2-emission reduction. Until now the optimization has primarily focused on individual 
buildings or homogeneous building groups and therefore, neglects possible synergy effects 
within heterogeneous city zones. This paper presents a holistic approach for a city district 
modeling solution method. A city district database is designed and linked to a geographical 
information system (GIS). A database interface enables automated building model and user 
profile generation for a simulation environment, based on Modelica (for thermal energy 
systems) and NEPLAN (for electrical energy systems). The planning tool is verified with 
datasets from the Welheimer Mark, a mixed area within the city of Bottrop, Germany. The tool 
can support urban planning and energetic optimization of complex city districts.  

Keywords: City district, GIS, energy system modeling, Modelica, NEPLAN 

2. INTRODUCTION 

Around 40% of German final energy consumption is caused by the building sector (Amecke, 
2012). Additionally, more than 70% of the German population lives in cities 
(Bundesministerium für Wirtschaft und Energie, 2014). Therefore, the energetic optimization 
of city districts plays an important role for the German Energiewende. It offers great potential 
for primary energy saving and CO2-emission reduction. 

Until now the optimization has primarily focused on individual buildings or homogeneous 
building groups. Focusing on a single building simplifies the optimization process, due to the 
smaller analysis area and common technical and legislative constraints. One disadvantage of 
this approach is the neglect of positive synergy effects between heterogeneous building groups 
and mixed areas. Thus, it is important to tap energy saving potentials by shifting the focus to 
urban districts.  

City quarter optimization is challenging due to its complexity. It can consist of residential, 
commercial, and industrial buildings, and includes various types of thermal and electrical 
energy systems. First, there is a large data acquisition and management effort. Second, it 
complicates the generation of standardized schemata for the analysis and optimization of 
heterogeneous city structures. Even if suitable data and models are available, the simulation on 
city district scale can cause impracticable calculation time. Therefore, a trade-off between level 
of detail and simulation run time has to be found.  

The following paper describes a holistic approach for city district energy system modeling. An 
integrated planning tool is designed. It takes the interaction between buildings, energy systems, 
as well as thermal and electrical networks into account. A city district database builds the tool 
core. The database structure contains entities for residential, commercial, and industrial 
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buildings as well as centralized and decentralized energy systems. It is linked to a geographic 
information system (GIS) to combine location and data of buildings and energy systems.  

In addition, an interface between the GIS database and tools for the automated generation of 
physical building models and user profiles is designed. It provides a multi-physics simulation 
environment with required data. The environment consists of the object oriented programming 
language Modelica and the tool NEPLAN. Modelica enables building and thermal energy 
system simulation, while NEPLAN is used to investigate the electric grid behavior via static 
electrical load flow calculations. A co-simulation approach for the analysis of interaction 
between thermal and electrical components on urban scale is chosen (Molitor et al., 2012). 

The method for residential electrical load profile generation is verified with datasets of the 
reference city district Welheimer Mark, a mixed area within the city of Bottrop, Germany. First, 
generated 24 hour profiles are compared with the German standardized load profile (SLP). 
Second, the calculated annual energy demand is compared with measurement data. A sufficient 
fit between calculated and measured electrical load profiles and annual demands is shown. 
Finally, options for further development of the planning tool are discussed.  

3. TOOL SURVEY 

There is a huge variation of tools for the analysis of city district energy systems, often linked 
to GIS software. According to the Environmental System Research Institute, GIS is "an 
organized collection of computer hardware, software, geographic data, and personnel designed 
to efficiently capture, store, update, manipulate, analyze, and display all forms of 
geographically referenced information." (Environmental System Research Institute, 1990). In 
combination with city district tools, additional information, such as construction or energy 
demand data, is often added to the spatial information of GIS. The combination enables energy 
system analysis within GIS. Mohammadi et al. distinguishes energy system tools into the 
classes supply, demand, and integrated models as well as top-down and bottom-up tools 
(Mohammadi, Vries, & Schaefer, 2013). The same classification is used for the tool survey in 
this paper. 

On the energy supply side, Tiba et al. developed a GIS-integrated planning tool for renewable 
energy, especially solar systems (Tiba et al., 2010). It supports planers with the identification 
of optimal photovoltaic placement and dimensioning in rural areas. Vettorato et al. used a 
spatial approach to analyze the fit between renewable energy supply potentials and energy 
demand of cities (Vettorato, Geneletti, & Zambelli, 2011). They considered solar irradiation, 
ground-source heat, biomass and hydropower as renewable energy systems. The primary aim 
is the support of low carbon urban design. Kurka et al. worked on a GIS supported planning 
approach for bioenergy CHP systems (Kurka, Jefferies, & Blackwood, 2012). Their approach 
allows the identification of biomass supply areas and the estimation of transportation cost, as 
well as CO2 emissions. Strzalka et al. discussed the usage of GIS and CityGML systems for the 
integration of large scale photovoltaic systems within city districts (Strzalka, Alam, Duminil, 
Coors, & Eicker, 2012). Photovoltaic potentials are analyzed based on 3D building models with 
shadow effects especially taken into account.  

On the energy demand side, Mavrogianni et al. discussed a GIS-based bottom-up approach for 
identification of space heating demand in London (A. Mavrogianni, M. Davies, M. 
Kolokotroni, & I. Hamilton, 2009). The focus is put on the building architecture and heat island 
effect. Finney et al. (Finney et al., 2012) developed a concept for the estimation of thermal 
energy demand within cities, which allows heat map generation and supports the planning of 
district heating systems. Ascione et al. worked on a similar approach (Ascione, Canelli, De 
Masi, Rosa Francesca, Sasso, & Vanoli, 2013). Their software tool enables the calculation of 
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thermal, electrical, and cooling demands of urban areas within Italy. The outputs are urban 
energy maps. Nouvel et al. developed a 3D city model for urban planning, based on the 
CityGML standard (Nouvel, Schulte, Eicker, Pietruschka, & Coors, 2013). The model is used 
to estimate heating demands within two residential areas in Germany.  

Girardin et al. have chosen a holistic approach for their urban planning tool (Girardin, Marechal, 
Dubuis, Calame-Darbellay, & Favrat, 2010). They consider energy demand as well as smart 
usage of energy conversion systems. Robinson et al. developed a planning tool, which takes 
energy supply, demand, as well as user behavior under uncertainty into account (Robinson et 
al., 2007). An approach of Robinson et al. is the development of the software CitySim, a 
planning tool for urban settlements (Darren Robinson et al., 2009), which supports the analysis 
of building energy, water, and waste flows within city districts.  

Besides GIS tools, there are diverse developments in the field of Modelica libraries for building 
and city district simulation. Wetter developed a Modelica library for building energy and 
control systems, which supports design and analysis of innovative building structures and 
energy supply systems (Wetter, 2009). Schwan et al. presented a Modelica library, which 
enables the modeling of complex systems, including building structures, renewable energy as 
well as storage systems (Schwan, Unger, Lerche, & Kehrer, 2014). Low-order thermal building 
models can be found within the Modelica AixLib Library (RWTH-Aachen University, E.ON 
Energy Research Center, Institute for Energy Efficient Buildings and Indoor Climate, 2014). 
They support run time reduction for the simulation of multiple houses or whole city quarters. 

Recent developments are the SimStadt software (Hochschule für Technik Stuttgart, 2014) or 
the planning and optimization approach from Lauster et al. for university areas and district 
heating systems (Lauster, Fuchs, Teichmann, Streblow, & Mueller, 2013). SimStadt simulation 
software should enable the energetic analysis of whole regions and cities, while the approach 
of Lauster et al. aims at energetic optimization of complex energy systems via dynamic 
simulation.  

Most holistic approaches for city districts still focus on the thermal or electrical side of 
residential building types only. Especially non-residential buildings are often neglect, despite 
their potentials for primary energy saving. Therefore, the approach chosen by this paper aims 
at a thorough modeling concept for city districts, including residential and non-residential, as 
well as thermal and electrical systems. This concept should enable thermo-electrical, dynamic 
simulations and therefore, support analyses and developments in the field of energy and load 
management.  

4. INTEGRATED PLANNING TOOL 

4.1 Requirements 

The development of a city district planning tool is challenging due to the city district 
complexity. A city quarter can consist of diverse types of buildings, such as residential, 
commercial, and industrial structures, as well as all kinds of energy supply systems. 
Furthermore, the number of existing buildings and units within the district can be high. 
Therefore, the planning tool should consider all kind of building types and energy systems. To 
deal with a large number of buildings it should simplify the city district parameterization and 
modeling. For the analysis of future energy supply scenarios, dynamic simulations of thermal 
and electrical systems should be possible. Results can be used to identify optimized energy 
supply strategies. Finally, data management should be simplified. 

Therefore, the tool requirements are: 
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- Support of data management and analysis 
- Account for the majority of possible building types and energy systems. 
- Simplify city district modeling 
- Enable complex city district simulation and optimization 

To enable an easy data management and to consider diverse building types and energy supply 
systems, a city information model (CIM) is designed and implemented on a GIS database. An 
interface is programmed to automate the city district modeling based on the CIM structure. The 
models enable city district simulations within a simulation environment. Results can be saved 
back to the database. Furthermore, they can be analyzed within GIS. Figure  shows the tool 
workflow. 

 
Figure 1: Tool workflow 

4.2 City information model 

To generate a sufficient city information model for energetic purposes the complete energy 
flow, from generation and distribution to consumption, has to be taken into account. Therefore 
the models are divided into classes: 

- Energy generation / supply units 
- Distribution 
- Demand 

Considered energy supply systems are thermal units, such as boilers, heat pumps or solar 
thermal systems, electrical power units, such as photovoltaic systems, and thermo-electrical 
units, such as combined heating and power (CHP) or combined heating, cooling, and power 
(CCHP) systems. Energy distribution is realized via thermal networks, electrical grids, as well 
as thermal and electrical storage systems. 

The following classification is chosen for demand side: 

- Residential buildings 
- Industrial buildings 
- Small and medium sized enterprises (SME) / other non-residential buildings 

Residential buildings are chosen as one class because of their homogeneity. The division into 
industrial and (other) non-residential buildings is primarily based on the question of process 
energy usage.  

As an important factor on energy consumption, user behavior has to be taken into account. 
Therefore, the CIM scheme includes parameters for status quo of occupants and attendees, such 
as number of occupants per apartment, number of apartments per building or number of 
employees per office. In combination with user behavior profiles and statistics, for instance data 
of SIA norms (Schweizerischer Ingenieur- und Architektenverein) or occupancy profiles 
(Richardson, Thomson, Infield, & Clifford, 2010), user influence on energy demand can be 
estimated. 

To implement the CIM structure into a database two steps have to be taken: First, the CIM 
scheme has to be transformed into an entity-relationship (ER) structure. Second, necessary (or 
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preferable) datasets for city district modeling have to be defined. These datasets determine the 
entity parameters for the database.  

Every building or zone can either be residential, industrial, commercial, (other) non-residential, 
or an energy system, such as a central power plant or a decentralized CHP system. Building and 
zones can be connected to a thermal or electrical grid. Moreover, they can include thermal and 
electrical power generation units and storage systems. Figure 2 shows a simplified ER database 
concept for a city district. 

 
Figure 2: Simplified entity-relationship structure of city district 

Subsequently, the entity parameters have to be defined depending on required (and available) 
data for the city district modeling. Therefore, the next step is the development of a sufficient 
modeling approach. 

4.3 Modeling approach 

The city district classes for energy generation, distribution and demand have to be modeled for 
the simulation environment. A Modelica library for building and energy system simulation is 
used to model the thermal city district energy systems (Mueller & Hosseini Badakhshani, 2010). 
Moreover, NEPLAN is chosen for electrical grid modeling (BCP Busarello Cott Partner 
Erlenbach, 2014). 

4.3.1 Residential buildings 

A simplified housing model, according to the VDI 6007 (Verein deutscher Ingenieure (VDI), 
2007), is used to generate the residential building models. As shown by Lauster et al. (Lauster, 
Teichmann, Fuchs, Streblow, & Mueller, 2014) these low order models are suitable for 
simulations on urban scale. The simplified models consist of thermal resistances and capacities 
(R-C parameters), which depend on building physics and geometry parameters. Figure 3 shows 
the low order building model of the Modelica AixLib (RWTH-Aachen University, E.ON 
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Energy Research Center, Institute for Energy Efficient Buildings and Indoor Climate, 2014). It 
includes thermal capacity and resistance for inner and outer building wall. Furthermore, models 
for air capacity, air exchange and solar radiation are implemented. Thermal output of active 
occupants, lighting and machine usage is lead into the model via heat ports. Moreover, thermal 
energy systems, such as boilers or CHP units, can be connected to the building model to ensure 
thermal energy supply.  

 
Figure 3: Low order building envelope model of Modelica AixLib 

Due to the fact that precise data about building physics and geometry is hardly available for the 
majority of residential buildings, a method based on IWU datasets for representative residential 
buildings is chosen (Institut für Wohnen und Umwelt - IWU, 2005). Material parameters are 
derived from the building year, or the year of modernization. Similarly, geometry parameters, 
such as outer wall or window areas, can be converged with information about the building 
ground size, number of floors, and floor height. This method enables the modeling of physical, 
residential housing models.  

To consider thermal and electrical energy demands of residential buildings, user behavior and 
internal gains have to be taken into account. Therefore the number of apartments per buildings 
as well as the number of occupants per apartment has to be considered. Based on statistic values 
of DESTATIS, apartments and residents can be distributed over the number of residential 
buildings (Statistisches Bundesamt, 2011). Therefore, the total number of residential buildings 
and occupants has to be known or estimated. Local urban administrations can serve as sources 
for residential data. 

The Richardson tool is chosen for user profile generation (Richardson, Thomson, & Infield, 
2008). It is based on a survey of domestic user behavior and distribution of appliances, such as 
personal computers or refrigerators, within the UK. Transition probability matrices, which 
define the probability of attendance of an active person related to the prior time step, define the 
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basis for stochastic occupancy profile calculation. The number of occupants and appliances per 
apartment as well as the month of the reference year are input parameters. Occupancy profiles 
and electrical load profiles build the output. The combination of residential building models, 
appliance, lighting, and occupancy profiles enables thermal demand simulation.  

4.3.2 Non-residential buildings 

Because of their heterogeneity, the modeling process of non-residential buildings is complex 
and uncertain. Depending on the non-residential building type there is a huge variation of 
internal gains, appliances, user profiles, and building conditions. Furthermore, detailed data 
collections of industrial and commercial buildings require a lot of time and resources. 
Therefore, a simplified modeling approach is chosen for non-residential buildings. It 
distinguishes between buildings with process energy demand and those with exclusively 
heating demand. 

Based on statistics about specific energy demands of non-residential buildings (Fraunhofer 
Institut für System- und Innovationsforschung ISI, 2013) (Bundesministerium für Verkehr, Bau 
und Stadtentwicklung, 2009) thermal and electrical energy demand of non-residential buildings 
can be estimated depending on building type and net floor area. If energy consumption per 
street side or building block is available, the statistics can be used to distribute thermal and 
electrical energy consumption to single buildings on the street side. This leads to annual thermal 
and electrical energy demand per non-residential building.  

To account for energy demand dynamics, German standardized load profiles (SLP) are 
generated for every non-residential building. Thermal SLP are based on analyses of Hellwig 
(Hellwig, 2003). Input parameters are: 

- Thermal SLP type 
- Final energy demand (e.g. monthly or annually)  
- Weather data of building location 
- Process type (process oriented or heating oriented) 

Electric SLP are generated based on BDEW data (BDEW, 2014). Input parameters are: 

- Electrical SLP type 
- Final energy demand (e.g. monthly or annually)  

The modeling approach via energy distribution and SLP generation is not valid for buildings 
with a high share of process energy demand, such as industrial complexes. To account for 
industrial buildings, measured load profiles are a minimum requirement.  

4.3.3 Energy systems 

Thermal energy systems data within residential buildings are rarely available. Therefore, the 
design heat load of every residential building is calculated based on the DIN EN 12831 
(Deutsches Insitut für Normung e.V., 2008). The design heat loads support the selection of 
thermal energy supply systems for residential buildings. In combination with local statistics of 
combustible usage, often available at chimney sweeper organizations, the type of thermal 
energy system per building can be chosen.  

For non-residential buildings with exclusive heating demand, the SLP is used to define the 
design heat load of the thermal energy supply unit. For industrial areas knowledge about the 
share of process energy, space heating, and hot water demand is required. In this context, waste 
heat potentials can be of interest for energetic optimization. The final energy demand for 
processes provides orientation for possible waste heat, which could be used as a heat source. 
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Energy system capacities for industrial space heating and hot water demand are planned with 
non-process standardized load profiles. 

The Modelica building library provides models for thermal energy systems, such as boilers or 
CHP units, which can be parameterized for every city district building. Furthermore, external 
gains, like outdoor temperature or radiation, are taken into account via weather models. 
Simplified thermo-hydraulic elements of the Modelica library can be used to model district 
heating networks.  

The electrical grid is modeled within NEPLAN. Therefore, grid data of energy supply 
companies are required. If these datasets are not available, mapping and GIS programs can be 
used to estimate low and medium voltage grid connections and elements. Node positions and 
cable dimensions can be identified via GIS distance measurement tools. Moreover, mapping 
and GIS tools support the identification of photovoltaic or solar thermal systems within the city 
district. While solar thermal systems are provided by the Modelica library, photovoltaic profiles 
are generated based on an approach by Zhou et al. (Zhou, Yang, & Fang, 2007).  

4.4 GIS database 

The necessary parameters for the modeling approach are added to the city district entity-
relationship diagram. The resulting entity-relationship scheme is implemented on a PostgreSQL 
database server (PostgreSQL Global Development Group, 2014).  

 
Figure 4: GIS-database connection 

To simplify data management and analysis, the city district database is linked to a GIS tool. 
The non-commercial software QGIS is chosen for database connection (QGIS, 2014). Figure 4 
shows the connection concept. 

Within the database, general building information, such as year of construction or net floor area, 
is linked to the building location (longitude and latitude). This connection enables graphical 
output within the QGIS software. Furthermore, graphical database queries are possible. 
Moreover, an interface for data import and export is designed. Figure 5 shows a QGIS 
screenshot of a city district. 
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Figure 5: Screenshot of city district model within QGIS interface 

[Uses map of OpenStreetMap - Deutschland (Licence: CC-BY-SA 2.0)] 

4.5 Database interface 

A database interface is developed to support the user with the city district modeling process. 
Figure 6 demonstrates the tool chain. The GIS database forms the tool core. Data import is done 
with an import tool. It scans the entity-relationship-structure and compares entity-names and 
parameters with dataset parameters. Successive entities are filled with corresponding datasets.  

A residential building tool, based on the Richardson software, is supplied with residential data, 
such as number of residential building, apartments per building, and occupants per apartment. 
The appliance configuration per apartment is set based on appliance proportion numbers of the 
Richardson tool. It automatically generates occupancy and electrical load profiles for every 
residential building for a chosen reference year.  

A Python tool for building parameterization by Hillebrand et al. (Hillebrand, Arends, Streblow, 
Madlener, & Mueller, 2014) is implemented into the tool chain. It imports XML files with 
necessary data for residential building modeling, such as year of construction and net floor area. 
If no information about wall and window areas is given, the tool will generate typical building 
setups based on IWU statistics (Institut für Wohnen und Umwelt - IWU, 2005). The residential 
buildings are saved as thermal resistance and capacity models according to the VDI 6007. 
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Figure 6: Planning tool chain 

Depending on the data situation, small and medium sized enterprises and other non-residential, 
non-industrial buildings can be modeled via top-down or bottom-up approach. On one hand, if 
no energy consumption data are given, the energy demand per building structure can be 
estimated with information about building type and net floor area. On the other hand, if an 
energy balance for the building block is given, the energy consumption can be distributed on 
the existing buildings. Measurement values of single non-residential buildings can be added to 
both methods. The resulting annual thermal and electrical demands per building serve as input 
for the SLP generation. Depending on the thermal energy systems, the thermal net energy load 
is calculated.  

Industrial buildings are taken into account via registered load measurements (RLM). If no RLM 
profile is available, annual energy consumption data can serve as input for the SLP tools. Due 
to unconsidered process energy loads within the SLP tools this calculation is uncertain. 
Therefore industrial building analysis is recommended. 

4.6 Simulation environment  

Dymola is used as the modeling and simulation software for thermal energy system and building 
simulation (Dassault Systems, 2014) and operates with the Modelica language. A Modelica 
building library of the Institute for Energy Efficient Buildings and Indoor Climate (Mueller 
& Hosseini Badakhshani, 2010) is chosen for modeling and simulation of thermal energy 
systems and buildings. Additionally, electrical load flow calculations are performed with 
NEPLAN. To take the interaction between thermal and electrical systems into account, a co-
simulation approach of Molitor et al. has been chosen (Molitor et al., 2012). It connects the 
thermal building models of Modelica, electrical utilities and grid infrastructure of NEPLAN 
with a control system, based on MATLAB (Mathworks, 2014) or the Java Agent Development 
Framework (JADE) (Jade, 2007) for instance. Figure 7 shows the co-simulation concept.  
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Figure 7: Co-Simulation environment 

4.7 Method verification 

For first verification, electrical load profiles are generated and compared with energy 
consumption statistics from the city district Welheimer Mark as well as the German 
standardized load profiles (SLP). These comparisons demonstrate the modeling approach as 
sufficient for electrical loads within residential buildings. 

4.7.1 Reference city district 

Figure 8 shows an aerial view of Welheimer Mark. 

 

 
Figure 8: Aerial view of city district Welheimer Mark, Bottrop, Germany 

The Welheimer Mark is a city district within the city of Bottrop, Germany. It is a mixed area, 
consisting of residential, commercial and industrial buildings. Therefore Welheimer Mark is 
suitable for test and verification of the city district GIS database and modeling approach. 

In the context of the project “EnEff:Stadt – Bottrop, Welheimer Mark” energy consumption 
statistics of the city district are available for comparison. First, the toolbox is used to generate 
multiple 24 hour electrical demand profiles for comparison with German SLP. Second, annual 
demand profiles of all residential buildings within the residential area of Welheimer Mark are 
generated and compared with energy consumption statistics.  



P26, Page 12 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

4.7.2 Comparison with German standardized load profiles 

A Python Script is used to randomly generate 30000 apartments as input for electric load profile 
generation. The number of residents per apartment (between 1 and 5 persons) is set based on a 
normal distribution. In comparison to the original Richardson configuration all electrical 
heating devices, such as electrical showers or electrical space heating systems, are neglect. This 
has two major reasons: First of all, thermal devices are going to be modeled within Modelica, 
and secondly, the share of electrical heating devices or electrical showers is estimated to be low 
within Welheimer Mark. Furthermore, the lighting setup is kept constant for every apartment. 
The first lighting configuration of the Richardson tool is chosen as reference. The maximum 
lighting power per light bulb is limited to 50 Watt. The German SLP profile for a winter day is 
chosen as reference (Stadtwerke Unna, 2014).  

The toolbox is used to generate 24 hour profiles for every apartment. All 30.000 load curves 
are aggregated to one load profile and normalized to a daily electrical energy demand of 100 
kWh. Figure 9 shows the comparison between the aggregated Richardson profile and the 
German SLP for a winter day. 

 
Figure 9: Comparison between sum of Richardson profiles and German SLP 

On one hand, the aggregated Richardson curve shape is similar to the German SLP, while on 
the other hand, there are differences in the energy consumption distribution in the times before 
and after 3pm. In comparison to the German SLP, the modified profile generator emphasizes 
the energy demand in the evening hours as opposed to the morning hours. Different user 
behavior and working hours of the UK in comparison to Germany might lead to this 
discrepancy. However, the profile tool meets the requirements to generate realistic electrical 
loads for domestic buildings on city district scale, while the aggregate profile might not be 
representative for single buildings.  
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4.7.3 Comparison with electrical consumption data 

In the next step annual electrical load profiles are generated for every residential building within 
the Welheimer Mark residential zone. The parameters are: 

- 248 residential buildings 
- 459 apartments  
- 1143 residents 

The number of apartments per residential building is known. First, the planning tool is used to 
distribute the residents to every apartment within the city district. The number of occupants per 
apartment serves as input for the electrical load generation. Second, annual electric load profiles 
for every apartment are generated and summed up for every building. The constraints are 
identical with those set for the 24 hour profile generation in chapter 4.7.2. The resulting total 
annual energy demand is compared with energy consumption data of the residential zone. Due 
to confidentiality, the electric consumption is normalized to 1000 MWh.  

Table 1: Comparison between measured and calculated energy consumption 
  Measurement Calculation 

Electrical energy  1000 936 
demand / MWh   (-6,4%) 

The calculated energy demand is 6,4% smaller than the measured energy consumption. 
Uncertainties in user behavior and distribution of appliances can cause such differences. 
However, the results show that the approach for electrical load profile calculation leads to 
realistic energy consumption.  

5. DISCUSSION AND FUTURE WORK 

The presented planning tool enables a simplified modeling of complex city districts, especially 
for energetic systems. The GIS interface speeds up the modeling process for a high number of 
buildings within mixed areas. The GIS interface and linkage with the database supports the data 
management and analysis via graphic representation of the city district. Therefore, GIS usage 
can be advantageous for city district planning of diverse actors, such as local governments or 
energy consulting companies.  

The development of the integrated planning tool is going to be continued. There is potential for 
further development in the fields of: 

- Retrofit options (for physical building modeling) 
- Set up of typical German lighting and appliances configurations 
- Hot water profile generator (based on occupancy profiles) 
- Stochastic functions for SLP generation 
- Automated electrical and thermal grids modeling, based on city district database 
- Optimization on the levels of 

o Energy supply system distribution and dimensioning 
o Energy supply unit scheduling 

- Co-Simulation environment  

The analysis of the interaction between thermal and electrical energy systems is of notable 
interest. Thermal-electrical simulation can support the analysis of load and energy management 
strategies. Moreover, further verification and validation with Welheimer Mark data is going to 
be performed, especially for thermal simulation. This process will support the development and 
optimization of the planning tool. Furthermore, the tool chain is going to be used for energetic 
optimization of city districts, such as Welheimer Mark. 
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6. CONCLUSION 

This paper deals with a holistic approach for city district modeling. An integrated planning tool 
is explained, based on a city information model (CIM) for city district energy systems. It takes 
residential, commercial, and industrial buildings as well as thermal and electrical energy 
systems into account. The CIM is implemented on a PostgreSQL database and linked to a 
geographical information system (GIS). The combination of GIS and the city district database 
enables simplified data management and analysis. Visualization of the city district structure is 
especially helpful for city district planners. 

A database interface for automated profile generation and physical building modeling is 
designed. First, it takes residential buildings into account. Occupancy and electrical load 
profiles are generated with a Python code, based on the Richardson tool. Furthermore simplified 
physical housing models are generated as thermal resistance and capacity units, according to 
the VDI 6007. Second, industrial buildings are considered via registered load profiles and 
information about process energy demand. Third, commercial and other non-residential 
buildings are taken into account via standardized load profiles (SLP). Thermal energy system 
models are provided by a Modelica building library (Mueller & Hosseini Badakhshani, 2010). 
Electrical grid infrastructure is modeled with NEPLAN. A simulation platform of Molitor et a. 
is chosen for co-simulation (Molitor et al., 2012), which should enable thermal-electric 
simulation of city district energy systems.  

For method verification, generated electrical load profiles are compared with German SLP and 
measurement data of a reference city district, Welheimer Mark, within the city of Bottrop, 
Germany. Although the share between evening and morning energy consumption is higher for 
the generated profiles than for German SLP, there is a good match between the curve shapes of 
the generated profiles and SLP. Furthermore, the calculated annual energy demand lies at the 
same level as the measured annual energy consumption. Therefore, the electrical modeling 
approach for residential buildings on city district scale seems to be suitable.  
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1. ABSTRACT 

Modern Chillers are equipped with variable speed compressors, variable speed pumps and fans. 
Integrated in a smart grid, chillers are flexible components and in combination with storage 
tanks or the storage capacity of the building, there is a large opportunity for power management. 

For an energy efficient operation of the whole chiller system, the control system has to identify 
the optimal speed of compressor, pumps and fans. As compressor and condenser fans are the 
most important electrical consumer, an optimization strategy has to focus on them. 

Simplified physical models of the compressor (volumetric and isentropic efficiency as inputs), 
the evaporator and the condenser have been developed in the EES (Engineering Equation 
Solver) environment and integrated into a chiller model. All model parameters can easily be 
derived from manufacturers and design data. 

The optimization capabilities of EES are used to find the optimal curves of high energy 
efficiency (Pel,total,min = f (Qevap,rel, tc). This optimization is done for different chiller 
configuration (air/air; water/air; water/water) as well as for different compressor types (screw, 
piston), using the Golden Section search. 

The results can be generalized and the optimal curves will be implemented in the control and 
management system of chillers. An energy saving potential of up to 10 % is promised. 

In addition the optimized control can be used in a smart grid to minimize the energy demand in 
a certain time period, for e.g. when electrical power is rare and expensive. 

Keywords: Chiller, EES, Modeling; Optimal Control, Smart Grid 

2. INTRODUCTION 

The generation of cooling energy is one of the large-scale consumers of electricity in Germany, 
representing 14 % of the whole electricity demand (Deutscher Kälte- und Klimatechnischer 
Verein, 2002). The food industry is the biggest consumer, with an utilization of 67 % of this 
energy, followed by air conditioning systems for buildings (21,7 %) and the cooling energy 
used for industrial processes (9,1 %). Several studies predict rising energy consumption for air 
conditioning systems, in the next years, as a result of the increasing percentage of glazing in 
building facades (Schmidt-Pleschka et.al., 2006).  

Taking this development into account, manufacturers and plant operators aim to minimize the 
energy consumption of cooling units. 

Modern chillers are already highly efficient through the use of variable speed compressors, 
variable speed pumps and fans. However, the implementation of an optimal control strategy for 
the chiller system can increase the energy efficiency even further. 

 Predicting the power demand of energy systems would enable a Demand-Side-Management 
(DSM) in a smart grid. Cooling units are, especially in combination with cold storage tanks, a 
flexible consumer and could be used to switch loads during the day. Rising percentage of 
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fluctuating power generation from solar and wind power makes DSM even more important to 
balance the relation between power generation and consumption.  

In this paper, we show, how simulating the energy consumption of chillers leads to optimal 
control strategies and opens possibilities to use chillers more effectively in a DSM strategy. 

Background and scope 

The Energy Efficiency Ratio (EERc) describes the efficiency of cooling units regarding the 
generated cooling energy and the electrical power used by the compressor. The EERc is 
negatively correlated to the condensation temperature (tc). Therefore, a standard control strategy 
of a cooling unit always aims to keep tc at a defined low value (tc,min). In order to ensure a correct 
operation of the expansion valve, tc,min is often set between 35 to 40 °C. 

However, for an energetic evaluation of a cooling unit all energy consumers have to be 
considered, not only the compressor (Verband Deutscher Maschinen- und Anlagenbau, 2011). 
The standard situation changes when the power consumption of the condenser fans is taken into 
account. Especially in part load operation and at high ambient temperatures, the standard 
control strategy can lead to high fan speeds, even when not needed. In some cases, the power 
consumption of the condenser fans might even exceed the power consumption of the 
compressor (Roth, P., 2012). In this case, a reduction of the fan speed would improve the total 
EER-value (EERtotal) despite the higher tc. 

To test this hypothesis, a physical model of a cooling unit is modeled, using the EES (F-Chart 
Software, Madison, USA) capabilities. All components of a standard cooling unit are modeled 
by simplified physical equations. The models for the compressor, evaporator, condenser and 
the pumps are based on manufacturer data. This strategy enables us to model custom-built 
cooling units under various environmental and technical conditions. 

We performed two parametric studies to examine the behavior of a specific cooling unit in 
different operating conditions. 

The results of these simulations are used to derive polynomial functions describing the EERtotal 
and the electrical power consumption of the cooling unit under various cooling demands and 
ambient temperatures. These functions allow for the prediction of the operation status and will 
be used for load management in a smart grid. 

3. SIMULATION 

3.1  Technical Data of the simulated Chiller System 

The chiller configuration used in this research is based on a system, which is currently being 
planned by a company participating in the research project FOREnergy. The air-cooled water 
chiller (R134a) has a cooling capacity of 530 kW and a supply temperature of 18°C. The whole 
system is constructed with modern components and shows high values for the EER. 

Compressor 

A semi-hermetic screw compressor with integrated frequency inverter is used for the 
compression in the refrigeration cycle. It is optimized for water chiller systems and a highly 
flexible component due to the variable speed operation. A selection of the performance data at 
the design point of this chiller configuration is shown in Table 1. 

. 
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Table 1: Performance data of the screw compressor (CSVH26-200Y-40A) 
cooling capacity 547 kW 
Range 30% -100% 
electrical power consumption 133,9 kW 
EERc 3,96 
subcooling 5 K 
overheating 10 K 

Condenser 

For the condensation process a condenser with a rib tube heat exchanger is used. The condenser 
is equipped with nine fans powered by electronically commutated (EC) motors. The variable-
speed motors are highly efficient in full load as well as in part load operation. Selected 
performance data, taken from the data sheet provided by the manufacturer, is listed in Table 2.  

Table 2: Performance data of the condenser (GVD 090.1D/2x9-SL.E)  
condensation output 666 kW 
condensation temperature 50,8 °C 
air volume flow 173 070 m³/h 
ambient temperature 38 °C 
electrical power consumption 7,2 kW 
energy ratio at design point 92,5 

Evaporator 

A plate heat exchanger serves as an evaporator. It is optimized for the use of the refrigerant 
R134a. The evaporator is highly efficient in full and in part load operation.  

Table 3: Performance data of the evaporator (DS500x294) 
evaporation output 530 kW 
evaporation temperature 14 °C 
water mass flow 21,12 kg/s 
water supply temperature 18 °C 
water return temperature 24 °C 

3.2 Modeling 

The model of the chiller system is designed with the software environment EES. The following 
chapter gives a general overview of the model. Next, the data acquisition for the compressor, 
evaporator und condenser is described in detail.  

In the EES environment the user is enabled to design a graphical interface to use his code more 
easily.  Figure 10 shows the graphical interface of the chiller model. This interface allows to 
enter data and to check the results after a simulation process. Moreover EES supports different 
calculation options for the model. Therefore, it is possible to calculate a defined operating point 
of the system with designated compressor and fan speed as well as an optimization of selected 
variables. This allows, for example, to minimize the total power consumption of a cooling unit 
with Ptotal,min as a function of the compressor and fan speed.   



P27, Page 4 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

 
Figure 10: Overview of the graphical interface in EES 

Screw Compressor 

To model the compressor, polynomial equations for volumetric and isentropic efficiency are 
used. Those equations are based on DIN EN 12900, which regulates, the way manufacturers 
have to provide the performance characteristics of their products (Deutsches Institut für 
Normung e.V., 2013). DIN EN 12900 enforces the use of the evaporation and condensation 
temperature as inputs (Equation 1). The results of the functions are solely dependent on the 
used coefficients. Therefore a calculation of the power consumption, the refrigerant mass flow 
or the EER of the cooling unit is possible, by changing the coefficients provided by the 
manufacturer (see Appendix A2). The polynomial function is shown in Equation 1. 

2 2 3 2 2 3
1 2 o 3 c 4 o 5 o c 6 c 7 o 8 c o 9 o c 10 cy c c t c t c t c t t c t c t c t t c t t c t= + ⋅ + ⋅ + ⋅ + ⋅ ⋅ + ⋅ + ⋅ + ⋅ ⋅ + ⋅ ⋅ + ⋅  (1) 

with 

 y - result, depending on the used coefficients [-] 

 to - evaporation temperature [°C] 

 tc - condensation temperature [°C] 

ci - coefficients [-] 

In order to model the compressor, Equation 1 is converted to a pressure-dependent form, shown 
in Equation 2. On the basis of the manufacturer’s data for cooling power (oQ& ), electrical power 

consumption (Pel,compr) and refrigerant mass flow rate (refrm& ), the volumetric and the isentropic 

efficiency are calculated and expressed in this pressure dependent functions. These efficiencies 
do not depend on the size of the compressor and can be generally used. 

2 2 3 2 2 3
1 2 o 3 c 4 o 5 o c 6 c 7 o 8 c o 9 o c 10 cy c c p c p c p c p p c p c p c p p c p p c p= + ⋅ + ⋅ + ⋅ + ⋅ ⋅ + ⋅ + ⋅ + ⋅ ⋅ + ⋅ ⋅ + ⋅  (2) 

with 
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y         - volumetric / isentropic efficiency, depending on the used coefficients [-] 

 po - evaporation pressure [bar] 

 pc - condensation pressure [bar] 

ci - coefficients for volumetric / isentropic efficiency [-] 

The coefficients of the polynomial functions are calculated for various motor speeds (n). 
Unknown values for the volumetric of the isentropic efficiency are extrapolated. Additional 
inputs for the compressor model are the displaced volume (Vh), the thermal efficiency of the 
compressor (ηtherm) and the thermal efficiency of the motor (ηmot). The thermal efficiencies 
describe the heat losses of the compressor and the motor to the ambient. The volumetric 
efficiency (ηvol) describes the ratio between the effective volume flow to a theoretical volume 
flow based on the displaced volume and the compressor speed. The isentropic efficiency is the 
ratio between ideal and a non-ideal compression. 

Volumetric efficiency: 

= ⋅& &
eff h volV V η   (3) 

60= ⋅ ⋅&
h h comrV V n  (4) 

with 

 
.

effV  - effective refrigerant volume flow [m³/s] 
.

hV  - theoretical displaced volume flow [m³/s] 

 hV  - displaced volume [m³] 

comprn  - compressor speed [1/min] 

volη  - volumetric efficiency [-] 

Isentropic efficiency: 

3, 2

3, 2

isentr
isentr

polytr

h h

h h
η

−
=

−
 (5) 

with 
 isentrη   - isentropic efficiency [-] 

3,isentrh   - isentropic enthalpy after compression [J/kg] 

 
3, polytrh   - polytropic enthalpy after compression [J/kg] 

2h   - enthalpy at compressor input [J/kg] 

Power consumption: 

( )3, 2

,

isentr

el compr
isentr therm mot

h h
P

η η η
−

=
⋅ ⋅

 (6) 

with 
 

,el comprP  - power consumption of the compressor[W] 

isentrη   - isentropic efficiency [-] 

 thermη   - thermal efficiency compressor  [-] 

motη   - thermal efficiency motor [-] 
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Condenser 

The condenser model is built by the use of design data, which is provided in the data sheet. The 
heat transfer is calculated using the LMTD- method and counter flow operation. The heat 
transfer coefficient (UA) of a heat exchanger is strongly influenced by the flow rates of the 
fluids passing the device. The decrease or the increase of the heat transfer depends on the flow 
characteristics (laminar or turbulent) in the design point. To implement the influence of the flow 
rates on the heat transfer, a simplified exponential function is used (Equation 7). 

exp,UA exp,UAc,air c,refr
n n

c,operate c,design c,Vent c,refrUA UA Y Y= ⋅ ⋅  (7) 

with 

 UAc,operate - heat transfer coefficient at operating point [W/K] 

 UAc,design - heat transfer coefficient at design point [W/K] 

 Yc,Vent  - rel. air flow through the condenser [-] 

 Yc,refr  - rel. refrigerant mass flow [-] 

nexp,UAc,air - exponent for influence of air flow  [-] 

nexp,UAc,refr - exponent for influence of refrigerant mass flow [-] 

In this function the influence of the flow rates is described by the exponents nexp,UA,c,air and 
nexp,UA,c,refr and the variable Y, which describes the relative flow rate compared to the design 
conditions.  To evaluate these exponents, data from the manufacturer has been examined. The 
exact determination is shown in chapter 3.3. 

The electrical power consumption of the condenser fans is calculated with Equation 8. To take 
an operation under partial load into account, the exponent nexp,Vent describes the relation between 
fan speed and electrical power consumption. 

exp,Ventn
el,Vent el,Vent,o,design VentP P Y= ⋅  (8) 

with 

 Pel,Vent  - power consumption at operation point [W] 

 Pel,Vent,o,design -  power consumption at design point [W] 

 YVent  - rel. fan speed [-] 

nexp,Vent  - exponent for power consumption [-]  

Evaporator 

The modeling of the evaporator is very similar to the one of the condenser. Data provided by 
the manufacturer is used for the parameterization of the design point. As mentioned before, the 
flow rates of the passing fluids have a strong influence on the heat transfer rate of the heat 
exchanger. Therefore, an exponential equation is implemented in the evaporator model to 
address the influence of the mass flow on the UA-value. 

exp,UA ,o ,water exp,UA ,o,refrn n
o,operate o,design o,pump o,refrUA UA Y Y= ⋅ ⋅  (9) 

with 

 UAo  - heat transfer coefficient at operating point [W/K] 

 UAo,design - heat transfer coefficient at design point [W/K] 
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 Yo,pump  - rel. cold water mass flow [-] 

 Yo,refr  - rel. refrigerant mass flow [-] 

nexp,UA,o,water - exponent for influence of  pump speed [-] 

nexp,UA,o,refr - exponent for influence of refrigerant mass flow [-] 

To determine the values for the exponents nexp,UA,o,water and nexp,UA,o,refr the evaporation output 
at different flow rates has been examined by the use of software provided by the manufacturer. 
This examination is shown in chapter 3.3. 

The cold water is transported from the chiller to the energy consumers via water network and 
water pump. The electrical power consumption of the pump is calculated with Equation 10. 

exp,o ,pumpn
el,pump,o el,pump,o,design o,pumpP P Y= ⋅  (10) 

with 

Pel,pump,o  - power consumption pump (operation point) [W] 

Pel,pump,o,design   - power consumption pump (design point) [W] 

Yo,pump    - rel. cold water pump speed [-] 

exp,o ,pumpn   - exponent for power consumption [-] 

Using a speed variable pump requires the modeling of the partial load behavior of the pump. 
Therefore, the exponent nexp,o,pump, which describes the connection between pump speed and 
power consumption, is used. 

3.3 Data acquisition 

The parameterization of the model has to be done for the compressor, the condenser and the 
evaporator in a detailed way, based on manufacturer data. Other machine specific input 
parameters, like pressure or thermal losses of the pipe network are estimated. 

This chapter shows which data for the main components (compressor, condenser and 
evaporator) are necessary and how they have to be implemented in the simulation model. 

Screw Compressor 

DIN EN 12900 regulates how manufactures have to provide the performance data of their 
compressors. The performance data has to include at least cooling power and power 
consumption of the compressor at different tc and to. For speed-controlled compressors, the data 
has to be available for maximum, minimum and at least one additional compressor speed.  

In this example, a speed controlled screw compressor is used. Table 4 shows an abstract of the 
performance data as provided by the manufacturer. The data provided in Table 4 only show 
performance data under maximum compressor speed. 
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Table 4: Performance data for Bitzer CSVH26-200Y at n = 8000 1/min (selected values) 
tc [°C] to [°C] 10 5 0 -5 -10 

30 

Q [W] 631469 523089 429502 349284 281086 

P[kW] 101,3 97,8 94,2 90,2 85,9 

EER [-] 6,24 5,35 4,56 3,87 3,27 

refrm& [kg/s] 13251 11180 9356 7759 6372 

40 

Q [W] 571334 470972 384732 311193 249026 

P[kW] 121,9 116,5 111 105,6 100,4 

EER [-] 4,69 4,04 3,46 2,95 2,48 

refrm& [kg/s] 13125 11039 9208 7611 6228 

50 

Q [W] 508333 416836 338641 272361 216691 

P[kW] 146 138,3 131 124,3 118,6 

EER [-] 3,48 3,01 2,59 2,19 1,83 

refrm& [kg/s] 12943 10854 9025 7435 6065 

The data of Table 4 is used for determining the volumetric and the isentropic efficiencies. The 
coefficients (c1 to c10) of Equation 2 are determined by the use of multiple linear regressions. 
With a coefficient of determination around 0,99 the polynomial equations correspond well with 
the original data. The results for the coefficients are also listed in the Appendix. With the help 
of those two functions, it is possible to describe the performance of the compressor for the 
simulation model. 

Figure 11 and Figure 12 show the volumetric and the isentropic efficiency dependent on the 
evaporation and the condensation pressures at full rational speed of the compressor.  

 
Figure 11: Volumetric efficiency of a screw compressor 
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Figure 12: Isentropic efficiency of a screw compressor 

Condenser 

For the modeling of the condenser, condenser data, taken from the manufacturer, is 
implemented into the simulation model. Mainly data of the design point of the device is 
necessary, which could be taken from the manufacturer data sheet. For describing the part load 
behavior, Equation 7 is used. For determining the two exponents describing the influence on 
the heat transfer, further information is necessary. Table 5 shows the inputs for specifying the 
condenser in the simulation model. 

Table 5: Inputs for condenser model 
Input Variable Unit 

condensation output ,c designQ&  W 

air temperature , , ,a c in designt  °C 

evaporation temperature ,c designt  °C 

air flow , , ,a c In designV&  m³/h 

el. power consumption fan , , ,el vent c designP  W 

exponent for power consumption exp, ,P ventn  - 

fan speed , ,Vent c designn  1/min 

refrigerant mass flow , ,c refr designm&  kg/h 

relative humidity of air , , ,a c In designφ  - 

exponent for influence of fan 
speed exp, ,cUA airn  - 

exponent for influence of refr. 
mass flow exp, ,cUA refrn  - 

As mentioned before, the determination of the exponents nexp,UA,c,air and nexp,UA,c,refr  requires 
further information. In cooperation with the condenser manufacturer, performance data at 
different fluid mass flows through the condenser was examined. By using this data, the 
following values for the exponents are determined:  nexp,UA,c,air = 0,36; nexp,UA,c,refr  = 0,22 
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For an evaluation of the simplified equation, the resulting values are compared to the values 
given by the manufacturer. Table 6 shows the heat transfer rate (manufacturer data and results 
from Equation 7) at different operation conditions. 

Table 6: Comparison of heat transfer coefficient (UA) at part load operation of the condenser 

ambient 
temperature 

condensation 
temperature 

air flow 
mass flow 
refrigerant 

heat transfer 
coefficient 

(manufacturer) 

heat 
transfer 

coefficient 
Equation 7 

tamb [°C] tc [°C] ,a cV&  [m³/h] ,c refrm& [kg/h] UAc,manuf [W/K]  
UAc,operate 

[W/K]  
38 50,8 173070 12553 87224 87224 
38 50 173070 11665 85976 85885 
38 50 129803 9304 74773 73776 
38 50 86535 6636 61425 56305 
38 50 51921 4227 47501 44798 
38 40 173070 1926 50446 58246 
38 40 129803 1525 42860 49955 
30 50 173070 19161 94651 95584 
30 50 129803 15260 81367 82081 
30 50 86535 10843 65522 65927 
30 40 173070 9350 84408 81885 
30 40 129803 7480 73781 70385 
30 40 86535 5335 60497 56579 
20 50 173070 28024 99324 103749 
20 50 129803 22446 84984 89202 
20 50 86535 15995 68051 71691 
20 50 51921 10193 51310 54160 
20 40 173070 18208 94587 94538 
20 40 129803 14589 81431 81289 
20 40 86535 10436 66035 65386 
20 30 173070 9011 85784 81235 
20 30 129803 7235 74997 69882 

Table 6 shows that the data derived from the simplified equation differs by 4,2% in average to 
the actual values of the manufacturer. This deviation is probably resulting from additional 
temperature influences at the condenser that are not considered by Equation 7. 

Figure 4 shows a comparison of the heat transfer rates of the manufacturer and of data from the 
approximation polynomial. 

The figure shows the heat transfer coefficient as a function of the refrigerant mass flow rate at 
different fan rates. As expected the heat transfer rate deteriorates with decreasing flow rates on 
both sides. 
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-- manufacturer data    _ approximation polynomial 

Figure 13: Heat transfer coefficient of the condenser as a function of air and refrigerant flow 
rate (comparison of data from the manufacturer with the approximation polynomial) 

Evaporator 

For modeling the evaporator, design data, taken from the data sheet, has to be implemented in 
the simulation model. Like the condenser model, the evaporator model requires incorporation 
of further information about the partial load behavior of the device. In Table 7, the inputs to 
specify the evaporator model are shown. 

Table 7: Inputs for evaporator model 
Input Variable Unit 

evaporation output ,o designQ&  W 

water inlet temperature , , ,w o in designt  °C 

water outlet temperature , , ,w o out designt  °C 

evaporation temperature ,o designt  °C 

concentration of brine ,brine designconc  m³/h 

el. power consumption pump , , ,el pump o designP  W 

exponent for power 
consumption exp,pumpn  - 

pump speed , ,Pump o designn  1/min 

refrigerant mass flow , ,o refr designm&  kg/h 

exponent for influence of pump 
speed exp, ,oUA watern  - 

exponent for influence of refr. 
mass flow exp, ,oUA refrn  - 
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By using the design software of the manufacturer, data is collected for the determination of the 
exponents of Equation 9. The collected data leads to the following values for the exponents:  
nexp,UA,o,water = 0,36; nexp,UA,o,refr  = 0,64. Table 8 shows the results of the data evaluation and 
compares the simplified heat transfer rates to the manufacturer data. 

Table 8: Comparison of heat transfer coefficent at part load operation of the evaporator 

eva-
poration 
output 

cold water 
temperature 

evaporation 
temperature 

mass 
flow 
cold 
water 

mass flow 
refrigerant 

heat transfer 
coefficient 

(manufacturer) 

heat transfer 
coefficient 
(simplified) 

oQ&  [kW] tw,o,out [°C] to [°C] ,o waterm&  

[kg/h] 
,o refrm& [kg/h] UAo,manuf [W/K]  

UAo,operate 
[W/K]  

530 18 14 76032 13003 75714 75714 
500 18 14 71748 12262 71429 71430 
450 18 14 64548 11038 64286 64275 
400 18 14 57384 9814 57143 57143 
350 18 14 50220 8582 50000 49994 
300 18 14 43056 7358 42857 42862 
250 18 14 35870 6132 35714 35712 
200 18 14 28696 4906 28571 28570 
150 18 14 21521 3679 21429 21425 
100 18 14 14350 2453 14286 14285 

The mean deviation for the observed operation points shown in Table 8 there is less than 1 %. 

4. DISCUSSION AND RESULT ANALYSIS 

With the simulation model obtained in chapter 3, the initially described hypotheses should now 
be proved. Hence, two parametric studies are performed using the temperature-controlled and 
the energy-optimized control strategy. The results of those studies are shown in the following 
chapter. 

4.1 Comparison of temperature-controlled and energy-optimized strategy 

Temperature-controlled strategy 

To control the heat dissipation at the condenser, the temperature-controlled strategy is a 
commonly used method. This strategy aims to keep the condensation temperature at tc,min, 
depending on the range of performance of the expansion valve. 

In this control strategy, a condensation temperature above tc,min represents high fan speeds. The 
speed is not reduced until the temperature reaches the fixed value at which the operation of the 
expansion valve is endangered. The disadvantage of this control strategy is that high fan speeds 
and a high power consumption of the fans also occur in part load operation. Sometimes, the 
power consumption of the fans even exceeds the power consumption of the compressor. This 
leads to a lower EERtotal of the chiller system and is increased by using condenser fans with low 
energy efficiencies. 

Energy-optimized strategy 

The energy-optimized strategy does not have a fixed temperature value as a set point. The target 
of this strategy is to minimize the energy consumption of the chiller system by reducing the 
speed of the condenser fans. The effect of higher tc is also an higher pc in the condenser. This 
leads to a decreasing EERc and a higher compressor power to guarantee the same cooling 
capacity. However, it is possible that the reduction of the fan speed saves more energy than the 



P27, Page 13 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

rising compressor power costs, which leads to a higher EERtotal. This effect is most pronounced 
in part load conditions. Initial calculations show, that an energy saving potential of up to 10% 
is possible. 

Comparison of the control strategies 

To compare the two control strategies, various inputs of the simulation model have been tested. 
For the ambient temperature, values between -15°C and 38°C have been chosen. The cooling 
demand has been varied in a range from 30% to 100%. 

The minimal condensation temperature was set to 35°C to ensure a correct operation of the 
expansion valve. Table 9 shows the results of the two parametric studies for an ambient 
temperature of 38 °C. 

Table 9: Differences between temperature-controlled and energy-optimized strategy at 38°C 

,o relQ&  

[%] 

YVent,opt 

[%] 

YVent,temp 

[%] 
Ycompr,opt 

[%] 
Ycompr,temp 

[%] 
EERtotal,opt 

[-] 
EERtotal,temp 

[-] 
tc,opt 
[°C] 

tc,temp 
[°C] 

100 100 100 98,1 98,1 3,67 3,67 51,2 51,2 
90 100 100 86,6 86,6 3,91 3,91 49,9 49,9 
80 100 100 75,4 75,4 4,16 4,16 48,6 48,6 
70 95 100 64,9 64,7 4,41 4,41 47,6 47,3 
60 87 100 54,7 54,3 4,71 4,67 46,8 46,0 
50 78 100 45,0 44,5 4,99 4,87 46,0 44,8 
40 69 100 35,7 35,1 5,29 4,99 45,1 43,5 
30 59 100 26,1 25,6 5,69 5,05 44 42,2 

Table 9 shows, that the energy-optimized strategy leads to lower fan speeds (YVent,opt) and to a 
higher tc. This results in higher condensation pressure and higher compressor power. A 
comparison the EERtotal of the cooling unit (EERtotal,opt, EERtotal,temp) demonstrates, that in some 
operation modes, the energy-optimized strategy leads to higher efficiencies of the cooling 
process. This is also obvious in Figure 14. 

 
Figure 14: Energy Efficiency Ratio (EER) of cooling unit at different control strategies 

Figure 14 shows the EERtotal as a function of the cooling demand and the ambient temperature. 
In full load operation, there is no difference between the control strategies. In part load 

temperature-

controlled strategy

energy-optimised

strategy



P27, Page 14 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

operation and especially at high temperatures, the energy-optimized strategy leads to a higher 
EERtotal. The reason is that, at full load operation, the influence of the condenser fans on the 
total energy consumption is getting lower. Moreover, it is important to raise the efficiency of 
the compression as high as possible in this operation status. 

This effect can also be seen in Figure 15, which shows the power consumption of the chiller 
system as a function of cooling demand and ambient temperature.  

 
Figure 15: Power consumption of cooling unit at different control strategies 

At a cooling demand of 30% and an ambient temperature of 38°C an energy saving of 4 kW is 
attainable. In this operation status, that represents an energy saving of 10%, compared to the 
temperature-controlled strategy. As mentioned before, the saving potential of this strategy is 
increasing with a decrease in the efficiency of the condenser fans. The relative differences in 
the power consumption of the two control strategies are compared in Figure 16. 

 
Figure 16: Relative differences in power consumption between the control strategies 

energy-optimised

strategy

temperature-

controlled strategy
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To further understand where the differences concerning the power consumption originate from, 
the operation of the compressor and the condenser fans is detailed in the following figures. 

 
Figure 17: Compressor speed at different control strategies 

Figure 17 shows the compressor speed for the two control strategies as a function of the cooling 
demand and the ambient temperature. It becomes obvious, that the difference between the two 
strategies is slim. The values from the calculation in Table 9 show that the energy-optimization 
leads to an increase in the compressor speed, but the difference is under 1%. 

A more distinct comparison between the strategies is shown by the fan speed in Figure 18. 

 

 
Figure 18: Fan speed at different control strategies 

In this figure the difference between the two strategies is apparent. Instead of keeping the fan 
speed at high values to reach a low condensation temperature, the energy-optimized strategy 
reduces the fan speed at high temperatures and in part load operation. The low power 
consumption of the fans leads to the higher EERtotal.  

temperature-

controlled strategy

energy-optimised

strategy

energy-optimised

strategy

Temperature-
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4.2 Implementation of the energy-optimized strategy in a chiller control 

To implement the energy-optimized control strategy in a chiller system, different options are 
available. One possibility is that the data collected in the parametric study are implemented into 
the chiller control system by a tabular from. A further approach is to produce a polynomial 
function based on the collected data, which is used by the chiller control to find the optimal 
compressor and condenser speed. The second method will be addressed in this chapter. 

Compressor 

In order to implement the results of this study in a real chiller control system, they must be 
described in a simplified way. An approach is to build polynomial equations delivering the 
aimed result. Based on the data obtained in the parametric study, two equations are derived, one 
for the compressor and one for the fan speed. Therefore also the method of the multiple linear 
regressions is used. The equations in accordance with DIN EN 12900, thereby uses two 
parameters, the ambient temperature and the cooling capacity. 

2 2 3 2 2 3
1 2 3 , , 4 5 , , 6 , , 7 8 , , 9 , , 10 , ,rel a c in rel rel a c in a c in rel a c in rel rel a c in a ciny c c Q c t c Q c Q t c t c Q c t Q c Q t c t= + ⋅ + ⋅ + ⋅ + ⋅ ⋅ + ⋅ + ⋅ + ⋅ ⋅ + ⋅ ⋅ + ⋅& & & & & &  (11) 

with 

y - compressor speed, fan speed [%] 

relQ&  - rel. cooling capacity [%] 

ta,c,in - ambient temperature [°C] 

ci - coefficients for compressor or fan speed[-] 

In the later application relQ&  and ta,c,in are inputs that are depended on the load and  the 

environment of the chiller. The relative cooling capacity can be determined from the cold water 
mass flow and the temperature difference between supply and return temperature. The ambient 
temperature is measured by a temperature sensor at the position of the condenser. 

For the compressor speed, the corresponding coefficients are shown in Table 10. 

Table 10: Coefficients of the polynomial function for calculating the compressor speed (R² = 
0,99) 

coefficient value 
c1 -0,702225 
c2 0,871027 
c3 0,071444 
c4 -0,001121 
c5 -0,003607 
c6 -0,010256 
c7 0,000009 
c8 0,000024 
c9 0,000126 
c10 0,000214 

This function correlates well with the results of the parametric study. Thus, it is possible to use 
the polynomial function for the control system of the chiller. 

The same procedure was tested for the fan speed, but because of the sharp kink it is not possible 
to describe the behavior of the fan speed with a single polynomial function. The kink is evident 
in Figure 18. The result of the polynomial function shows big deviations from the values of the 
parametric study and would not implement the control strategy in a satisfying way. 
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A possible alternative would be to produce two polynomial functions and implement a 
differentiation across the input range.  

4.3 Implementation of the chiller system into a smart grid 

Another possibility for using the data from the parametric studies is to produce polynomial 
functions that describe the behavior of the chiller system in different operation status. This 
polynomial function could be used for load prediction and can be integrated into a power 
management system. By predicting the power consumption of the cooling unit there is a 
potential for an optimized storage tank strategy, which aims to reduce load peaks by using load 
shifting. 

For the regarded chiller system, the coefficients of Equation 11 have been determined for the 
power consumption and the EERtotal as shown in Table 11.  

Table 11: Coefficients of the polynomial function of the power consumption and the EER 

coefficient 
power consumption  

(R² = 0,99) 
EER 

(R² = 0,99) 
c1 7,388093 8,441823 
c2 0,490889 - 0,002472 
c3 0,288911 0,0334458 
c4 0,002757 - 0,000357 
c5 - 0,014897 - 0,000536 
c6 - 0,043809 - 0,000214 
c7 0,000007 0,000002 
c8 0,000104 0,000003 
c9 0,000601 - 0,000001 
c10 0,000861 - 0,000062 

5. CONCLUSION 

In conclusion, the model described here enables the simulation of different chiller designs by 
using data provided by the manufacturer for the main components of the chiller system 
(compressor, condenser, evaporator). With this model it becomes possible to change single 
components of the system and perform an energetic evaluation for distinct chiller designs with 
only a few inputs. 

Moreover, this simulation model provides opportunities for testing new control strategies for 
chiller systems and to evaluate the strategies under certain aspects. These studies allow for 
derivation of polynomial functions that can be used for an optimal chiller strategy of a load 
prediction in a Demand-Side-Management. 

The examined energy-optimized strategy offers a potential for an energy saving of up to 10%, 
compared to a temperature-controlled strategy. The saving potential depends on the efficiency 
of the single components and increases by using inefficient condenser fans. A requirement for 
the control strategy is that the compressor and the condenser fans are equipped with speed-
controlled drives. 

The next step in this research is the implementation of the proposed control strategy in a real 
chiller in order to test the hypotheses of this paper, as well as to optimize the model and the 
polynomial functions in an iterative process. 
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Residential buildings with heat pumps, a verified bottom-up 
model for demand side management studies 
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1. ABSTRACT 

The increasing use of intermittent renewable energy sources has reawakened the interest for 
demand side management, among which thermostatically controlled loads are a much 
mentioned option. One of these load types are residential buildings equipped with heat pumps, 
which can shift electricity consumption in time without compromising indoor thermal comfort. 
A pre- requisite for the widespread application of this technology is a thorough understanding 
of its potential for demand side management. This type of studies needs models which on the 
one hand are computationally efficient enough to be scaled up to a country’s building stock but 
on the other hand are still a correct system representation. These issues are tackled by consider- 
ing multiple levels of detail in reduced order models and verifying these models to a detailed 
simulation model. A second step is the aggregation of buildings with different occupant 
behavior. The aggregation’s performance is assessed by comparing the response to various 
electricity price profiles. Results show that the proposed aggregated model is sufficiently 
accurate in representating the considered buildings. The methodology presented in this paper 
can also be applied to other building types, resulting in an aggregated and verified model of a 
country’s building stock for demand side management studies. 

Keywords: residential building, heat pump, demand side management, linear model, reduced 
order model, aggregated model 

2. INTRODUCTION 

Demand side management (DSM) is the altering of consumer’s electricity demand in order to 
obtain a more desirable load shape for utilities (Gellings, 1985). Strbac (2008) states that such 
shifting of electricity demand can have numerous benefits such as reducing the need for back- 
up power plants, grid investments and so on. He identified two main drivers for an increasing 
potential of DSM, being the increase in renewable energy sources and the improvement of 
information and communication technologies. Heat pumps are often regarded as a promising 
technology for DSM, for example to increase voltage security (Wang et al., 2012) or to increase 
the usage of wind energy (Hedegaard, Mathiesen, Lund, & Heiselberg, 2012). One of the factors 
hampering its widespread application is a lack of understanding of the potential benefits (Strbac, 
2008) which requires appropriate models to enable estimating the potential. This paper aims at 
presenting a model which can be used to study the flexibility potential of residential buildings 
equipped with heat pumps. This can be done by means of co-optimization of the presented 
model and state of the art electricity generation park models. Bruninx, Patteeuw, Delarue, 
Helsen, and D’haeseleer (2013) showed the added value of this co-optimization, as it can be 
used to assess the potential of applying DSM. The electricity generation park model is a mixed 
integer linear optimization problem, which sets requirements for the building and heating 
system model structure (see section 3.2.1 and section 3.2.2). 

Studies on the DSM potential of buildings equipped with heat pumps tend to focus on either 
the buildings energy demand or on the electricity generation park. The former studies focus on 
one building or a limited cluster of buildings, using existing building performance simulation 
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tools (e.g. Kelly, Tuohy, and Hawkes (2013); Henze, Felsmann, and Knabe (2004)) or 
experiments (e.g. Kok et al. (2012)). The disadvantage of these studies is that the electricity 
generation system is simplified to a fixed electricity price profile, sometimes leading to 
spectacular cost savings, going up to 57% (Henze et al., 2004). This potential benefit might 
diminish when the market penetration of these flexible systems increases (Bruninx et al., 2013). 

An increasing number of DSM potential studies models both electricity generation park and 
buildings simultaneously. Typically, these studies start from an electricity generation park 
model (Eq. (1)-(3)) in which the operational cost �gk µ� of generating electricity d]h� is 
minimized over a certain time period, with E being the time step. The flexibility in electricity 
demand offered by the buildings with heat pumps, is modelled as follows. The heat pumps 
cause an additional electricity demand ����,�µ� which is limited by a linear state space model 
(Eq. (4)) of building and hot water tank temperatures �� , comfort constraints (Eq. (5)) and 
power constraints (Eq. (6)). The overall model is hence the following optimization problem: 

minimize�	
FYFUV,ì²ì,NF - �gk µ�� (d]h�) (1) 

subjected to ∀E: �ghµ��d]h�� = 0 (2) 

 ∀E:d]h� = �]Z�h�� + ����,�µ� (3) 

 ∀E:����,�µ� = kk(��) (4) 

 ∀E: �gZ�gO ���� ≥ 0 (5) 

 ∀E:Eg�]O�����,�µ�� ≥ 0 (6) 

in which equation (3) makes sure that at each time step, the total electricity generation d]h�   
covers the traditional electricity demand demandj and the additional electricity demand ����,�µ�. 
These studies tend to oversimplify the building: a heat pump is often considered to have a 
constant coefficient of performance (COP) while solar heat gains and thermal energy storage 
in the building structure are often neglected. Regarding the COP, only two studies could be 
found that have a more complicated representation of the COP, namely by considering the COP 
either linearly (Good, Navarro-espinosa, Mancarella, & Karangelos, 2013) or non-linearly 
(Wang et al., 2012) dependent on ambient air temperature. Solar heat gains are sometimes 
indirectly included by considering these as part of the model’s white noise (Callaway, 2009; 
Kamgarpour et al., 2013). In order to shift a heat pump’s electricity demand in time without 
compromising the users’ comfort, some thermal energy storage must be present in the system.  
This can be either in storage tanks (active thermal storage) or in the building structure itself 
(passive thermal storage). Some authors focussing on active thermal energy storage in domestic 
hot water tanks (Barton et al., 2013; Kondoh, Lu, Member, & Hammerstrom, 2011) or high 
capacity space heating systems (Long, Xu, & He, 2011; Meibom et al., 2007) consider buildings 
as providers of a fixed thermal energy demand profile, hereby neglecting the energy storage 
potential of the building structure. 

In order to determine the DSM potential of passive energy storage, the building structure is in 
some cases represented by two (Pedersen, Andersen, Nielsen, Stæ rmose, & Pedersen, 2011; 
Wang et al., 2012) or three thermal capacities (Hedegaard & Balyk, 2013). In general though, 
only one thermal capacity is considered (Good et al., 2013; Hedegaard et al., 2012; Muratori, 
Roberts, Sioshansi, Marano, & Rizzoni, 2013). Modelling the building structure as one thermal 
capacity allows statistical aggregation techniques in order to study the DSM potential of large  
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Figure 1: The aim of the paper is to develop an aggregated model which is derived from a 

detailed building simulation (emulator) model. Section 4.1 compares multiple reduced order 
models to this emulator model. In section 4.2 the aggregated model is compared to a large set 

of these reduced order models. 

sets of buildings (Malhame, 1985; Kamgarpour et al., 2013; Callaway, 2009). Another 
advantage is that the model becomes similar to that of other thermostatically controlled loads, 
such as fridges and freezers, allowing similar modelling techniques (Lu & Vanouni, 2013; 
Mathieu, Dyson, & Callaway, 2012). One could argue which level of detail is needed to 
describe the transient behaviour of a building. This is discussed in section 3.2.1. 

The aim of this paper is to present a set of equations in the form of Eq. (4)-(6) that accurately 
represents the DSM potential of thousands of buildings equipped with heat pumps. In order to 
achieve feasible computation times, an aggregated, reduced order model of these buildings is 
required. This paper presents three levels of modelling detail and a procedure to verify the top- 
level aggregated, reduced order model (see figure 1). The highest level of detail can be found 
in the building performance simulation model, which acts as the emulator model. From this, a 
reduced order model (ROM) is deducted. A second level of simplification aggregates multiple 
of these ROMs, based on their occupants behaviour. The results section shows the comparison 
between the different levels of details, linking the performance of the most detailed model to 
the top-level aggregated ROM model. The discussion section elaborates on this comparison, to 
support the conclusions in the conclusion section. 

3. METHODOLOGY 

This section describes three levels of modelling detail (Figure 1). The first model (section 3.1) 
is a fully physical model which acts as an emulator model. From this, multiple reduced order 
models are deduced (section 3.2). The final level of simplification is the aggregation of multiple 
buildings by a mathematical operation on the comfort bounds (section 3.3). 

3.1 Emulator model 

A detailed emulator model of the building is developed using the IDEAS library in Modelica, 
described by Baetens et al. (2012). This modelling environment has been verified and validated 
using the BESTEST methodology (Judkoff & Neymark, 1995). The parameters for the sin- gle 
zone building are taken from Reynders, Diriken, and Saelens (2014), who interpreted the 
parameters of a typical post 2005 built Belgian dwelling as described in the TABULA project 
(Cyx, Renders, Van Holm, & Verbeke, 2011). The building has a floor surface of 270 m2 and 
…. 
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Figure 2: Hydraulic scheme of the heating system, based on De Coninck et al. (2014). A 

modulating air coupled heat pump supplies heat for domestic hot water (DHW) via a storage 
tank and space heating (SH) via a radiator. 

a protected volume of 741 m3.  The combination of infiltration and ventilation cause 1.5 air 
changes per hour. The exterior walls, roof and windows have a U-value of 0.4 Ó<��, 0.5 Ó<��        

and 1.4 Ó<�� respectively. In each cardinal direction, the building has an average of about 10 m2 

window surface, resulting in a percentage glazing of 22%. The Belgian climate is considered, 
based on the measurements in Uccle and distributed by Meteonorm (METEONORM Version 
6.1 Edition 2009, 2009). 

The heating system is also modelled using the IDEAS library. It consists of a modulating air 
coupled heat pump supplying both warm water to a radiator for space heating (SH) and a 
domestic hot water (DHW) tank(Figure 2). All components are based on physical equations, 
while the parameters for these components are determined from either manufacturer data or 
empirical correlations. A full description of the heat pump model, along with a validation of the 
domestic hot water tank model is described by De Coninck, Baetens, Saelens, Woyte, and 
Helsen (2014). The model for the radiator is described by Baetens et al. (2012). The heat pump 
and radiator are sized to meet 80% of the design heat demand of 8900W , in accordance with 
the code of good practice in Belgium (“Code van goede praktijk voor de toepassing van 
warmtepompsystemen in de woningbouw”, 2004). 

Table 1: Multiple buildings are considered having a different number of occupants with each 
their own DHW tank for supplying domestic hot water. 

Household size [Persons] 1 2 3 4 5 6 
Number of households (25 case) 8 8 4 3 1 1 
Number of households (100 case) 32 32 16 12 4 4 
Daily DHW demand at 50°C [liter]  62.5 125 162 200 237 300 
DHW tank size [liter] 120 160 160 200 300 300 
DHW tank UA [W/K] 0.117 0.098 0.098 0.085 0.085 0.077 

Since the model is aimed to be scaled up in order to represent thousands of buildings, also 
various numbers of occupants per house are considered. To this aim, 25 buildings are 
considered, each having the same building structure, but with different number of occupants 
and different occupant behaviour (Table 1). For the aggregation method, the aggregated model 
was compared to 100 ROMs, each having again the same building model but different occupant  
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behaviour. The household size determines the daily DHW demand, which is based on Peuser, 
Remmers, and Schnauss (2010). This daily demand determines the size of the DHW tank. The 
parameters of the tanks are based on the Vitocell 100-W gamma of Viessmann. 

3.2 Reduced order model 

The reduced order model describes the dynamic behaviour of both building and heating system 
with fewer equations and detail than the emulator model. This ROM is the set of linear 
equations (4)-(6) that still describes the flexibility in electricity use provided by the presented 
system. In order to obtain profiles of how the ROM performs with respect to the emulator model 
(figure 5), the optimization problem (Eq. (1)-(6)) is reduced to 

minimize�	
FYFUV,ì²ì,NF - �gk µ�� (����,�µ�) (7) 

subjected to ∀E:����,�µ� = kk(��) (8) 

 ∀E: �gZ�gO ���� ≥ 0 (9) 

 ∀E:Eg�]O�����,�µ�� ≥ 0 (10) 

in which �gk � is the electricity cost at time step E (Figure 8(a)). Thus given a specific electricity 
price profile, the optimization gives a resulting electricity consumption and temperatures, which 
can be compared to the emulator model. 

A linear model of the building was already developed by Reynders et al. (2014) and is described 
shortly in section 3.2.1. This paper mainly focuses on the reduced order model of the heating 
system. Table 2 summarizes various aspects of the heating systems that can be modelled in 
different ways. Section 3.2.2 describes in detail the multiple representations for the heat pump. 
Section 3.2.3 focuses on the DHW tank and finally section 3.2.4 describes the radiator model. 

Table 2: Component model description for the emulator model. Per component two options 
for the reduced order model (ROM) are considered. Tamb is the ambient air temperature. Php 

is the electrical power used by the heat pump. 
Component Emulator model ROM option 1 ROM option 2 

Heat pump 
COP 

Interpolation of 
manufacturer  data 

Constant COP, 
average from correlation 

COP from correlation, 
function of Tamb 

Heat pump 
modulation 

Interpolation of 
manufacturer  data 

mixed integer formulation 
(Eq.12-15) 

linear in P hp (Eq.16-19) 
+ post processing 

DHW storage 
tank 

multiple layers 
with energy balance 
equation 

fully mixed with mixed 
integer constraint (Eq.22-23) 

fully mixed with 
linear constraint (Eq.24-29) 

Radiator radiator formula 
and one thermal 
capacity 

no radiator model linearised heat transfer 
and one thermal capacity 
(Eq.30) 

3.2.1 Building model 

Reynders et al. (2014) deducted a linear model with five states (Figure 3(a)) by performing 
system identification on the emulator model described in section 3.1. These five states are the 
indoor operative temperature Tair and the temperature of inner walls Twi, roof Troof , floor Tf and  
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(a) Linear building model. (b) Comparison of indoor temperature for linear (Grey-box) 
and detailed physical (White-box) model 

Figure 3: The linear model (left) comprises of five thermal capacities and hence five states. It 
is a model able to approximate the behaviour of the detailed physical model (right). Source: 

Reynders et al. (2014). 

exterior walls Twe. The thermal capacities and heat transfer coefficients associated with these 
states have the same indices. Inputs to the model are the ambient air temperature Te, ground 
temperature Tground and the heat gains due to solar irradiation, internal gains and radiators. 
Multiple linear models were considered, from which the five states model clearly outperforms 
the rest. This model shows an RMSE error of only 0.3°C on a two day ahead prediction of the 
indoor operative temperature of the detailed physical model. Figure 3(b) shows the comparison 
between both models. The linear model can be written in the following state space structure for 
a certain time step E: �� E =  D •  ��  +  F •  ¤� (11) 

in which Tj and Uj are vectors with the above mentioned states and inputs respectively. The 
parameters in the matrices D and F were determined from system identification. This five states 
model is used as part of the ROM in this paper. 

3.2.2 Heat pump model 

This paper focuses on modulating heat pumps for which the performance strongly depend on 
the supply and source temperature, and on the modulation. Verhelst, Logist, Van Impe, and 
Helsen (2012) studied multiple representations of the heat pump COP based on these variables, 
among which non-linear representations. Since the ROMs discussed in this paper are intended 
to be combined with electricity generation park models (Bruninx et al., 2013), a non-linear 
representation is out of the question, hence only linear and mixed integer representations of heat 
pump performance are allowed. The two remaining options for this framework are thus a 
constant COP or a COP that is a function of the ambient air temperature only. The heat pump 
integrated in the emulator model can supply warm water to both space heating (SH) and 
domestic hot water (DHW), hence the decision variables are the electric power of the heat pump 
to supply space heating ����,�� or domestic hot water ����,¶��  at time step E. The most detailed 
mixed integer representation of the heat pumps performance is the set of equations (12)-(15). 
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The equations for the domestic hot water supply are analogous to (12)-(14). ∀E:����,�� = ��<�
,��,�� ∙ \���,�� + ���
�,��,�� (12) 

∀E: 0 ≤ ���
�,��,�� ≤ (��<�
,��,�� − ��<�
,��,��) ∙ \���,�� (13) 

∀E:�����,�� = �����,�� ∙ ��<�
,��,�� ∙ \���,�� + ���
�,��,�� ∙ (�����,�� − �����,��) (14) ∀E: \���,�� + \���,¶�� ≤ 1 (15) 

This representation has the advantage of being directly convertible to control signals for the 
heat pump and the pumps connecting the heat pump to the DHW tank and space heating by 
means of the integer variables \���,��and \���,��that can only be zero or one. It is also possible to 

take into account a different COP at full load �����,��  and at minimal modulation �����,��. The 
power that the heat pump consumes does not violate the working constraints, it is either off or 
between the maximal ��<�
,��,��and minimal ��<�
,��,��modulating power. The integer power 

level ���
�,��,�� is a dummy variable to cope with these constraints.  The disadvantage is the 
number of integers used, since these are known to cause the calculation time to explode. Solvers 
for mixed integer linear problems can typically handle problems with up to 105 integers, 
however when exceeding this order of magnitude, this becomes a lot harder (Koch et al., 2011). 
Considering a time horizon of 48 hours with two integers each hour per house, this would limit 
the number of buildings in one optimization problem to 104 buildings. 

Another option to represent the heat pump is a linear model (16)-(19), in which the electric 
power of the heat pump towards space heating or domestic hot water can vary between 0 and ��<�
,��,��, as long as the sum of the two remains below ��<�
,��,��. Linear optimization models 
are computationally very efficient to solve, the optimization takes only some seconds on a 
regular laptop while the mixed integer representation (12)-(15) can easily take minutes to hours 
to solve. This linear model consists of the following equations: ∀E:����,�� + ����,¶�� ≤ ��<�
,�� (16) ∀E:����,��, ����,¶�� ≥ 0 (17) ∀E:�����,�� = ������ ∙ ����,�� (18) ∀E:�����,¶�� = ����¶�� ∙ ����,¶�� (19) 

The disadvantage of the linear optimization model is the extra effort needed to derive control 
signals for the individual heat pump and circulation pumps, respecting the lower modulation 
level of the heat pump. To this aim, a post processing is applied in order to obtain feasible pro- 
files for ’scheduled operation’ as explained by Kosek, Costanzo, Bindner, and Gehrke (2013). 
Since multiple buildings are controlled at once, the electricity demand per building can be redi- 
vided among the buildings, as long as the sum of these electricity demands remains the same. 
In this way, some buildings that require less than the minimal modulation of the heat pump, are 
switched off and this difference is made up for in other buildings. The buildings from which 
the heat pumps were switched off, are compensated for this fact in a later time step. 

3.2.3 Domestic hot water tank 

The central component in the DHW model is the DHW tank. This tank can either be modelled 
as perfectly stirred or perfectly stratified. The latter storage tank model was not considered in 
this study, since it was noticed in the simulations of the emulator model, that the heat exchanger 
usually destroys the thermal stratification. The tank is thus assumed to be a perfectly stirred 
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water tank, meaning that all water in the tank is at the same temperature ����
5 at time step E. 
The water in the DHW tank can either be heated up by the heat pump, �����,¶��or by a back up 

electrical heater ����;
%,¶�� . Heat is extracted from the DHW tank through demand for hot water ���¶	< and heat loss to the surroundings. The discretized version of the energy balance for the 
DHW tank leads to the following equation: 

∀E: I��¬��
5 ���%��
5 − ����
5
∆ =  ��

E
ℎE,�ℎ� + ����;
%,¶�� − ¤D ∙ �����
5 − ���;@@� (20) 

with I[kg/m3] and ��[J/kgK] the density and heat capacity of water and ¬��
5 [m3] the volume 
of the tank. With ∆  the time step of the optimization, the time derivative of ����
5 is 

approximated as
NF��ì#Jó4NFì#Jó

∆� .  The term ¤D ∙ �����
5 − ���;@@�determines the heat loss to the 

surroundings, which is at temperature ���;@@. The thermal conductance ¤D [W/K] is that of the 
insulation around the DHW tank, which is the dominant resistance to heat transfer. 

The temperature of the cold tap water ��µ9¶ and the temperature of the supplied DHW �¶	< are 
both assumed to be constant. A lower boundary for the temperature of the water in the DHW 
tank stems from the demand for a comfortable temperature of DHW. Since the tank is perfectly 
stirred, the whole tank must be heated up to at least �¶	< when the occupants desire hot water. 
In the meantime, the water in the tank can get as low as ��µ9¶: ∀E: �E �h/ ≥ ��]Z ∙ ℎ��E + ��gê� ∙ (1 − ℎ��E) (21) 

with ℎ���a binary parameter which is 1 when hot water is demanded in time step E and 0 when 
this is not the case. The water in the DHW tank can be at a higher temperature than what is 
demanded, in which case a three way valve is used to mix it with the cold water to the desired 
temperature. Given the constant ��µ9¶and �¶	<and the fact that the whole tank is above �¶	< 
in case of DHW demand, ���¶	<is independent of the tank temperature (Patteeuw, Bruninx, 
Delarue, D’haeseleer, & Helsen, 2013). 

The heat pump can deliver heat up to a maximum temperature �<�
�� , typically 60°C, which is 
lower than the maximum allowed temperature of the DHW tank �<�
��
5 , typically 90°C. This 
difference introduces the need for a boolean variable \���,¶�� and the following constraints 

∀E: �E �h/ + ∆ 
I ∙ ¬ �h/ ∙ �E ∙ ��

E
ℎE,�ℎ� ≤ �1 − \Eℎ��� ∙ �Z�CℎE + \Eℎ�� ∙ �Z�C �h/ (22) 

∀E: ��
E
ℎE,�ℎ�

������,¶�� ≤ �1 − \Eℎ��� ∙ �Z�CℎE  (23) 

When \���¶ is zero, the temperature of the DHW tank is lower than �<�
��  and the heat pump’s j 
max output is limited by either the temperature up to which it can heat, Eq. (22), or by its 
maximal electrical power, Eq. (23). In case \���¶ is one, the temperature of the DHW tank is 

higher than �<�
�� and the heat pump’s output is zero through Eq. (23). In that case, Eq. (22) 
becomes an upper constraint on the temperature of the DHW tank. 

The boolean \���¶ makes the problem a mixed integer linear problem, with the above mentioned 
problems. A linear alternative for the model is defining the tank temperature ����
5as the sum 

of a temperature which is influenced by the heat pump ����and a temperature difference 
influenced by the auxiliary heater ����;
 (the latter for the temperature range above 60°C).  The  
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model hence becomes: 

∀E: I��¬��
5 ���%�� − ����
∆ =  ��

E
ℎE,�ℎ� + ����;
%,¶�� − �����,¶	< − ¤D ∙ ����� − ���;@@� (24) 

∀E: I��¬��
5 ����%�;
 − ����;

∆ =  ����;
',¶�� − ����;
,¶	< − ¤D ∙ ����;
 (25) 

∀E: ��
E
ℎE,�]Z + ����;
,¶	< = ���¶	< (26) 

∀E:��
E
�BC1,�ℎ� + ����;
',¶�� = ����;
,¶�� (27) 

∀E:�<�
�� ≥ ���� ≥ �¶	< ∙ ℎ��� + ��µ9¶ ∙ �1 − ℎ���� (28) ∀E: (�<�
��
5 − �<�
�� ) ≥ ����;
 ≥ 0 (29) 

The heat demand ���¶	< for supplying DHW has to be extracted either from the heat pump 

influenced temperature �����,¶	<or from the auxiliary influenced temperature ����BC,¶	<.   The heat 

pump can hence only heat up ����to �<�
�� . The auxiliary heater can supply heat to both the j max 

heat pump influenced temperature (����;
%,¶��) and the auxiliary heater influenced temperature 

(����;
',¶��). 

3.2.4 Heat emission system 

The heat emission system is a radiator, that is modelled as a thermal capacity �@�¶  at a temper- 
ature ��@�¶: 

∀E:�@�¶ ���%@�¶ − ��@�¶
∆ =  ��

E
ℎE,kℎ + ����;
,�� − (¤D)@�¶ ∙ ���@�¶ − ��1µ
	� (30) 

The thermal capacity of the radiator ��,@�¶is the sum of the thermal capacities of the radiator’s 
dry mass and water content. The constant overall heat transfer coefficient (¤D)@�¶ is attained 
by linearising the radiator formula around the design supply temperature. 

3.3 Aggregated model 

In order for a building model to represent thousands of buildings, the same building model is 
considered multiple times, each time with a different user behaviour. The motivation to model 
multiple buildings with different user behaviour, is to attain a reasonable load diversity in order 
to avoid an unrealistically high peak load. In the field of electricity distribution systems, 
Kersting (2012) concluded that considering the electricity demand of 70 buildings is enough to 
represent the load diversity of a much larger cluster of buildings. In this paper, some margin 
was taken and 100 buildings were considered. The number of inhabitants in each building was 
chosen in such a way that it represents the population structure in Belgium (FOD economy 
Belgium, 2008), see Table 1. 

The methodology presented in this section can be applied for any occupancy schedule. For this 
study in particular, time profiles of how many occupants are present and awake in the building 
were extracted from the model of Richardson, Thomson, and Infield (2008). This data is 
processed in order to get the thermal comfort limits for the building: if at least one occupant is 
present and awake during at least half an hour, the lower temperature set-point becomes 20°C 
instead of 16°C. Based on Peeters, Dear, Hensen, and D’haeseleer (2009), an upper bound for 
the indoor operative temperature is on average 24°C. The hot water demand at 60°C is inspired 
by Peuser et al. (2010), namely 50 litre per person for the first two inhabitants and 
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Figure 4: Concept of the aggregation. For multiple buildings with identical building structure 

but different user behaviour, the actual lower temperature limits are determined from the 
occupant’s temperature set-points. The aggregated model then has the same building 

structure, but a lower bound for the indoor operative temperature which is the mean of the 
actual lower temperature limits of the larger cluster of buildings. 

30 litre per person for the following number of inhabitants. For each number of inhabitants, one 
or two tap moments are generated during the periods the occupants are present. These tap 
moments are distributed in such a way that the sum of the hot water demand for all 100 buildings 
corresponds to the profile denoted by Peuser et al. (2010). This aggregated hot water tapping 
profile was measured from a very large apartment building in Germany. 

A cluster of hundred building models, even if all these models are linear, is still a large problem 
to solve. A method is thus needed to reduce the number of buildings, namely by aggregation. 
In this paper, a new methodology is presented to aggregate building models which have the 
same physical parameters but different user behaviour. This methodology is illustrated in figure 
4. Assume that the 32 households consisting of one person from Table 1 have the same building 
structure and the same hot water storage tank. Most of the models for these 32 households will 
be similar, except for the fact that these will have different temperature set-points for the indoor 
air temperature and domestic hot water, along with different internal heat gains in the building 
and different heat demand for domestic hot water. 

The principle of the aggregation is explained for the case of space heating in figure 4. For each 
of the 32 buildings with one occupant, the actual lower bound for the indoor air temperature is 
determined. Thus not the set-point is taken as a lower bound, but the lowest temperature 
possible if thermal comfort is to be attained. This actual lower bound is determined by taking 
into account the warm-up and cool-down curve of the building. This bound is thus dependent 
occupant behaviour, ambient air temperature, building parameters and heating system 
parameters. The aggregated model then consists of one building model for which the lower 
temperature bound is the average of the 32 actual lower temperature bounds. The internal heat 
gains are averaged over the 32 internal heat gain profiles. A similar procedure is followed for  
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Figure 5: The verification is performed as follows: the outcome of multiple ROMs are com- 

pared to a reference emulator model. The reference emulator model tries to track the 
electricity consumption profile from the ROM as closely as possible. 

domestic hot water: the actual lower bounds for the storage tank temperatures is determined 
along with the average hot water demand. As there are 6 cases of number of inhabitants, and 
hence 6 different hot water storage tanks, the aggregated model consists of 6 building models 
that represent the 100 building models. But these 6 building models could easily represent a 
thousand or more buildings, since the procedure is the same. The similarity between the two 
levels of detail is illustrated in section 4.2. 

3.4 Summary 

The methodology section gives an overview of all modelling levels needed to come up with an 
aggregated, reduced order model of buildings equipped with heat pumps. The aim of these 
models is a co-optimization with electricity generation park models in order to investigate the 
potential for demand side management. Hence, simplifications are needed with respect to the 
detailed physical model. Whether the simplifications presented in the methodology section can 
be justified, is discussed in the following section. 

4. RESULTS AND DISCUSSION 

The results and discussion section is split up into two parts. The first section compares the 
reduced order model to the emulator model, which is done for multiple user behaviours and 
multiple hot water storage tank sizes. The second section shows the performance of the 
aggregation. 

4.1 Verification w.r.t. emulator model 

The reduced order model is verified with respect to the emulator model as shown in figure 5. 
For multiple electricity price profiles, the ROM is used in the optimization (Eq. (7)-(10)) 
determining optimal system operation for a time period of 48 hours. From this optimization, 
profiles for the electricity consumption, indoor air temperature, COP, etc can be obtained. The 
verification is done by letting the emulator model track this electricity consumption profile with 
an intermediate post-processing in some cases. The resulting profiles for indoor air temperature 
and hot water storage tanks are then compared, as shown in figure 6. In the ROM, the thermal 
comfort constraints are always met, since these are a constraint in the optimization. Thermal 
comfort is not always met for the emulator model. As shown in table 2, there are multiple ROM 
options for all the components. All these model options were compared for three electricity 
price profiles, namely in the shape of a sine wave with a mean value of 0.10 JK×5Ó� and an 

amplitude of 1.1, 0.02 and 0.05 JK×5Ó�. The results for the three electricity price profiles did not  
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Figure 6: Comparison of some average temperatures over all 25 buildings in case of the 
ROM and the emulator (Emu) model. The reduced order model approximates the detailed 
simulation model well, but there is still a (steady-state) deviation between both models. 

show much difference though, therefore the results of this section are only discussed for the 
electricity price profile with an amplitude of 0.02 JK×5Ó� , as shown in Figure 8(a). 

Results reference case. As reference case, all model options 2 of table 2 are chosen. So the 
reference ROM consists of a heat pump with a COP that is a function of the ambient air 
temperature and has no modulation constraints. The lack of modulation constraints is corrected 
by performing a post-processing on the electricity demand profile as explained in section 3.2.2. 
In the reference model, the radiator is also included with a constant ¤D value and a thermal 
capacity. Finally, this reference ROM also has the linear, fully mixed model for the domestic 
hot water tank. Figure 6 shows the indoor operative temperature and DHW tank averaged over 
the 25 buildings.  As can be seen from the figure, these buildings react upon the price profile 
(Figure 8(a)), preheating the zone and DHW tank when the price is low. 

The indoor operative temperature of the ROM shows an almost constant deviation from the 
emulator model. This is due to two factors, namely a deviation in tracking of the electricity 
consumption profile and losses in the distribution pipes. Firstly, the emulator model consumes 
5% less electricity than the ROM, as shown in figure 8(b). Secondly, the lack of a distribution 
pipe model in the ROM causes an additional 5% difference in thermal energy supplied. 
Regarding the thermal comfort in the reference ROM, only the temperatures in periods when 
thermal comfort is demanded, are important. The distribution of indoor operative temperature 
when occupants are present is shown in figure 7. The indoor operative temperature drops 
regularly below the demanded temperature of 20°C but rarely below 19°C. This deviation is 
clearly noticeable in figure 6: the indoor operative temperature in the emulator model is between 
0.5 ◦C and 1°C lower than in the ROM. This causes a substantial thermal discomfort of 3.96Kh 
per building per day with respect to 20°C. When taking a reference temperature of 19.5°C for 
the thermal discomfort, this value is 1.04Kh. 

For the DHW tank model, the error of the ROM tends to become larger in time. This is mainly 
due to a small underestimation of the heat pump’s COP, which tends to build up as the 
simulation time is longer. Figure 7 shows the distribution of temperatures when the occupants 
tap DHW from the tank. As can be seen from the figure, the temperature at which the DHW is 
tapped is never below 45°C. The total discomfort for DHW with regard to the reference of 50°C 
is 0.87Kh per building per day. 

Another important aspect of the comparison between ROM and emulator model is how good 
the emulator model is able to track the electricity consumption profile as determined by the  
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Figure 7: Histogram of temperature during comfort periods for the 25 buildings. The indoor 
air temperature that should be above 20°C (left). The temperature of the domestic hot water 

when this is tapped from the tank, should be above 50°C (right). 

 
Figure 8: The variation in electricity price (left) induces a reaction of the reduced order 

model (right). The emulator model (Emu) is not always able to attain the electricity 
consumption that the reduced order model (ROM) determined. 

ROM. This tracking performs well (Figure 8(b)), except when the electricity demand peaks 
significantly. The emulator model is not able to attain this electric power, especially when 
starting up. This causes the total electricity consumption of the emulator model to be 4.8% 
lower than that of the ROM. 

Discussion reference case. Table 3 shows the deviation of various ROMs compared to the 
emulator model. The RMSE on the electric power is about 200W per building, which is 
acceptable given the average power usage of 3500W per building when a heat pump is switched 
on. In the reference case, the deviation of the indoor operative temperature is about 0.8°C. Do 
note that the deviation of the building linear model with respect to the emulator model is already 
0.3°C (Reynders et al., 2014) (Figure 3). The addition of a ROM for the heating system seems 
to increase the error on the indoor operative temperature. The DHW tank temperature in the 
emulator model was usually about 2.7°C lower than in the ROM, but this did not have a large 
effect on DWH comfort. 

Results and discussion of comparison with other ROM options. Table 3 shows the deviation of 
various ROM options compared to the emulator model. The cases presented are variations of 
some aspects of the ROM. There are two other linear models, namely the ’No radiator’ case, 
which leaves out the radiator model, and the ’Constant COP’ case, which takes a constant COP 
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Table 3: Four results of the verification, the first three being the root mean square errors 
(RMSE) on electric power[W/building]-indoor operative temperature[ ◦C]-DHW tank 

temperature[ ◦C] and the last being the calculation time of the ROM optimization [sec]. 
These quantities are shown for two chosen time steps (15 and 60 minutes). 

Time step 15 min 60 min 
Reference 208-0.80-2.75-8 375-0.71-3.50-1 
No radiator 170-0.90-2.70-5 320-1.05-3.36-1 
Constant COP 195-0.73-2.54-6 380-0.60-2.55-1 
DHW tank integer 217-0.81-2.62-7200 425-0.70-3.16-7200 
Switch SH/DHW 185-0.77-3.01-7200 290-0.70-1.96-7200 
Modulation 210-0.71-2.80-7200 (150-0.74-1.35-20) 

 
Figure 9: The indoor operative temperature in the case of the reduced order model with (w) 
and without (w/o) a radiator model included. The ROM without radiator overestimates the 

rate at which the indoor temperature can rise and drop. 

instead of a COP as a function of the ambient air temperature. The other cases include integer 
variables. In the ’DHW tank integer’ case, the higher limit for the DHW tank temperature is 
given by equations (22)-(23). The ’Switch SH/DHW’ case introduces one integer variable to 
force the heat pump to supply either SH or DHW during a time step. In the final ’Modulation’ 
model, the heat pump model includes boundaries for minimal modulation as given by equations 
(12)-(15). Table 3 shows that using a smaller time-step lowers the root mean square error 
(RMSE) on the electric power, but does not always lower the RMSE on the temperatures. 

As radiators have a relatively small time constant compared to that of the building structure, 
one could suggest to neglect its thermal capacity. Leaving out the radiator lowers the error on 
the electric power but increases the error on the indoor temperature significantly. As figure 9 
shows, this increase is mainly due to different dynamical behaviour, which can be explained by 
the absence of the thermal capacitance associated to the emission system. Hence the radiator 
model is not negligible for the dynamic aspects of the model. 

Figure 10 shows the COP of the emulator model as compared to that of the ROM with variable 
COP. Note the large peaks in COP of the former model when the heat pump is switched on. 
This is because the distribution pipes are still cold at this point in time, allowing a high thermal 
power at condenser side. A part of this gain in COP is thus directly lost due to intermittent 
heating of these distribution pipes. As can be seen in Table 3, using a constant COP (3.8 for 
space heating and 2.4 for DHW) has an overall positive impact on the performance of the ROM, 
albeit limited in some cases. This is because the constant COP model approximates the COP of 
the emulator heat pump model 4% better than the reference case. Note that this constant COP 
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Figure 10: The COP in the reference ROM is either a function of the ambient temperature 
(var) or constant (ct). As the optimization sometimes chooses to operate the heat pump for 

only fifteen minutes, the COP in the emulator model can become very high. However, a part 
of this extra produced heat is lost when the heat distribution system cools down again. 

is the average of the COP in the reference case, which changes as a function of the ambient air 
temperature. The results of the COP are in line with Verhelst et al. (2012), who studied multiple 
COP formulations, from which there were two linear representations: a constant COP and a 
COP that is function of the ambient air temperature only. When no electricity price profile was 
considered, a constant COP formulation performed better, since this formulation did not cause 
peaks in the electric power of the heat pump. When an optimization towards minimal cost was 
considered, both COP formulations performed equally. 

The cases with integer variables ’DHW tank integer’, ’Switch SH/DHW’ and ’Modulation’ do 
not show a significant improvement to the performance of the reference model (Table 3). The 
far longer calculation time (in most cases the maximum calculation time of 7200 seconds) is 
not worth the minor extra detail these integer variables add. Another possible advantage of 
the ’Modulation’ case, namely the abolishment of a post-processing phase as the electricity 
usage is conform with the real heat pump constraints, is questionable. The linear reference 
model (8 seconds) with post processing as discussed in section 3.2.2 (5 seconds) takes up 13 
seconds in total, which is a lot faster than the ’Modulation’ model. 

The results for the case ’Modulation’ with a time-step of 60 minutes are put between brackets 
because it is a special case. When the heat pump would operate at its lower modulation limit 
(30% of maximal power) for an hour to supply hot water to the DHW tank, the temperature 
would exceed the upper limit. So the solution attained is one in which the back-up electrical 
resistance heater covers all DHW demand. As one can note from the table, the model for this 
alternative heating performs well for the DHW tank temperature. 

4.2 Performance of aggregation 

As explained in section 3.3, the aim of the aggregation is reducing the number of building 
ROMs needed. 100 building models with a different number of inhabitants and different user 
behaviour are aggregated to 6 building models. The way to determine the accuracy of this 
aggregated model, is to examine whether it attains the same total electricity cost with respect 
to an identical electricity price profile. Figure 11(a) shows how the total electricity cost per 
dwelling changes with respect to a higher amplitude of a sine wave electricity price profile 
……. 
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Figure 11: The total electricity cost per dwelling in case of the original model consisting of 

100 buildings and the aggregated model consisting of 6 buildings. In the aggregated case, the 
total cost is about 1% to 3.5% higher than is possible to attain with the larger cluster of 

buildings. 

around a mean price of 0.10 JK×/­ℎ . As this amplitude increases, the building structure and DHW 
tank are increasingly used as energy storage, lowering total electricity cost. The aggregated 
building model shows the same trend, and predicts this cost with an error between 1% and 3.5%. 
This decrease in total electricity cost has the downside of increasing the energy consumption, 
as figure 11(b) shows. The electricity consumption of the aggregated model also shows the 
same trend, being between 0.5% and 4% higher than in the original model. 

The comparison between the 100 buildings model and the aggregated 6 buildings model was 
also performed for random and wholesale market profiles on top of the sine wave electricity 
price profiles. Figure 12 plots the relative difference in total electricity cost and mean indoor 
operative and DHW tank temperature between the aggregated and the original model. The 
aggregated model overestimates the total electricity cost with about 1% to 3.5%, the indoor 
temperature with −2% to 2% and the DHW tank temperature with 4% to 8%. 

A check was also performed, whether the 100 buildings model would be able to track the 
electricity usage of the aggregated model. This was performed for all price profiles, by 
minimizing the deviation given the constraints of the 100 buildings model. This check proved 
to be successful: the deviation on the profile is lower than 0.1%. 

Discussion The model with 100 buildings has a slightly higher potential for DSM than the 
aggregated model: it can lower the electricity cost per building and attain lower energy losses 
in doing so. This is because the model with 100 buildings has more options to shift some energy 
demand, as there will always be more opportunities to make a small change in very specific 
cases. Nevertheless the aggregated model comes very close to the larger model. Since the 
aggregated model always overestimates electricity cost and consumption, one could say that 
the aggregated model can act as an lower boundary for the performance of the larger model. In 
other words, the aggregated model is always a small underestimation of the flexibility potential. 

5. CONCLUSION 

The aim of this paper is to present a verified, aggregated building stock model, useful for 
studying the potential of DSM programmes for residences equipped with heat pumps. The 
mathematical form of the model is chosen such that it can be combined with electricity 
generation park models (Bruninx et al., 2013). Multiple reduced order models were studied, 
where the fully linear model with radiator model, constant COP and linear formulation of heat 
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Figure 12: Difference in total cost, indoor operative temperature (SH) and DHW tank 

temper- ature (DHW) in the aggregated case of 6 buildings compared to that of the original 
model with a 100 buildings. This comparison was done for multiple price profiles with a 
certain amplitude and a shape based on a sine wave (sine), random (rand) or wholesale 

market prices (WS). 

pump modulation and DHW tank constraint performed the best. This is because of its 
favourable computation time and smallest deviation with respect to the detailed physical 
emulator model: 0.8°C on the indoor operative temperature and 2.7°C on the DHW tank 
temperature. The output of this fully linear model is convertible to control signals to be applied 
to the physical emulator model or a real-life implementation by a post-processing method 
discussed in this paper. Additionally, an aggregation method was presented, which is able to 
reduce the number of buildings needed in order to represent multiple user behaviours. This 
aggregated model can act as a worst case for the performance of a large cluster of buildings, as 
it overestimates the costs with 1% to 4%. 
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1. ABSTRACT 

Analytical and simulation models of ground heat exchangers (GHE) are necessary for proper 
sizing piles with smaller depth to radius ratio than boreholes. Most existing methods of design 
ignore the transient thermal processes within the piles or boreholes: some software programs 
are based on the classical “hollow” cylindrical surface source or line-source models.   In order 
to take into account thermal capacity of large diameter piles, an integral mean temperature 
approach is applied to the response induced by “solid” cylinder-source of heat (Man et.al, 
2011).  The average temperature response to a constant heat rate is reduced to a single integral 
only by integrating the exact solution over the depth of a finite cylindrical source of heat 
embedded in ground on a distance D from its surface. The effect of buried depth is examined 
using the mean solution at the center of a single GHE and a multiple configuration of line-
sources. Simple form of the obtained solution is suitable for implementation into a design code. 
In addition, exact mean temperature response to time-varying heat rate is also provided in the 
closed form.     

Keywords: Ground Heat Exchangers, Energy Piles, Borehole Heat Exchangers, Ground 
Coupled Heat Pumps  

2. INTRODUCTION 

A ground coupled heat pumps (GCHP) is one of the sustainable energy technologies for heating 
and cooling buildings. A ground heat exchanger consists of U-tube positioned in the center of 
borehole and is connected to a heat pump through which a heat-carrier fluid is circulated. Long-
term financial reward and space requirements retard wide spread of the GCHP systems.  Heat 
exchangers in foundations or energy piles are an alternative to more expensive ground heat 
exchangers used in ground-source heat pump systems for nearby buildings.       

Further development of simulation models of energy piles is desirable for proper sizing piles 
with smaller depth to radius ratio than boreholes (Xing et al., 2011).  Most existing methods of 
design ignore the transient thermal processes within the piles or boreholes: some commercial 
software is based on the traditional “hollow “cylindrical surface source (Carslaw and Jaeger, 
1959; Kavanaugh and Rafferty, 1997) or line-source (Eskilson, 1987) models.  However, the 
thermal capacity of large diameter piles that can be used as a temporal storage of thermal energy 
needs to be taken into account (Claesson and Javed, 2011; Cimmino et al., 2013; Loveridge and 
Powrie, 2013). To overcome this drawback, one can use so-called “solid” cylinder-source of 
heat (Man et al., 2010) that models a foundation pile covered by tubes with heat-carrier fluid as 
either infinite or finite cylindrical surface of heat; in the later case, pile wall temperature is 
evaluated at middle point of its depth. 
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For the design purpose the best solution is to use an average temperature (Zeng et al, 2002) and 
it was developed on the base of analytical solution for  finite line-source (Lamarche and 
Beauchamp, 2007;  Bandos et. al, 2009a;  Claesson and Javed, 2011) and finite cylinder-source 
(FCS), starting from the ground surface (Bandos et al., 2014). However, currently an average 
temperature field can only be determined by means of further numerical integration of the 
solution to finite “solid” cylinder-source model of buried ground heat exchanger (GHE) over 
its thermo-active length.   

This study develops the mean integral approach to analyze pile modeled as finite cylindrical 
surface source of heat, which is located on a finite distance D from the ground surface.   The 
effect of buried depth was examined by the mean line-source method (Cimmino et al, 2013), 
though analysis   by the mean FCS method is highly desirable to account for inside thermal 
capacity of energy piles.  Furthermore, there are approaches of combining solution to a number 
of different short-term models and mean solution for temperature response to FLS model for 
long times (Claesson and Javed, 2011; Loveridge and Powrie, 2013; Kim et al, 2014).  The 
short-term response can be described accurately from the infinite or finite ”solid” cylinder–
source models, while the long-term temperature response converges to one from the finite line-
source (FLS) of  constant heat rate. At larger time scales our proposal is to use mean solution 
to the FCS, instead of one based on the FLS, in particular, when coupling to a model of the 
interior of a buried pile/borehole for early times.  

Ground heat transfer from a time-varying line-source has solution in the form of the double 
integral and the CPU cost of its evaluation is prohibitively high. To mitigate this problem   the 
transient z-dependent FLS solution was approximated to a single integral for sinusoidal 
variations of the heat rate (Duan and Naterer, 2008).  However, it is still desirable to have the 
mean temperature response to a variable heat rate from the cylinder-source. One of the aims of 
this paper is to modify cylinder-source solution for time-varying rate from the triple to a single 
integral form. 

This paper presents: (i) analytical expression for the mean temperature response to buried FCS 
of constant heat flow; and (ii) exact analytical solution for the mean thermal response function 
(G-function) to buried FCS that allows arbitrary heat flow variations, and formula for quasi-
steady behavior of temperature response to periodic cylinder-source of heat.   The limitations 
of the mean temperature approach to design of buried GHE are discussed in terms of different 
geometries from borehole to pile heat exchangers since the algorithm is highly configurable by 
user who can select radius of cylindrical source of heat.    

3.  FINITE CYLINDRICAL SURFACE SOURCE   OF HEAT:  MEAN  TRANSIENT 
TEMPERATURE 

3.1 Temperature response from finite cylinder-source at a constant heat rate 
buried under the ground surface  

 

For the analysis of thermal response to the heat source, the ground is assumed to be a 
homogeneous semi-infinite medium characterized by its thermal conductivity  λ,  thermal 
diffusivity  α, which are assumed to be the same for the external and internal heat conduction 
problem, i.e. for r0 < r, and r0 >  r, respectively.  

Man et al., 2010 presented the formulation for the finite cylinder-source (FCS)  of heat starting 
at the ground surface, i.e. at D=0,  and its  solution approximating energy pile or borehole.  This 
paper considers heat flow along the vertical cylindrical surface with  z axis in the semi-infinite 
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region; ground surface is kept at zero temperature at the z =0. The heat is released at a constant 
rate qz  from z=D to z=D+H along the borehole or pile, and is transferred by thermal conduction 
to surroundings with undisturbed temperature T0.  A vertical cylindrical surface source of heat 
of radius  r0  starting from the surface at z=D  to z=H+D is   shown in Fig. 1.   

 

  

Figure 1: Scheme of thermo-active foundations with vertical U-tubes. 

A drawback for applications of the FCS  is that the temperature field induced by the heat flow 
from the cylindrical surface will vary along the thermo-active depth of GHE. The magnitude of 
this variation increases with approaching the ground surface, and the borehole bottom, attaining 
minimum value around the mid-point.  However, selection of a point for estimation may result 
in a significant error. The mean temperature approach allows to solve this problem also for this 
cylindrical model of the heat source.  

Typically one applies a so-called g-function introduced by Eskilson (1987), which represents 
the temperature response  of line-source at GHE wall to a heat pulse at the mid-depth.  Using 
the same scale,  we define   G-function as follows 
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where GFCS is the dimensionless mean temperature response at radial distance r from the axis 
of the FCS top distant  D from the ground surface.  In the FCS model the solution of heat 
diffusion is invariant under spatial rotation about the z-axis of the vertical borehole or pile. The 
new exact solution for the mean temperature response  is derived in the following  closed form 
of one-dimensional integral.   
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where   I 0 denotes the modified Bessel function of the zero-th order, and   
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 Then  integrating the first term results in the following D-independent function   

( )
2

22 1
( ) 2 ( ) 2

h d h d h
z z

d d

e
L h e dzdz erf h

h hπ π

+ + −
′− − −′= = ⋅ −∫ ∫   (4) 

and the above double integral can be expressed in the following  form 
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( , ) ( ) (2 ) / (2 2 )( / 1) (2 )(2 / 1)DS h d L h L d D H L d h D H L d h D H= − − + + + + + , (5) 

where the function L(h)  is related to the integral from the error function ierf (h) as: 2hL(h)=ierf 
(h). The latter function was introduced for the mean finite line-source (FLS) solution by 
Claesson and Javed (2011), which is recovered by our solution to the buried FCS if r0=0 because 
of the  I 0(0)=0 in Eq.(2).  In the long-term limit the FCS solution approaches the FLS one as 
expected.   This integral mean FLS solution has proved to be especially useful as a base for the 
overall solution including a short-term radial solution for vertical GHEs developed by Claesson 
and Javed (2011) for numerical simulations.   However, a problem occurs when approximating 
solution of the short-term model by solution of the FLS: they don’t intercept. That is due to the 
fact that the line-source model underestimates the temperature response and then requires 
adding a positive constant to find a breaking time in the range between short- and long-term 
scales (Claesson and Javed, 2011).  As a by-product, this   drawback might be overcome by the 
usage of the mean FCS solution properly accounting thermal capacity of the GHE  itself, as it 
was shown for D=0 by the authors.  This paper proposes to use the mean FCS solution instead 
of the FLS for GHE buried at any depth. 

It is worth noting that the proposed  mean solution in the form of a single integral is not more 
complex than one for the z-dependent temperature (Cui et al., 2011), but includes properly the 
effects of the ground surface and  the deep earth. Furthermore, the solution from  the FCS  at 
r=0   is equivalent to that from  the FLS  located at the radius  r=r0.  Indeed,   the modified 
Bessel function  I 0 (x) is characterized by the property: I0 (0)=0, so that the  exact   value  of 
GFCS  function at the center r=0   coincides  with that GFLS obtained from the  FLS model at    
r=r0 

0 0( 0, , ) ( , )FCS FLSG r r t G r r t= = =      (6) 

Fig. 2(a) gives a comparison between the time-dependence of the temperature   responses 
calculated at r=0 from the finite cylinder-source models for a deep GHE in the semi-infinite 
medium. Inspection of the temperature response curves for a single pile center, shown in Fig.2 
(a) allows to conclude that the time of attaining steady-state at a single pile center  depends on 
the buried depth: the G-functions converge with increasing the D. The mean temperature 
response from the GHE at large distance from the ground surface, D/H=10,  attains its steady-
state slower than one    at D/H=0:  the  process of reaching steady-state limit (SSL) starts to 
slow over time with  buried depth  D increase and then  stops changing  at D>>H. Therefore, 
the lower and upper bound solutions correspond to D=0 and D= ∞, respectively,  whereas the 
solution  for  FCS at any D lies between these limits. It also follows from Eq.(2) and (3), that 
the difference between the temperature response  from GHE buried at arbitrary depth  and D 
=0  is within the range that  may be expressed  as 
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The thermal effect of buried depth varies with the  pile aspect ratio H/ r0  as well at different 
radial positions.   

Fig. 2 (b) and (c) show how the FCS mid-point temperature attains steady-state  limit (SSL) at 
r=0   in  a semi-infinite medium with Dirihlet boundary condition imposed on the ground 
surface (z=0)  and in an infinite- medium  with Neuman boundary condition at the middle   
z=0, respectively.    
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D → ∞   

Figure 2: Temperature response (◦C) for a deep (a) and  a shallow (b, c) ground heat exchanger 
(GHE) at r=0 versus the time in semi-log scale from four models:  mean temperature from the 
finite cylinder-source (FCS) model in the semi-infinite medium for  D=0,…, ∞ (a)  and for  
D=0  temperature at z =H/2 (red line) and its steady-state limit (SSL) (magenta line) from the 
semi-infinite cylinder-source model, mid-point temperature (blue line) and its SSL (green  line) 
from the FCS model  in  the semi-infinite medium (b); for  D=∞    z –independent temperature 
(red line)   from the infinite cylinder-source (ICS) model, mid-point temperature at z =0  (blue 
line) and its SSL (green  line) from the FCS model  in  an  infinite medium (c).  

Here the (semi-)infinite cylinder-source model in the (semi-)infinite medium is only provided 
for comparison with the finite cylinder-source model at r=0; in the following it will not be 
considered. Fig. 2(b)  shows that the ground temperature values from the FCS are smaller than 
those from the semi-infinite cylinder-source model when approaching steady-state. Moreover, 
the FCS model predicts a different time-asymptotic approach to the SSL because of the 
influence of the heat flow from the bottom of the borehole. The solution at the mid-point of the 
GHE based on the FCS with D=0,  shown in Fig.2 (b), attains its steady state faster  than one 
might expect using  the one based on the FCS buried at   D= ∞,  plotted in Fig.2(c).  Figs.2 (b) 
and 2(c)  show comparison  between  the FCS solution obeying the Dirihlet  boundary condition  
on the ground surface and the one obeying the zero heat flow condition on the  middle of the 
FCS,  when  D tends to infinity.     In the latter  case   the heat  is released from z=-H/2 to z=H/2   
along the vertical cylindrical surface. The solutions calculated at r=0 by the  finite and infinite 
cylinder-source model in the infinite medium are compared in Fig.2(c). The following  
parameters were set in the numerical calculations for Figs.2 (b) and 2(c): α = 1.62 10−6m2/s, λ 
= 4.3 W/(m K), qz = 46.32 W/m, T0 = 20°C.  Comparison between two mid-point FCS models 
at the same parameters demonstrates that the SSL of  23◦C  is already reached  by the shallow 
GHE system starting at z=0, i.e. D=0,  see Fig. 2(b), while this  GHE system at   D= ∞  is still 
far from the SSL of  24◦C as shown  in Fig. 2(c). Selected values of parameters, in particular 
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thermal diffusivity, influence the onset of the long-term behavior for temperature inside the pile 
and its surroundings, absolute values of the temperatures, but the results of the comparison 
between GHE starting at the ground surface and infinitely buried GHE remain the same. 

 

 

Figure 3: G-functions for a single GHE center compared to thermal response curves for a 
central borehole from the 2 × 3 configuration (with an inter-borehole distance B of 3 meters) 
for different buried depths.    Comparison between (1) the mean temperature at the center for 
the single GHE (solid line) and (2) the mean temperature for the central borehole in the 2×3 
configuration (dashed line) at  different D values.   

The proposed G-function in Eq. (2) can easily be applied to estimate the transient temperature 
field of an arbitrary borehole configuration using the superposition principle (Carslaw and 
Jaeger, 1959). The buried depth becomes even more an important factor  than for a single GHE 
when there is heat source interference, since in this case the effect of increasing the temperature 
response with D accumulates.  Fig. 3 compares the differences between the axial temperature 
of a single borehole  for different buried depths from the FCS model and that of a six-borehole 
pattern for the mean  temperatures from the FLS, which can be used for long-time values. The 
figure shows that the rate of accumulating the effect  in time changes noticeably when the heat 
pulse from the neighboring boreholes reaches a given GHE. The time scale of this heat diffusion 
is about B2 /α (B is the distance between the nearest boreholes) is significantly less than the 
steady-state time ts=H2/α. Fig. 3 illustrates the temperature field calculated as the superposition 
of the temperature of each borehole with relative depth r0/H= 0.002 for the 2×3 GHE pattern 
by using Eq.(2). The overall temperature  response function remains nearly the same when the 
burried depth to length ratio  is sufficiently large, and  therefore,  the finite heat source can be 
considered as  embedded in the infinite medium. Accordingly, the thermal interaction between 
boreholes changes.    

3.2 Temperature response from FCS of varying heat rate buried under the 
ground surface and periodic infinite cylindrical surface source. 

In this section  a single  energy pile  or borehole  is approximated as a cylinder-source of heat.   
The new response G-functions  for any D can be applied to a varying heat transfer rate by using 
the superposition  principle in  time (Carslaw and Jaeger, 1959).  This technique is widely used 
for discrete time intervals in which the heat rate is considered constant (Cimmino et. al, 2013).     
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 In addition,  this paper proposes the  exact mean solution  for the  heat conduction problem 
with the prescribed continuously varying heat rate, q(t), on the surface of the finite cylindrical 
source buried in the semi-infinite medium, we  reduce it to the single integral 
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where the line-sources are distributed round the circle of radius r0.   For r0=0, this solution 
recovers   the  mean thermal response function to the finite line-source  with variable heat rate  
(Bandos et. al, 2009b).   If heat rate  q(t) is constant and equal to qz  the mean solution is provided 
in Eq. (2). The lumped approach in the form of convolution integral (8)  is alternative to  the 
sum in time steps, which is applied to the products of  thermal load  and temperature response 
functions  in  numerical simulations (Cimmino et. al, 2013).  Though the latter approach is 
common  for design of multiple configurations,  the proposed  analytical solution might be 
useful in analysis. In general, the overall temperature response developed for semi-infinite 
medium with a vertical finite cylinder-source of variable heat rate   consists of a new 
temperature respose function in Eq.(8) and   the solution for  time-varying ground surface 
temeparture (Bandos et al., 2009b). 

To demonstrate the application of the new solution, a periodic thermal load has been used to 
calculate a simultaneous temperature response inside and outside the  cylindrical surface   
source. In order to take into account the heat flow oscillations, the  varying heat rate function   
is taken in the form:  qs exp(iωt). In this functional form the time scale 1/ω is related to the 
frequency ω of the  heat-carrier fluid temperature change.  

Since SD → 2, as H → ∞ in Eq.(3), the FCS solution in Eq.(2)  recovers the  solution for  the 
infinite cylinder source (ICS)  model   (Man et. al, 2010).    Separating the influence of the 
constant heat rate allows to present the solution for varying heat rate qs exp(iωt)   as follows  
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By making use of the following  integral representation ( )0
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above ICS solution  can be approximated  in the long-term limit as 
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where 2 2
0 02 cosR r rr rϕ= − + is the distance from the  cylindrical surface,  K0 is the 

modified Bessel function of the second kind of order zero, and  2 /pd δ α ω= =  is the 

depth of thermal penetration from the source surface,  which naturally appears in the frame of 
the cylinder-source model.  The time-oscillations of temperature response to the ICS provided 
in Eq.(10) decay outside the pile.  Therefore, a significant temperature response is predicted 
only up to a certain radial distance from the surface of heat source.   It is worth noting that for 
the special case of r0 =0  the solution  (10) reduces  to  the well-known periodic line-source   
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(Carslaw and Jaeger, 1959), therefore, it is validated. Effectiveness of heating/cooling in radial 
direction depends on the heat penetration depth and the radius of the pile or borehole.  

4. CONCLUSIONS 

New solutions for mean temperature responses from ground coupled heat exchanger (GHE) 
modeled as a finite cylinder-source (FCS) of constant heat flow have been presented in a single 
integral form. Buried GHE has been analyzed using upper and lower bound  solutions  obtained 
for different distances of GHE top from the ground surface. Temperature response functions 
for  FCS buried at any depth are  limited by these  solutions corresponding to infinite  and zero 
distances from the ground surface, respectively.    

A method of accounting the influence of variable heat rate has been developed for the mean 
temperature response inside and outside the cylindrical surface of heat source and can be 
applied in the estimation process of the thermal respond test for energy pile. We have provided 
new approximate expression for the temperature response function to periodic infinite cylinder-
source (ICS) at arbitrary radius under quasi-steady conditions. The classical result of the 
periodic line-source model is recovered as well as the known result for mean temperature 
response to the buried finite line-source of heat.   

Simple form of the obtained FCS and ICS solutions might make it attractive to implement for 
the design. The thermal effect of daily and annual heat rate fluctuations varies with time and 
radial position around the energy pile.  

This effect of frequency of the heat flow variations is the subject of on-going research by the 
proposed method. 

AKNOWLEDGEMENTS  

This paper has been supported by the Spanish Ministry of Science and Innovation (ENE2012-
38633-C03-03). 

REFERENCES 

Bandos, T.V., Á. Montero, E. Fernández, J.L.G. Santander, J.M. Isidro, J. Pérez, P.J. Fernández 
de Córdoba, Urchueguía J.F., 2009a. Finite line-source model for borehole heat exchangers: 
effect of vertical temperature variations, Geothermics 38: 263-270.  

Bandos, T.V., Montero Á.,   Fernández E.,    Reig A., Urchueguía J.F., 2009b. Improvement in 
the estimating of ground thermal properties from geothermal response tests In: Proceedings of 
the 11th International Conference on Thermal Energy Storage, June 14-17, Stockholm, Sweden, 
Effstock: P 22: 1-7.  

Bandos, T.V., Á. Campos-Celador,  L.M. López-González, J. M. Sala-Lizárraga.  2014. Finite 
cylinder-source model for energy pile heat exchangers: effects of thermal storage and vertical 
temperature variations, Energy  78: 649-658. 

Bernier, M. A., 2001.  Ground-coupled heat pump system simulation.  ASHRAE Transactions 
107: 605-16.   

Carslaw, H. S., and Jaeger J. C., 1959. Conduction of Heat in Solids, Marcel Dekker. Inc, New 
York.   

Claesson, J.,  Javed, S.,  2011. An analytical method to calculate borehole fluid temperatures 
for  time scales from minutes to decades.  ASHRAE Transactions, Vol. 117: 279-288.  



P29, Page 9 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Cimmino, M., Bernier, M., Adams, F., 2013.  A contribution towards the determination of g-
functions using the finite line source. Applied Thermal Engineering, Vol. 51: 401-412.   

Cui, P., Li, X., Man, Yu., Fang, Z.H., 2011.   Heat transfer analysis of pile geothermal heat 
exchangers with spiral coils, Applied Energy 88: 4113–4119.    

Eskilson P., 1987. Conductive heat extraction by a deep borehole; analytical studies. Thermal 
Analysis of Heat Extraction Boreholes, Dept. of Mathematical Physics University of Lund, 
(Sweden), pp. 1-26. 

Duan, X., Naterer, G.F., 2008.   Ground thermal response to heat conduction in a power 
transmission  tower foundation, Heat and Mass Transfer 44: 547-558.   

Kavanaugh, S. P., Rafferty, K., 1997.   Ground-source   heat pumps, design of geothermal 
systems of commercial and institutional buildings, Atlanta: ASHRAE. 

Kim, E.., Bernier, M., Cauret O., Roux J. 2014.  A hybrid reduced model for borehole heat 
exchangers over different time-scales and regions, Energy (in press), http://dx. 
doi.org/10.1016/j.energy.2014.08.091.  

Lamarche L. and Beauchamp B., 2007. A new contribution to the finite line-source model for 
geothermal boreholes. Energy and Buildings, Vol. 39: 188-198.  

Loveridge, F., Powrie, W.  2013.  Temperature response functions (G-functions) for single pile 
heat exchangers. Energy  57: 554-64.  

Man, Yu., H. Yang, N. Diao,  Fang, Z.H. 2010.   A new model and analytical solutions for 
borehole and pile ground heat exchangers, International Journal of Heat and Mass Transfer 53: 
2593–2601.    

Xing L., Spitler J.D., Cullin J.R., 2010. Modeling of foundation heat exchangers. In: 
Proceedings of the 8th International Conference on System Simulation in Buildings, Liege, 
Belgium: P128, 1-9.  

Xing, L., Cullin, J. R., Spitler, J.D., Im ,P., Fisher D.F., 2011.    Modeling of foundation heat 
exchangers for residential ground source heat pump systems, HVAC&R Research 17: 1069-
1074.  

Zeng H., Diao N. and Fang Z., 2002. A finite line-source model for boreholes in geothermal 
heat exchangers. Heat Transfer Asian Research, 31:  558-567. 
  



P29, Page 10 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Table 1: Nomenclature. 

D 

 

GFCS 

H  

 r 

0r  

qz 

 

( )2 2
0 02 cosR r rr rϕ= − +

 

t 
2

0rt r α=  

α= 92Hts  

α= 2Htz  

T  

0T  

 z  

Greek  Letters  

α = λ/C 

γ  

 λ  

  

Superscripts   

)...
1

(...
0
∫=><
H

dz
H

 

Distance from the ground surface to the thermo-active part of the 
borehole [m] 

Cylindrical thermal response function, Eq.(2) 

Depth of the GHE   [m] 

Radial coordinate [m] 

Radius of the ground heat exchanger [m]  

 Heat flow per length unit [W/m] 

 

Distance between the r   and point on the cylinder surface  in  a 
perpendicular cross section [m] 

Time [s] 

Short time scale for the borehole heat exchanger [s] 

Eskilson  (1987) steady-state time scale [s] 

Large time scale for the borehole heat exchanger [s] 

Temperature   [K or  ºC] 

Undisturbed ground temperature [K or  ºC] 

Vertical axial coordinate [m] 

  

/s][my  diffusivit    thermalGround 2

 
constant  sEuler'  

[W/(Km)]ty  conductivi    thermalGround  
  

   

  

Integral mean 



P30, Page 1 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Thermodynamic Modeling of a Membrane Dehumidification 
System 

J. D. Bynum1* and D. E. Claridge2 

(1) Eindhoven University of Technology, Eindhoven, The Netherlands 

(2) Texas A&M University & Energy Systems Laboratory, College Station, TX, USA 

1. ABSTRACT 

In warm and humid climates, dehumidification is a primary source of building energy use. The 
proposed membrane dehumidification system utilizes a selective zeolite membrane to remove 
water vapour from ambient air instead of a vapour compression cycle or a desiccant.  A 
theoretical analysis is used to analyze the impact of different operating parameters and 
determine performance potential through model simulation. The project sponsor’s target 
dehumidification system COP is 3.34 for 32.2°C (90°F) and 90% relative humidity feed air 
with outlet conditions of 12.8°C (55°F) and 50% relative humidity. The model simulations 
show one version of this system can meet this goal with a maximum COP of 3.36. 

Keywords: dehumidification, membrane, system modeling 

2. INTRODUCTION 

In warm and humid climates, a primary source of building energy use is related to 
dehumidification which is traditionally accomplished by reducing the temperature of the air 
below the dew point temperature until the desired absolute humidity level is achieved. 
Commonly, this level is near the 12.8°C (55°F) and 90% relative humidity condition. This 
approach requires significant sensible as well as latent cooling to remove moisture from the air 
as shown by the upper process line in the psychrometric chart in Figure 1. 

 

Figure 1: Psychrometric chart showing two dehumidification process paths. 

The proposed system utilizes a selective membrane to separate water vapour from the other 
components in an air stream. Water vapour is continuously removed from an air stream on one 
side of the membrane and subsequently discharged to atmosphere on the other side. The gas 
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separation is accomplished via a pressure gradient across the membrane and is a constant 
temperature process that does not require a heat source for regeneration. By using a selective 
membrane to dehumidify the air, the sensible and latent cooling of the air stream are decoupled 
(as shown by the lower process line in Figure 1) so the cooling of the air is not driven by the 
need for dehumidification. 

The components of the proposed system are shown in Figure 2.  The dehumidification unit is 
made up of numerous membrane sections arranged so that a channel is produced where the 
humid air at point 1i passes on the outside of the channel until reaching a lower humidity level 
at state 1o. The permeated gas at point 2 on the low pressure side of the membrane would be 
pure water vapour for an ideal membrane, but with real membranes the permeate at point 2 is a 
mixture of water vapour and air. This mixture is passed to a “compressor” which raises the 
pressure of the air and water vapour to state 3. The air and water vapour then enter a condenser 
where a portion of the water vapour is condensed. The air and remaining water vapour simply 
pass through in gaseous form to state 4. The liquid water is captured in a liquid reservoir and 
then discharged to the atmosphere (state 5) via a liquid pump. The non-condensable gases (air 
and some water vapour) are rejected to the atmosphere (state 5) via a vacuum pump.  

 

 

Figure 2: Basic diagram of proposed membrane dehumidification system 

This paper identifies the optimum operating parameters of the system such as the pressure on 
the permeate side of the membrane, the pressure in the condenser, and the optimum cooling 
method for the condenser for practical levels of membrane selectivity via simulation.  All of 
the simulations discussed in this paper were conducted using the Engineering Equation Solver 
(EES) software (2013). 

3. BACKGROUND 

The background is organized into four separate focus areas: membrane gas separation, the 
condensation of a vapour in the presence of a non-condensable gas, existing building system 
dehumidification technologies and system performance goals. 

3.1 Membrane Separation Processes 

Membrane gas separation is accomplished by passing a feed stream of gas mixture across one 
side of a selective membrane at a pressure which is elevated relative to the pressure on the 
opposite side of the membrane. The selective membrane is most permeable to one component 
of the gas mixture in the feed stream which results in a permeate stream that is enriched in that 
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component of the original mixture.  For gas separation, this can be accomplished using both 
porous and dense membranes (Baker, 2004). Porous membranes are separated into types based 
on the pore size and the separation mechanism.  If the membrane pores are very small (5 to 20 
Å), the gases are separated by molecular sieving which is the diffusion of gas molecules through 
openings that are similar in size to the molecule (Williams and Koros, 2008). For dense 
membranes, the solution-diffusion model is employed to describe the transport of gases through 
the membrane. Most current commercial gas separation utilizes dense polymer membranes 
based on this solution-diffusion model (Williams and Baker, 1995). When the solution-
diffusion model is applied to zeolite and ceramic membranes it is sometimes referred to as the 
adsorption-diffusion model (Sekulic et al., 2005).  

Gavalas (2008) describes three methods of quantifying multi-component diffusion: Fick’s law, 
Onsager irreversible thermodynamics and the Maxwell-Stefan method. For binary diffusion, all 
three of these methods are analogous and have been shown to be equivalent (Wang and LeVan, 
2008). The most basic quantitative treatment of binary gas diffusion is given by Fick’s law 
which describes the movement of one species through another species due to a driving force 
gradient in the particular species of interest (Bird et al, 2002; Incropera and DeWitt, 2002). 
Fick’s law is similar in form to Newton’s law of cooling, but instead of the convection 
coefficient Fick’s law utilizes the diffusivity to describe the rate of diffusion.  In the simplest 
version of the Fickian model the driving force for membrane gas separation is the partial 
pressure difference between the feed and permeate sides (Baker, 2004). 

The generalized Maxwell-Stefan theory is most often applied to processes involving gas 
permeation in recent literature and is based on a microscopic model of the physical effects 
governing diffusion. The application of the Maxwell-Stefan theory to zeolite membranes in 
particular has been investigated and  found to be superior to the much simpler Fick’s law 
(Krishna and van den Broeke, 1995). Specifically, the Fick’s law approach fails to model the 
flux maximum which has been observed experimentally (van den Broeke and Krishna, 1995).  
The Maxwell-Stefan method can model this behaviour because it accounts for the variation in 
the diffusion coefficient that is not included in the Fick’s law approach. 

3.2 Condensation of a Vapour in the Presence of a Non-Condensable Gas 

In the building industry, most vapour condensation processes (other than condensing water 
vapour from ambient air) occur as part of a conventional vapour compression refrigeration 
cycle. In these cycles, the refrigerant vapour passes through a heat exchanger where it 
condenses from a gas to a liquid.  The systems are evacuated prior to the refrigerant being added 
to ensure that the refrigerant is the only component in the system. The analytical study of 
condensation of pure vapours was first undertaken by Nusselt (1916) who investigated the film 
condensation of a stationary pure vapour on a vertical flat plate; however, the problem at hand 
involves a forced convection internal flow condition which has been given much attention with 
many different correlations available (Carey, 2008). One of the most widely applicable 
correlations for single component condensation available is that of Shah (1979).   

The presence of a non-condensable gas changes the rate of vapour condensation so that it is no 
longer dependent entirely on Nusselt’s condensing mechanism.  Under steady state conditions, 
once a condensate film has formed condensation occurs at the interface of the condensate film 
and the gas vapour mixture. When the vapour condenses only the non-condensable gas is left 
at the interface resulting in an increased concentration of non-condensable gas near the 
interface. Conversely, the concentration of the vapour near the interface is decreased.  In order 
for condensation to occur, the vapour must transfer through the gas film near the interface via 
diffusion. The reduced partial pressure of the vapour at the interface causes the saturation 
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temperature of the vapour near the interface to decrease. The result is for the effective thermal 
driving force, and thereby the net heat transfer, to be reduced due to the reduction in the 
effective temperature difference. 

The earliest design procedure for multi-component condensers was presented by Colburn & 
Hougen (1934). This is a film method which equates the heat transferred through the 
condensate, the tube wall, and the cooling-water film to the sum of the sensible heat transferred 
by cooling the uncondensed gas and the latent heat from the condensed vapour. This method 
was modified by Bras (1953a; 1953b) to allow for the analysis of superheated mixtures entering 
the condenser. The Bras method was presented in greater detail and compared to measured 
results by Stern (1966) and Stern and Votta (1968). 

The Colburn & Hougen method is commonly regarded as the most physically accurate of the 
common design methods but is more difficult to implement than the commonly used Silver, or 
Silver-Bell, equilibrium method. A recent study (Sacramento-Rivero and Heggs, 2009) found 
that the film method used in the Colburn & Hougen methodology is superior to the equilibrium 
method which underestimates the overall heat transfer coefficient. These results are similar to 
a previous comparison of the two methods (Webb et al., 1996).  Even earlier comparisons by 
Webb (1990) and McNaught (1981) also found the film method to be more accurate. 

3.3 Existing Building System Dehumidification Technologies 

There are three conventional methods of removing moisture from air: sorbent dehumidification, 
refrigerant dehumidification and air-cycle dehumidification (Brundrett, 1987; Rowland and 
Wendel, 2005). Sorbent dehumidification involves putting the moist air in contact with a solid 
or liquid which absorbs water due to a change in the physical or chemical structure of the 
substance.  For these systems, no sensible cooling is required to remove the moisture.  
Refrigerant dehumidification is accomplished by reducing the temperature of the air below the 
dew point temperature by passing the air through a heat exchanger which is cooled either 
directly or indirectly via a vapour compression refrigeration cycle. With this system, significant 
sensible cooling of the moist air must be done before condensation, or latent cooling, occurs.  
Air-cycle dehumidification is not utilized in the building industry.  

In addition to these conventional methods, several researchers have sought to use different types 
of membranes for dehumidification in buildings. El-Dessouky et al. (2000) proposed a device 
using tubular ceramic membranes.  A similar device for air dehumidification comprised of 
tubular membrane modules was developed by a separate team from Korea (Song et al., 2008). 
Supported liquid membranes have been studied in detail by Ito and colleagues (Akira, 2000; Li 
and Ito, 2008). A detailed description and analysis of the membrane system proposed in this 
work (as described above) can be found in Bynum (2012). 

3.4 System Performance Goals 

The goal of this project is to determine the performance capabilities of the proposed membrane 
dehumidification system. An overall target COP was established by the funding agency (U.S. 
Department of Energy’s Advanced Research Projects Agency – Energy, or ARPA-E) and was 
given as a thermal COP (COPth) of 1.12 which is the source energy efficiency of the system. 
The thermal COP value can be converted to a site total performance (COPtotal) using a simple 
factor of 3.2 (provided by ARPA-E) resulting in a required total site COP of 3.58 for ambient 
conditions of 32.2°C (90°F) and 90% relative humidity and system outlet conditions of 12.8°C 
(55°F) and 50% relative humidity.  
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To find the sensible and latent cooling, the enthalpies of air at the stated inlet and outlet 
conditions are used with the required total cooling load of 3.52 kW (1 ton) to find the inlet air 
flow rate of 40 L/s (85 ft3/min) for the system. Next, the sensible (Qsensible) and latent (Qlatent) 
cooling loads are found using the dry bulb temperature difference and the humidity ratio 
difference, respectively. The total COP is found from a combination of the latent cooling, 
sensible cooling, the latent COP (COPlatent) and the sensible COP (COPsensible) using Equation 
1 below. 

 ����µ��9 = TL´JL�?@´�T@#ì´JìTL´JL�?@´ WXYL´JL�?@´  �T@#ì´Jì WXY@#ì´Jì   (1) 

Using an assumed COPsensible of 4.6 the required latent cooling system COP is found to be 3.34. 
This value will be useful in assessing the size of the membrane required during system design 
and in assessing the calculated performance of the system. 

4. SIMULATION METHODOLOGY, RESULTS AND DISCUSSION 

Initially, to assess the performance limits of the proposed system as well as estimate the 
performance of the real device, several different system models were developed.  All of the 
simulations presented below utilize a simple model of the membrane separation process based 
on Fick’s law. Specifically, three different models were developed: an ideal condenser 
simulation assuming full water condensation in the condenser, a single-component condenser 
model assuming only water vapour is present in the condenser and a multi-component 
condenser model which simulates the real device.  In addition to assuming full water 
condensation in the condenser, the ideal case assumes fully isothermal compression devices 
and ideal cooling tower performance. The single component condensation model where the air 
and water vapour are separated prior to entering the condenser was developed to explore the 
limits of a real condenser. A multi-component condensation model was also developed to 
provide a basic assessment of the real system performance. 

The COP values discussed below represent only the performance of the dehumidification 
portion of the system with no sensible cooling of the moist air on the unpermeated (i.e. ambient) 
side of the membrane. As a result, the stated outlet conditions describe only the humidity level 
of the outlet air while the dry bulb temperature is constant and equal to the inlet temperature as 
shown with the red vertical line at 32.2°C (90°F) in Figure 1 above. 

4.1 Fick's Law Modeling 

The model of the mass transfer utilizes a numerical approach which recommends analyzing the 
membrane as 100 discrete elements (Stern and Wallawender, 1969). Based on this 
recommendation and the limits of the EES software used for the simulation, the membrane is 
broken into 100 segments. For each segment, a set of six equations (Equations 2 through 7) is 
solved to determine the permeate side gas composition. ¦�,',� ∗ ��µ��9,<,� = D<,� ∗ Ö� ∗ (�µ� ∗ ¦�,�.� − �' ∗ ¦�,',�) (2) 

¦�,',� ∗ ��µ��9,<,� = D<,� ∗ Ö� ∗ (�µ� ∗ ¦�,�.� − �' ∗ ¦�,',�) (3) 

¦�,�,�4% ∗ ��µ��9,�,�4% = ¦�,�,� ∗ ��µ��9,�,� + ¦�,',� ∗ ��µ��9,<,� (4) 

¦�,�,�4% ∗ ��µ��9,�,�4% = ¦�,�,� ∗ ��µ��9,�,� + ¦�,',� ∗ ��µ��9,<,� (5) 

¦�,',� = 1 − ¦�,',� (6) 

¦�,�,� = 1 − ¦�,�,� (7) 
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A diagram of one membrane segment with the related inputs and outputs is shown in Figure 3. 
Once the analysis has been performed for all 100 segments, the outlet unpermeated stream 
conditions are calculated as shown below in Equations 8 and 9 where Nw,m,total (or Nw,2) is 
the water molar flow rate through the entire membrane and Na,m,total (or Na,2) is the air molar 
flow rate through the entire membrane. 

��,<,�µ��9 = -�¦�,',� ∗ ��µ��9,<,��%##
�6% = ��,' (8) 

��,<,�µ��9 = -�¦�,',� ∗ ��µ��9,<,��%##
�6% = ��,' (9) 

For a given set of operating conditions and membrane characteristics, the system of equations 
outlined above is all that is necessary to determine the low pressure permeate stream and high 
pressure unpermeated stream compositions. The simulation repeatedly solves the system of 
equations above for all 100 segments in order to determine the permeate side total pressure that 
is required in order to obtain the desired unpermeated stream outlet humidity condition. 

 

 

Figure 3: Diagram of membrane mass transfer analysis for one segment 

4.2 Membrane Performance Characteristics and Metrics 

Using the simple pressure gradient driven form of Fick’s law outlined above requires the use 
of a specific set of units for the membrane characteristics. These units differ from those which 
are sometimes used for more general descriptions of membrane mass transfer characteristics 
when the simple pressure gradient driven form of the Fick’s law analysis is not appropriate. 

The characteristics commonly used to describe membranes in gas separation applications are 
the permeability, the permeance and the selectivity (Baker et al., 2010). The permeability (P) is 
the flux of a component through a membrane of unit thickness.  When the membrane thickness 
is not known, the membrane is described using the permeance (τ) which is equal to the 
permeability divided by the membrane thickness. The permeance is the flux of a species through 
the membrane normalized by the driving force.  The membrane selectivity (α) is simply the 
ratio of the permeabilites, or permeances, of two components for the given membrane. 

For this application, the permeance will be used to describe the membrane mass transfer 
performance. Using the permeance has a number of advantages including ease of measurement 
in laboratory testing and the fact that detailed knowledge regarding the membrane thickness is 
unnecessary. The permeance in this work is reported in units of mol/m2-s-Pa. 
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4.3 Ideal Condenser Simulation 

The simplest model of the processing of the permeate stream assumes that all of the water 
vapour is condensed to liquid form. Condensing the water is advantageous because compressing 
a liquid to a given pressure (i.e. ambient pressure in this case) requires much less energy than 
compressing a gas. By condensing the water vapour to liquid first, the mass of gas that must be 
compressed is minimized and includes only the air that passes through the membrane. The 
inputs for the ideal condenser analysis are labelled as simulation group A in Table 3. 

4.4 Single Component Condenser Simulation 

To test the upper limit of the real condenser performance, a model was developed which is not 
the ideal case and is also not the real case where a water vapour and air mixture enter the 
condenser. In this case the air simply bypasses the condenser and is mixed with the water vapour 
again before entering the vacuum pump. This allows for the condenser to deal with a single 
component (i.e. water vapour) which will presumably increase the amount of water vapour 
condensed as compared to the real condenser. A general correlation by Shah (1979) was 
selected for use in modelling the single component condenser. The general form of this 
correlation is shown in Equation 10 (with the reduced pressure (pr) defined in Equation 11) 
where hTP is the two phase region heat transfer coefficient, hL is the Dittus-Boelter equation 
heat transfer coefficient, xin is the inlet molar fraction of vapour, pc is the critical pressure and 
p is the pressure of the fluid in the inner tube. This condenser consists of 40 sets of concentric 
tubes 45.7 cm (1.5 ft) long with the cooling water flowing upward in the annulus and the water 
vapour downward inside the inner tube. The inputs for the single component condenser analysis 
are labelled as simulation group B in Table 3. 

ℎNY = ℎL .(1 − C�
)#.M + 3.8 ∙ C�
#.NO ∙ (1 − C�
)#.#RE@#.QM 2 (10) 

E@ = EE� (11) 

One of the main limitations of the effectiveness of the condenser is the entering cooling water 
temperature. If an ideal cooling tower is assumed, the entering cooling water temperature will 
be equal to the ambient wet bulb temperature; however, for a real cooling tower, the minimum 
entering cooling water temperature will likely be between 2.78°C (5°F) and 5.56°C (10°F) 
greater than ambient wet bulb temperature (this difference is the cooling tower approach 
temperature). 

Four combinations of water permeance, air permeance and membrane area were chosen for 
operational analysis using Houston, TX, USA, bin weather data for the inlet conditions with a 
feed side flowrate of 47 L/s (100 ft3/min) and an outlet condition at the 12.8 °C (55°F) and 90% 
RH humidity ratio at the bin dry bulb temperature with a single component condenser. The 
flowrate was changed for this particular analysis simply to make scalability of the results to 
higher flowrates (i.e. for full scale systems) simpler when considering average annual 
performance.  The single component condenser is modelled with approach temperatures of 0°C, 
2.8°C and 5.6°C. The results below are for a water permeance of 8.00∙10-6 mol/m2-s-Pa and an 
air permeance of 5.33∙10-8 mol/m2-s-Pa with a membrane area of 2.0 m2. In this case, the 
permeate side pressure changes for each bin depending on the amount of water vapour that must 
be removed to meet the outlet condition.  For these membrane characteristics, the annual 
average COP for the case with an approach temperature of 0°C is 21.4% less than the COP for 
the ideal condenser. The results for the two cases with approach temperatures of 2.8°C and 



P30, Page 8 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

5.6°C (see Table 1) show the COP decreases even further when real approach temperatures are 
considered. 

Table 1: Single component condenser results 

Ideal Approach=0°C Approach=2.8°C Approach=5.6°C 

COP COP %Diff COP %Diff COP %Diff 

2.2 1.73 21.4% 1.43 35.1% 1.35 38.5% 

4.5 Multi-Component Condenser Simulation 

The Colburn & Hougen design model in its original form is a trial and error procedure which 
calculates the total heat transfer area required to obtain a given output condition. For operational 
performance analysis, the full Colburn & Hougen procedure is carried out in an iterative 
procedure that guesses the output conditions of the non-condensed gas and checks the total area 
required to obtain those conditions until the results match the area of the actual device. 
Similarly, the cooling water flow rate is assumed in the Colburn & Hougen device and the 
change in temperature is calculated. Given the small difference between the temperature of the 
gas entering the condenser and the temperature of the cooling water entering the condenser, the 
temperature change of the cooling water is a limiting factor in this analysis. As a result, the 
model procedure utilizes a set temperature difference for the cooling water and a variable 
cooling water flow rate which must be checked as well. The inputs for the multi-component 
condenser analysis are labelled as simulation group C in Table 3. 

4.6 Comparison of Multi-component and Single Component Condenser Results 

All of the Colburn & Hougen method based simulations assume a cooling tower approach 
temperature of 0°C. The results in Figure 4 are calculated using Houston, TX, USA, bin data 
(i.e. ambient dry bulb temperature) for a membrane with a water permeance of 8.00∙10-6 
mol/m2-s-Pa, an air permeance of 5.33∙10-8 mol/m2-s-Pa and an area of 2.0 m2. 

The graphical results presented below clearly show the degradation in COP when a multi-
component condenser is compared to the single component condenser and the ideal condenser. 
The COP results are most similar when there is either not much water in the permeate stream 
(low ambient dry bulb temperatures) or when the difference between the ambient dry bulb and 
wet bulb temperatures is large (high ambient dry bulb temperatures). 

 

 

Figure 4: Comparison of results for three simulation types with Approach=0°C 
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4.7 System Optimization Analysis 

Two initial system optimizations were investigated to increase system performance.  These 
include the use of multiple condenser stages to condense more of the water vapour and the 
optimization of the pressure entering the condenser. Adding multiple condenser stages was 
found to have too small of an effect on the performance of the system to justify the added system 
complexity; therefore, this optimization is not utilized. For instance, for a membrane with a 
water permeance of 8.00∙10-6 mol/m2-s-Pa, an air permeance of 5.33∙10-8 mol/m2-s-Pa, an area 
of 2.0 m2 and a flowrate of 47 L/s (100 ft3/min) outside air at Houston, TX, USA, bin conditions 
exiting at the 12.8°C (55°F) and 90% RH humidity ratio and bin dry bulb temperature, the 
annual average COP increases by 7.56% when a second stage is added and by 12.14% when a 
third stage is added. This analysis is based on the multi-component condenser model. While a 
12.14% increase is not insignificant the system complexity would greatly increase to realize 
this gain. The inputs for the multiple condenser stages optimization analysis are labelled as 
simulation group D in Table 3. 

In the previous simulations, the condenser water vapour partial pressure was set based on the 
saturation pressure of the permeate side gases. Increasing the partial pressure of the water 
vapour increases the saturation temperature of the water vapour which increases the temperature 
difference driving the condensation process.  In order to increase the amount of water vapour 
condensed, the entering condenser pressure was increased in even increments until a maximum 
COPlatent was found. All of the following analysis was conducted using the single component 
condenser analysis to explore the limit of the performance of the system under real operating 
conditions. All of the simulations include a 65% simple efficiency for the isothermal 
compressors and an outside air feed stream flowrate of 40 L/s (85 ft3/min). The inlet and outlet 
unpermeated stream conditions are the specified design conditions. The inputs for the condenser 
pressure optimization analysis are labelled as simulation group E in Table 3. 

This analysis was conducted using only a small number of membrane characteristic 
combinations to demonstrate the presence and behaviour of the maximum performance 
conditions.  The first test case uses a water permeance of 8.00∙10-6 mol/m2-s-Pa and an air 
permeance of 2.00∙10-8 mol/m2-s-Pa with a membrane area of 10.0 m2. The membrane area has 
increased since the pressure differential across the membrane has been decreased requiring 
more surface area of membrane to remove enough moisture to meet the outlet condition.  The 
results show that the COP reaches a maximum value when 85-90% of the water has been 
condensed.  The simulation was also conducted for three different approach temperatures.  The 
results show that the COP is decreased by approximately 24-30% for an approach temperature 
of 5.6°C and 21-27% for an approach temperature of 2.8°C when compared to the ideal case.  
Additionally, only one realistic case with an approach of 2.8°C exceeds the COP target of 3.34 
as shown in Table 2. 

Table 2: Condenser pressure optimization results 

Sim. 
Type COP % Diff  

T3 
(°C) 

T3 Increase 
(°C) 

Pw3 
(kPa) 

Pw3 
Increase 

(kPa) 

P3 
Percent 
Increase 

Ideal 4.57 -- 32.2 -- 4.82 -- -- 
A=0°C 3.53 -22.8% 43.1 19.5 8.67 3.85 80% 
A=2.8°C 3.36 -26.5% 46.0 24.9 10.1 5.30 110% 
A=5.6°C 3.21 -29.8% 48.7 29.7 11.6 6.75 140% 

Table 3: Summary of simulation inputs(CT: concentric tube and S&T: shell and tube) 
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Sim. 
Group 

Condenser Approach State 1i State 1o 
Membrane 
Properties 

Type Shape T (°C) 
Tdb 
(°C) 

RH 
(%) L/s T (°C) 

Air Perm.  
(mol/m2-

s-Pa) 

Am 
(m2) 

A Ideal -- -- 
Houston, TX 
Bins 

47 Inlet DB 5.33E-08 2.0 

B Single CT Table 1 
Houston, TX 
Bins 

47 Inlet DB 5.33E-08 2.0 

C Multi S&T 0 
Houston, TX 
Bins 

47 Inlet DB 5.33E-08 2.0 

D Single CT 0 
Houston, TX 
Bins 

47 Inlet DB 5.33E-08 2.0 

E Single CT 0, 2.8, 5.6 32.2 90 40 32.2 2.00E-08 10.0 

5. CONCLUSION 

Multiple simulations of a membrane dehumidification system were developed.  The model 
presented here was used to develop the system, analyze operating parameters and simulate 
performance.  The results indicate that the system requires optimization to meet the target COP 
of 3.34 with a maximum system COP of 3.36 at the ARPA-E specified conditions. The 
modifications considered include multiple condenser stages and increased condenser inlet 
pressure.  Further improvement of the models presented above will be presented elsewhere.  
Improvements include a more detailed mass transfer model, a more detailed heat transfer model, 
a non-isothermal compression model and a new condenser design as well as uncertainty 
analysis using the improved model. The systems analyzed in this paper are covered by United 
States patent Nos. 8,496,732, 8,500,848 and six pending U.S. and international patents. 
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NOMENCLATURE 

A or Am membrane area (m2) 

c specific heat (J/kg-K) 

CFM volumetric airflow rate (ft3/min or L/s) 

COP coefficient of performance (-) 

CT concentric tube 

do outside diameter of inner tube (m) 

DB dry bulb temperature (°C) 

g gravitational acceleration (m/s2) 

h heat transfer coefficient (W/m2-K) 

hs sensible only heat transfer coefficient (W/m2-K) 

k thermal conductivity (W/m-K) 

K gas film mass transfer coefficient (kmol/s-m2-Pa) 
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Mcond mass flow rate of condensate (kg/s) 

Mm average molecular weight (kg/kmol) 

N molar flow rate (kmol/s) 

P permeability (mol/m-s-Pa) 

P pressure (kPa) 

Q cooling load (kW) 

R gas constant (kJ/kmol-K) 

S&T shell and tube 

X molar fraction (-) 

α selectivity (-) 

γ ratio of specific heats (-) 

ε heat transfer ratio (-) 

ηpoly polytropic efficiency (-)  

μ kinematic viscosity (kg/m-s) 

ρ density (kg/m3) 

τ permeance (mol/m2-s-Pa) 

Subscripts 

a air 

c condensate 

c critical 

g gas 

h high pressure side of membrane 

i ith membrane segment 

in inlet 

L liquid 

m low pressure side of membrane 

oa outside air 

r reduced 

T total 

TP two phase 

v vapour 

w water 
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1. ABSTRACT 

Nowadays the desiccant wheel is applied widely in air-conditioning system. One-stage 
desiccant wheel system is compared with two-stage system in present study, with hot/chilled 
water as heating and cooling source. Many studies show that the regeneration temperature of 
the two-stage desiccant wheel system is apparently low compared with one-stage system. In 
this paper, required hot water inlet temperature is also taken as a comparison index. It is found 
that, required hot water inlet temperature depends on water and air flow rate ratio. With small 
water flow rate, one-stage system is recommended. And with high water flow rate, two-stage 
system is recommended. For the condition that the air of 18g/kg is dehumidified to 9g/kg, with 
the airflow rate of 1 kg/s and water flow rate of 0.24kg/s, the required hot water inlet 
temperature is 76.4°C and it increases to 80.9 °C for two-stage. But when the water flow is 
1.2kg/s, the temperature is 66.0 °C and it decreases to 58.9°C for two-stage. 

Keywords: desiccant wheel, regeneration, heating source temperature, multi-stage 

2. INTRODUCTION 

Air-conditioning systems applying the rotary desiccant wheel draw more and more attention as 
an effective dehumidification method. The substrate of desiccant wheel is honeycomb 
construction coated with solid desiccant material, forming many air channels, and heat and mass 
transfer between air and solid desiccant occurs on the walls of channels. Much absorbing heat 
is released into air while dehumidification and much heat is absorbed while regeneration, which 
is isenthalpic process. To regenerate the solid desiccant material with high moisture content, 
high-temperature regeneration air is needed. Many studies try to reduce the required 
regeneration air inlet temperature (regeneration Temp.) of desiccant wheels and improve 
system performance by many methods, such as developing advanced desiccant materials with 
high moisture capacity (Eicker et al., 2012), applying alternative wheel design (Yadava et al., 
2013) or improving air conditioning process with evaporative cooling (Goldsworthy, 2011). 
Thus, low-grade heating sources can be utilized to desiccant regeneration, such as solar energy, 
waste heat from cogeneration system (La et al., 2010). 

Two-stage desiccant wheel systems have gained considerable attention from researchers in 
recent years because of the possibility of low regeneration temperature. Cooling source and 
heating source is utilized between two stages to cool the processed air and reheat regeneration 
air. Thus, the processed air can maintain in relatively low temperature level, and so as the 
desiccant material. Tu et al. (2014) investigated the performance of a heat pump-driven two-
stage desiccant wheel system, and the required regeneration temperature is about 44°C, lower 
than 80°C required by one-stage system driven by heat pump. Jeong et al. (2011) proposed a 
system that combines a heat pump system with two desiccant wheels or one four-part desiccant 
wheel. For the same dehumidification target, the regeneration temperature of conventional 
desiccant dehumidification systems, the system with the pre-cooler and the double-stage-type 
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systems (including above mentioned two types) are approximately 62.2°C, 49.9°C, 43.2°C, 
respectively. La et al. (2011) studied a two-stage desiccant wheel system driven by hot water 
form solar thermal collector. The regeneration air with 1000m3/h flow rate is heated in heat 
exchanger by hot water (0.5~2m3/h) from solar collector and then simultaneously comes into 
two desiccant wheels, and the hot water temperature is 50-90°C. 

To achieve the similar dehumidification capacity, the regeneration temperature of the two-stage 
system is apparently low compared with one-stage system no matter what kind of heating or 
cooling source is. For the desiccant system driven by hot and chilled water, although the 
required regeneration temperature of two-stage system is lower than one-stage, how does the 
required hot water inlet temperature? The present study will focus on this question. The heat 
and mass transfer model in the desiccant wheel and model of heat exchanger are first provided. 
Based on the validated theoretical model, the performance of one-stage and two-stage systems 
with the same entire heat transfer area is compared, which is driven by hot/chilled water. With 
different water flow rate, the required regeneration air inlet temperatures and hot water inlet 
temperatures are evaluated and contrasted. 

3. MODEL INTRODUCTION 

The typical desiccant wheel air-conditioning system composes of desiccant wheel, heater, and 
cooling coils, as depicted in Figure 1. The regeneration air is heated by external heating source 
(R1 → R2) before coming into desiccant wheel, aimed at supporting regeneration heat, and 
processed air is cooled before and after desiccant wheel (P1 → P2, P3 → P4) to maintain low 
air temperature and improve dehumidification ability of desiccant wheel. The heating and 
cooling source can be hot/chilled water or refrigerant in heat pump cycle, and the systems driven 
by hot and chilled water are investigated in this article. In the following analysis, the 
regeneration sector takes up the half of the wheel, and the processed air flow rate and 
regeneration air flow rate are equal. 

 
Figure 1: Operating principle of one-stage desiccant wheel air-conditioning system. 

3.1 Heat and mass transfer model of desiccant wheel 

Desiccant wheel is the key part in the desiccant wheel air-conditioning system, and the heat and 
mass transfer model in the previous paper (Tu et al., 2013) is adopted. The desiccant wheels 
mentioned in present study are with sinusoidal air channels. The schematic of desiccant wheel 
is shown in Figure 2. Every single air channel is taken as an individual control unit in the two-
dimensional model. 
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Figure 2: Schematic of desiccant wheel. 

Both gas diffusion (DA) and surface diffusion (DS) are considered in this model. The main 
assumptions for the model are (Zhang et al, 2002): 1) the heat conduction and mass transfer 
along the desiccant wall direction are neglected due to its thin thickness of about 0.1 mm; 2) 
the axial heat conduction and mass diffusion in the air flow are neglected; 3) the air channels 
are equal and uniformly distributed throughout the whole wheel; 4) the thermodynamic 
properties in the solid are constant and uniform; 5) air leakage between two air flows is 
neglected at low revs. Energy conservation and mass conservation of air and desiccant are 
calculated as follows (Tu et al., 2013): 

 
(1) 

 
(2) 

 
(3) 

 
(4) 

where �� and �¶ are the temperatures of the air and the desiccant material, respectively; ¥� and ¥¶ are the humidity ratio of the air and the equilibrium humidity ratio of the desiccant, 
respectively; �� is the hydraulic diameter of the air channel; B� is the face velocity of the air; 
and ℎ and ℎ< are the convective heat transfer coefficient and the convective mass transfer 
coefficient, respectively; I¶ and ��¶ are the equivalent density and heat capacity of the solid, 
respectively, which are weighted values of substrate and desiccant material (subscript ��); C is 
the volume ratio of the desiccant material in the solid, which is combined with substrate and 
desiccant material; � is the frontal area ratio of the solid and air in the control unit; /¶ is heat 
conductivity coefficient; O� is adsorption heat; P is porosity of desiccant material. 

 

As indicated in the four conservation equations, the air states vary with wheel angle (Ö direction) 
and wheel thickness direction (\ direction). (�¶ − ��) and (¥¶ − ¥�) are heat and mass transfer 
driving force, respectively. The equivalent humidity ratio of desiccant means the humidity ratio 
of the air on surface of desiccant, at equivalent state with the desiccant material. Figure 3 shows 
the relationship of equivalent humidity ratio and water content of RD silica gel in psychrometric 
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chart. Empirical formula about equilibrium isotherm of solid desiccant can be integrated in to 
complete the mathematic model. To calculate the two-dimensional model, the wheel is divided 
into many grids in thickness and angle (time) directions, as shown in Figure 2. Solving the 
above equations with two air flows inlet parameters can give the distributions of the air and 
desiccant parameters inside the wheel and the parameters at the outlets of the desiccant wheel. 
Comparison results of the predicted values by the theoretical model with the corresponding 
experimental findings are given by Tu et al. (2013), and show good agreement. Therefore, the 
theoretical model is adopted for following research on dehumidification wheels. 

Desiccant wheel rotates between processed air and regeneration air. Absorbing heat is released 
along with dehumidification process, while heat is absorbed along with regeneration process of 
solid desiccant material. Figure 4 gives two air flow inlet and outlet parameters during 
processes. The air handling process is isenthalpic due to interaction of the air and solid desiccant 
material along air flow direction and angle direction. The air flow rate of two flows are usually 
the same, and the temperature changes and humidity ratio changes of the processed air are equal 
to those of the regeneration air, as shown in psychrometric chart. The outlet parameters are not 
uniform along the angle direction, so the outlet points in Figure 4 mean average value. 

 
Figure 3: Usual solid desiccant states shown in air psychrometric chart (RD silica gel). 

 
 Figure 4: Air handling process of dehumidification and regeneration in psychrometric chart. 
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The radius and thickness of the wheel are 500 mm and 200 mm, respectively, and the wheel 
moves at 25 r/h rotation speed. The wheel is meshed into 40 (thickness) × 144 (angle) grids in 
calculation model, according to 5 mm and 1s step size respectively. The air states and solid 
desiccant states at every node of the grids are calculated through an iterative model. The 
temperature field and humidity ratio field is depicted in Figure 5. The states of the air and solid 
desiccant are compared along the angles at three different thickness positions of the wheel (Z=0, 
L/2 and L). It indicates that, in dehumidification sector, the temperature of the air is lower than 
solid desiccant, and heat transfer direction is from solid desiccant to the air. The temperature of 
the air increases with increasing Z, and decreases with increasing angle. Different with 
temperature, the humidity ratio of air is higher than equivalent humidity ratio of the solid 
desiccant, so mass transfer direction is from the air to solid desiccant, i.e., dehumidifying the 
air. The humidity ratio of the air and solid desiccant decreases with increasing Z, and decreases 
first and then increases with increasing angle. The condition is absolutely opposite in 
regeneration sector. 

The temperature and humidity ratio states of the air and solid desiccant along with the thickness 
at 90° and 270° are represented in Figure 6. As shown by the middle two lines in Figure 5 and 
Figure 6, the driving force is relatively uniform throughout the desiccant wheel. 

 
Figure 5: The states of the air and solid desiccant along with angles at three thickness 

positions. 

 
Figure 6: The states of the air and solid desiccant along with thickness at different angles. 

3.2 Model of heat exchanger 

Water-air heat exchanger is another key component of desiccant wheel air-conditioning system. 
And 8 − ��¤ model is utilized to calculate outlet temperatures at counter-flow configuration. 
For the given heat transfer ability (� • D), ��¤ is determined by heat capacity flow rate, and 
then ε can be obtained, as Eqs. (5) - (6), where ε means air side heat exchange effectiveness. 
Heat capacity flow rate ratio Cr is defined as Eq. (7), and it has much effect on heat exchange 
effectiveness. Air side heat exchange effectiveness are shown in Figure 7, at different water 
flow rates and � • D. 



P31, Page 6 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

 
(5) 

 

(6) 

 
(7) 

 
Figure 7: Air side heat exchange effectiveness at different water flow rates (air flow rate: 

1kg/s) 

4. SYSTEMS COMPARISON 

The one-stage desiccant wheel system is described in Figure 1, and the operating conditions 
and component information are listed in Table 1. When the system is divided into two stages, 
the thickness of wheel, the heat transfer area of all heat exchangers and the water flow divide 
equally, and two air streams flow through the components in turn, as shown in Figure 8. The 
inlet parameters of two air flows, dehumidification target and chilled water temperature (28°C) 
are set invariant. For all systems, every desiccant wheel is operating at the optimum rotation 
speed. The optimum can be obtained by repeated trial calculation. In this way, the required 
regeneration air inlet temperature and required hot water inlet temperature of one-stage mode 
and two-stage mode can be evaluated and compared. 
  



P31, Page 7 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

 
Figure 8: Operating principle of two-stage desiccant wheel air-conditioning system. 

Table 1: Operating conditions and component information. 
Operating 
conditions 

Desiccant wheel Heat exchangers 

Processed air: 
35°C, 18 g/kg, 
3000 m3/h 
Regeneration air: 
26°C, 10.5g/kg, 
3000 m3/h 

Radius: 0.5m. 
Thickness: 0.2m 
Material: silica gel 
Nu of air channel: 2.463 
Divide   thickness   
equally for two-stage 

For each heat exchanger of one-stage 
Heat transfer ability: 3 kW/k. 
Efficiency: 75% 
The water flow is inconstant 
Divide heat transfer ability and water flow 
equally for two-stage 

The comparison results of one-stage and two-stage desiccant wheel system are shown in Figure 
9 and Table 2. Figure 9(a) shows the air handling processes of one-stage mode, with the water 
flow rate of 0.24kg/s for each heat exchanger. The required regeneration temperature is 64.7°C. 
Equivalent humidity ratio and water content of desiccant material throughout the wheel are 
7.8~21.5g/kg and 7.4%~33.7%, respectively, of wide ranges. High air inlet regeneration 
temperature is essential for regeneration process. Figure 9(b) shows the air handling processes 
of the two-stage system. Keep the total water flow the same as one-stage system, i.e., water 
flow rate of each heat exchanger is 0.12kg/s. The required regeneration air inlet temperatures 
are 59.1°C and 50.9°C respectively for two stages. The two stages desiccant material states are 
separately in high humidity and low humidity regions in psychrometric chart. Equivalent 
humidity ratio and water content of the 1st-stage desiccant material are ranging in 
11.3~20.8g/kg and 12.7%~30.0%, respectively. Meanwhile that of 2nd-stage is ranging in 
8.5~14.5g/kg and 13.9~24.6% respectively. Also Figure 10 shows desiccant states throughout 
the wheel while rotating in psychrometric chart. The desiccant water content of two-stage 
system maintains higher than 12%, while the desiccant water content of one-stage should be 
regenerated to 7.4%. Maintaining desiccant material in high humidity region is the key cause 
of decreasing regeneration air inlet temperature, i.e., regeneration temperature. However, the 
hot water temperature of two-stage system is higher than that of one-stage system, as shown in 
Table 2. When the water flow rate is small, water flow rate is halved with invariant air flow rate 
for each heat exchanger, so heat capacity flow rate of water is much smaller than that of air. 
Heat transfer ability becomes much poorer. Though the regeneration temperatures of two-stage 
are lower than one-stage, the required hot water inlet temperature is higher. When the water 
flow rate is high, the regeneration temperature and required hot water inlet temperature of two-
stage are both lower than those of one-stage, as shown in Table 2. The dehumidification 
performance of desiccant wheel and the heat transfer effect of heat exchangers are both 
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improved. Furthermore, dehumidification amount of each stage desiccant wheel is more 
uniform when high water flow rate. 

 
Figure 9: Air handling processes of two systems with small water flow: a) one-stage; b) two-

stage. 

 
Figure 10: Desiccant states of two systems with small water flow: a) one-stage; b) two-stage 

Table 2: Simulation results comparison of two systems modes at different water flow. 
System One-stage Two-stage One-stage Two-stage 
Water flow rate of each heat 
exchanger, kg/s 

 

0.24 
 

0.12 
 

1.2 
 

0.6 

Cr 1 0.5 5 2.5 
Regeneration Temp., °C 64.7 59.1 / 50.9 63.6 53.5 / 50.3 
Hot water Temp., °C 76.4 80.9 66 58.9 
Dehumidification amount, g/s 9 5.7 / 3.2 9 5.0 / 4.0 
Supply air Temp., °C 34.2 35.1 29.6 30.7 
Exhaust air Temp., °C 39.6 42.6 38.3 39.1 
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It is found that the increasing or decreasing of required hot water temperature after dividing the 
desiccant wheel system depends on the water flow rate, according to the previous simulation 
results. Figure 11 shows the required hot water temperature of one-stage and two-stage systems 
with various water flows. The abscissa total hot water flow rate means the sum of hot water 
flow rates for two-stage modes. 

When the total hot water flow rate increases from 0.12 kg/s to 1.5 kg/s (chilled water flow rate 
of each cooling coil is equal to hot water flow rate of each heater), the required hot water inlet 
temperature of two system modes both decreases. Due to different changing slopes, the critical 
water flow exists. For the given input parameters, 0.33 kg/s water flow rate is determined as the 
critical value. Therefore, when water flow rate is small (<0.33 kg/s in this case), the 
performance of one-stage system is better. When water flow rate is high (>0.33 kg/s in this 
case), two-stage desiccant wheel system shows better performance. 

 
Figure 11: The required hot water temperature with various water flows. 

Decreasing of required regeneration air inlet temperature is the original aim of two-stage 
desiccant wheel air-conditioning system. And simulative analysis proves that two-stage can 
effectively reduce required regeneration air inlet temperature by adding middle heat and cooling 
source between two stage desiccant wheels. As explained in Section 4 and Figure 9, 
intermediate input cold and heat can realize regeneration at high water content region. However, 
the required hot water inlet temperature of two-stage is not always lower than one-stage. And 
it depends on the hot water flow rate, i.e., heat capacity flow rate ratio Cr. 

5. CONCLUSION 

One-stage and two-stage desiccant wheel system driven by hot and chilled water are simulative 
examined in this paper. The regeneration temperature and required heat source temperature are 
compared by adopting theoretical models of desiccant wheel and heat exchangers. The main 
conclusions are summarized as follows: 

- To gain the same dehumidification capacity, the required regeneration air inlet 
temperature of two-stage is certain to be lower than that of one-stage, with the same 
heat exchange area, so two-stage mode is a possible way to use low-grade heat source. 

- For hot and chilled water driven desiccant wheel system, the required hot water inlet 
temperature of two-stage is not always lower than that of one-stage, and it depends on 
the hot water flow rate. 

- With high hot water flow rate, the required hot water inlet temperature of two-stage is 
lower than one-stage, and two-stage system is recommended. With small hot water flow 
rate, the require hot water inlet temperature of one-stage is lower, and one-stage 
desiccant wheel system is recommended. 



P31, Page 10 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

ACKNOWLEDGEMENTS 

The authors appreciate the support from the National Natural Science Foundation of China (No. 
51138005) and Tsinghua University Initiative Scientific Research Program. 

REFERENCES 

Eicker U., Schürger U., Köhler M., et al., 2012. Experimental investigations on desiccant 
wheels . Applied Thermal Engineering. 

Yadava A., Bajpai V.K., 2013. Analysis of various designs of a desiccant wheel for improving 
the performance using a mathematical model. Journal of Renewable and Sustainable Energy. 
Goldsworthy M., White S., 2011. Optimization of a desiccant cooling system design with 
indirect evaporative cooler. International Journal of Refrigeration. 

La D., Dai Y.J., Li Y., et al., 2010. Technical development of rotary  desiccant dehumidification 
and air conditioning: a review. Renewable and Sustainable Energy Reviews. Tu R., Liu X.H., 
Jiang Y., 2014. Performance analysis of a two-stage desiccant cooling system. Applied Energy. 

Jeong J., Yamaguchi S., Saito K., et al., 2011. Performance analysis of desiccant 
dehumidification systems driven by low-grade heat source. International Journal of 
Refrigeration. 

La D., Dai Y., Li Y., et al., 2011. Case study and theoretical analysis of a solar driven two-stage 
rotary desiccant cooling system assisted by vapor compression air-conditioning. Solar energy. 

Zhang L.Z., Niu J.L., 2002. Performance comparisons of desiccant wheels for air 
dehumidification and enthalpy recovery. Appl Therm Eng. 

Tu R., Liu X.H., Jiang Y., 2013. Performance comparison between enthalpy recovery wheels 
and dehumidification wheels. International Journal of Refrigeration. 

NOMENCLATURE 

cp specific heat capacity, J/kg 

D0 surface diffusion constant, m2/s 

DA gas diffusion coefficient, m2/s 

DAK Knudsen diffusion coefficient, m2/s 

DAO ordinary diffusion coefficient, m2/s 

dh hydraulic diameter, m 

DS surface diffusion coefficient, m2/s 

f area ratio, dimensionless 

F area, m2 

h convective heat transfer coefficient, W/(K•m2) 

hm convective mass transfer coefficient, kg/(kg•m2) 

kd heat conductivity, W/(m2• K) 

NTU number of heat transfer unit 

P pressure, kPa 

rs adsorption heat, J/kg 
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T temperature, °C 

u velocity, m/s 

W water content, kg water/kg dry desiccant 

x volume ratio of desiccant material in the desiccant plate, dimensionless 

Y humidity ratio, g/kg 

Z wheel thickness direction, m 

 

Greek symbols 

δ tortuosity factor, dimensionless 

ε heat exchange effectiveness 

κ porosity, dimensionless 

ρ density, kg/m3 

τ time 

 

Subscripts 

a air 

ad adsorption material 

d solid 

w water 
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Model development and experimental parameter identification for 
biomass pellet boilers in buildings 

Jens Petzold, Daniel Büchner, Andreas Ortwein 
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1. ABSTRACT 

Biomass is currently the most important renewable energy source for heating in Germany (FNR 
e.V., 2013). It helps to reduce carbon dioxide footprint and dependency on fossil fuels. 
However, solid biomass boilers operate generally less dynamic than conventional boilers fired 
with gaseous or liquid fuels. Clean combustion of solid biomass requires a certain minimum of 
fuel and combustion air flow rate to maintain a stable and hot fire bed. Both of these constraints 
have major influence on performance ratio and emissions. As a result, biomass heating systems 
in low energy buildings, possibly combined with other heat sources are prone to unfavorable 
operational conditions. Therefore, advanced design and control strategies are required. 

Within the presented study, a biomass boiler model for the simulation software TRNSYS (Klein 
et al., 2012) has been developed on the basis of an existing model for a pellet stove (Type 210), 
developed by Nordlander (Nordlander, 2003). This was necessary since that stove model is not 
suitable for simulation of boilers with high water masses (Persson et al., 2009). The parameters 
of the adapted model were identified and validated. 

The basis for the parameter identification is measured data of a dynamic reference load cycle. 
The parameter identification itself was done using GenOpt© with the combined Particle Swarm 
and Hooke Jeeves optimization method (Wetter, 2011). The validation of the parameterized 
model was done with a one days’ load cycle. The heat output of a wood pellet boiler in a single 
family home was measured and like the reference cycle reconstructed with the wood pellet 
boiler test stand at the DBFZ. 

The simulation results of both cycles agree well with the measurements. The adaptation of the 
pellet stove model and parameter identification with a measured dynamic load and optimization 
algorithm were successful. 

2. INTRODUCTION 

Biomass boilers show a lower dynamic combustion behavior than oil and gas boilers and require 
a certain minimum of fuel and combustion air flow rate for clean combustion. It can be expected 
that the heat demand of new built and also refurbished single family houses will further decrease 
in the future. This trend might lead to heat loads significantly lower than the operating range 
causing the boiler to start and stop more frequently. The result of that would be a poor 
performance ratio due to higher standby losses, higher electricity consumption for the ignition 
and higher emissions (Heckmann et al., 2010). If other heat sources are combined with a 
biomass boiler in described environment, further problems regarding performance and 
emissions could arise due to mismatch of all involved controllers. A development of an 
intelligent controller which controls the boiler, other possible heat sources, pumps etc. could 
solve these problems. It could take weather forecast, self-trained user behavior and fixed 
parameters such as size of the thermal storage and thermal properties of the building into 
account. 
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Another field of interest is the planning of biomass heating systems in buildings with a relative 
high heat load per biomass boiler unit such as apartment, office and industrial buildings. The 
mentioned problem of too small heat loads, i.e. the heat load being in the range of the minimum 
possible combustion power, is unlikely to occur. However, performance ratios and emissions 
still would be interesting for the planner. 

Another interesting aspect is the determination of annual performance ratios and emissions for 
biomass boilers in existing installations. In practice, this would take a lot of effort to 
accomplish. 

By using suitable simulation software and a biomass boiler model, adequate results in all of 
these fields can be generated. In order to select the right simulation software, it is necessary to 
identify the main factors that have an effect on the operation of the biomass boiler. 

These are basically the fluctuating heat demand, the components used in the hydraulic system, 
the hydraulic system's circuitry as well as the control strategy of the components. The heat 
demand depends on user behaviour and the heat requirement of the building, which again is 
affected by the insulation value of the thermal envelope, the thermal mass and the climate 
conditions at the site. User behaviour must be considered with a load profile and the heat 
requirement of the building with an appropriate building model. Furthermore, there are a 
number of hydraulic components with different properties which need to be modelled. 

With the simulation software TRNSYS these factors can be taken into account. The program 
has a variety of standard models, as well as an extensive set of meteorological data to account 
for different climate conditions. As for the pellet boiler, a total of five models of different 
qualities were identified (Glembin & Rockendorf, 2012). The model developed by Nordlander 
was originally designed for the simulation of pellet stoves. Nevertheless, it was chosen because 
it describes the operational behaviour and the processes occurring in pellet stoves in great detail. 
The available source code made it possible to adapt the model in order to simulate pellet boilers 
and biomass boilers in general. If necessary, additional features regarding combustion control, 
chemical and physical features can be realized in the future. 

3. BIOMASS BOILER MODEL 

As mentioned before, the biomass boiler model has been developed on basis of an existing 
pellet stove model (Nordlander, 2003). The adaptation was necessary since the model does not 
consider the thermal mass of the boiler water. Further adaptations were made to improve the 
model: 

- Fixed heat transfer value to ambient air 
- Instantaneous combustion replaced by a pseudo-first order kinetics (Atkins, 1990) 
- Integrated combustion power control in automatic mode 
- Chemical composition of fuel as parameters 
- Calculation of heat capacities of hot gas 
- Calculation of stoichiometric combustion air to fuel ratio 
- Temperature correction factor for liquid outlet temperature (�µ;�) and boiler liquid 

temperature (�<Q) respectively 
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Figure 1: Schematic of the biomass boiler model 

The basic structure of the adjusted model is shown in Figure 1. The thermal mass Z�% represents 
the combustion chamber, Z�% the relatively large gas/liquid heat exchanger and Z�Q  the water 
jacket including the liquid. From the supplied fuel and the combustion air, the mass flow and 
temperature ��# is calculated adiabatically. Part of the energy of the hot gas is transferred  to  
the  combustion  chamber  and  to  the  heat  exchanger  before  it  leaves  at temperature ��'. 

The  model  uses  a  linear  relationship  between  heat  transfer  and  combustion  power  rate. 
Accordingly, two heat transfer values that describe this function are provided as parameters. 
The heat transfer from Z�% and Z�Q to ambient air require only one parameter each since the 
heat transfer coefficient theoretically does not vary too much. It is therefore assumed to be 
independent from the combustion power rate. This approximation reduces the amount of 
parameters which again reduces the number of possible solutions for the optimization 
algorithms. All heat transfer parameters are considered independent from the dimensions and 
geometries of the heat transfer areas. 

The instantaneous combustion was replaced by pseudo-first order kinetics, see Equation 1 and 
2. This way it is possible to introduce a life time of the fuel during combustion and a fire bed. 
The life time /, which is the inverse of the rate constant, is the duration after which the fuel has 
e-1  of its original mass. This enables the model to handle solid biofuels with different sizes. 

Z�� = Z��4% + ðZ� Q�
 − Z��4%/ ò ∆  (1) 

Z� QW<� = Z��/  (2) 

As for the combustion power control in automatic mode, the objective was to emulate the 
boiler’s combustion power control. In real life, controllers are programmed to maintain the set 
point of the boiler water temperature. For the time being, the approach used to emulate this 
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behavior is to look at surplus or deficit energy of the boiler water. Combustion power reduces 
or increases by taking a time constant � into account. In automatic mode only the heat request 
(on/off) is an input. The combustion air mass flow rate and fuel mass flow rate, which are inputs 
in manual mode, are calculated using the stoichiometric air to fuel ratio, combustion air ratio 
and combustion power factor Ù, which again is calculated according to Equation 3. 

Ù = Ù4% + Z�Q�(�ª	� − �<Q4%)�<�
  (3) 

The chemical composition of the fuel (carbon, hydrogen and nitrogen fractions), ash content, 
fuel moisture and relative humidity of the combustion air is considered by the model. It is used 
to calculate the heat capacities of the hot gas at temperatures ��#, ��% and ��' as well as the 
stoichiometric air to fuel ratio. The lower heating value, related to mass of dry fuel, is a separate 
parameter. Together with the composition, this value is determined in the laboratory and usually 
provides more accurate values than calculation from the fuel’s composition. The lower heating 
value related to the mass of wet fuel is then calculated internally, using Equation 4. If either of 
the composition, ash or fuel moisture parameters (model parameters 2 to 6) is zero, standard 
values are used (Table 1). If composition, ash and fuel moisture is provided without a heating 
value, it is calculated according to Boie. In any case, ¢þ¬�	� is provided as output. ¢þ¬�	� = ¢þ¬¶@?�1 − B�;	9� − ∆þ���	@B�;	9 (4) 

Table 1: Standard fuel properties. 
 

Carbon 
 

0.5100 
 

kg/kgdry 

Nitrogen 0.0020 kg/kgdry 

Hydrogen 0.0629 kg/kgdry 

Ash 0.0022 kg/kgdry 
 

Moisture 
 

0.0618 
 

kg/kgwet 
 

LHVdry 

 

19163 
 

kJ/kgdry 
 

LHVwet 

 

19002 
 

kJ/kgwet 

The boiler liquid is treated as fully mixed, i.e. stratification is not considered. Instead a 
temperature correction factor for the liquid outlet temperature has been introduced. In reality, 
boiler water temperature in the water jacket and water outlet temperature differ, depending on 
where the temperature gauge sits inside the water jacket. By adjusting �µ;�, the boiler water 
temperature changes according to the amount of heat taken from the water jacket. The factor 
can be taken from the measurements directly. 

 /� = �µ;��<Q  (5) 

The model with its governing equations is described in detail in (Nordlander, 2003). A list of 
all model parameters, inputs and outputs with brief description is provided in the Appendix. 

4. TEST STAND AND WOOD PELLET FUEL 

The test stand, illustrated in Figure 2, primarily consists of a pellet boiler, a housing around the 
boiler, an electric heater, a hydraulic load circuit with computer controlled pump, mixing valves 
and various measurement instruments. 
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The pellet boiler has an integrated pellet storage tank which holds sufficient fuel for 
experiments lasting up to one day. 

The housing around the boiler allows to measure heat losses to the ambient air. It is equipped 
with a fan and temperature sensor inside a duct on top of the housing. By providing a constant 
volume flow, the heat losses are a simple function of the increase of the air temperature inside 
the housing. 

The electric heater is used to heat up the entire system, including the thermal mass of the boiler 
up to a defined temperature. 

The computer controlled pump and mixing valves allow running any desired load profile. The 
response of the pellet boiler can then be measured using the following instruments. 

 
Figure 2: Schematic of the pellet boiler test stand. 

Flue gas: 

- Dynamic pressure with Pitot tube (of the Prandtl-type) and pressure gauges 
- Temperature with temperature gauge 
- Chemical composition with gas analyser 
- Particulate Matter Emissions (Dust)  

Combustion air: 

- Volume flow rate with gas meter 
- Temperature with temperature sensor  

Fuel consumption: 

- Mass with scales 
- Mass flow rate through feeding screw with boiler internal encoder 

 Hydraulic circuit: 

- Water mass flow rate with flow meter 
- Several temperatures with temperature gauges  

Heat losses to ambient air: 

- Dynamic pressure inside duct with Prandtl tube and pressure gauges 
- Ambient air and duct temperature with temperature gauges 
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The pellet boiler has a rated combustion power of 17.5 kW and a rated heat output of 15 kW. 
Its general structure is illustrated in Figure 3. 

 
Figure 3: Schematic structure of the boiler. 

For both of the cycles, wood pellets of the same lot were used. The relevant properties were 
determined according to the standards, listed in Table 2. 

Table 2: Properties of the wood pellets used for the tests. 

Carbon 

Nitroge

n 

 
0.4990 

 
0.0039 

kg/kgdr

y 

kg/kgdr

y 
  DIN EN 15104 

   Hydrogen 0.0673 kg/kgdry 

Ash 0.0036 kg/kgdry 
 
Moisture 

 
0.0818 

 
kg/kgwet 

 
DIN EN 14774-1 

 
DIN EN 14346 

 
LHVdry 

 
18370 

 
kJ/kgdry 

 
DIN EN 14918 

 
LHVwet 

 
16667 

 
kJ/kgwet  

5. PARAMETER IDENTIFICATION 

For model parameter identification, measured data of an annual reference load cycle is used at 
the test stand. The cycle, described in (Heckmann et al., 2010), is derived from an average 
annual load and compressed to an eight hour cycle. 

The measured data are inputs to the model, running in manual mode: 

- Mass flow rate fuel, combustion air and liquid 
- Boiler inlet temperature 
- Ambient air temperature 
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The resulting model outputs used for the parameter identification are boiler outlet temperature 
and flue gas temperature. 

 

The aim of the parameterization is to find the correct heat transfer values. All other parameters 
can be taken from the measurements directly. Thermal masses can be derived from the total 
weight of the boiler and the heat capacities of the materials. 

 
Figure 4: Annual reference load cycle. 

For a start, the fixed heat transfer values which describe losses to the ambient (UAma1, 
UAma3) can be estimated by assuming a total heat loss of around five to ten percent of the 
supplied energy. That leaves eight heat transfer parameters to be identified with the 
optimization program GenOpt©. 

Table 3: Heat transfer parameters. 
Heat transfer Gas to mc1 Gas to mc2 mc1 to mc3 mc2 to mc3 

γ = 0% UAgm10 UAgm20 UAmm130 UAmm230 

γ = 100% UAgm11 UAgm21 UAmm131 UAmm231 

For the optimization, the Particle Swarm and Hooke Jeeves optimization method 
(GPSPSOCCHJ, described in (Wetter, 2011)) are applied. The optimization algorithm tries to 
find the global minima of the cost function (Equation 6) by varying the parameters, listed in 
Table 3, for each simulation. The range for variation of each parameter should be relatively 
large. The cost function considers the boiler water outlet temperature as well as the flue gas 
temperature with a weighting factor. The inclusion of flue gas temperature excludes solutions 
where the boiler water temperature would fit but the flue gas temperature would not. 

�� = - ð0.9��X�,� − �XR,��' + ��Qª,� − �QR,��'ò3
�6#  (6) 

After the first optimization is finished, the thermal masses and the heat transfer parameters 
which describe losses to the ambient air can be tuned. This is done in the same way as the first 
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parameter identification. The only difference is that GenOpt© is given the identified parameters 
as a starting point and that the range for variation of all parameters to be tuned is relatively 
small. This way all heat transfer parameters and thermal masses are readjusted and the best fit 
for boiler outlet temperature and flue gas temperature is achieved. 

6. VALIDATION 

The heat output of a wood pellet boiler in a single family home was measured and reconstructed 
with our test stand to validate the model with realistic values. The load profile, shown in Figure 
5, consists of twelve boiler starts and the load ranges from 20% to 90% of the boiler’s rated 
power. 

 
Figure 5: Results of the validation. 
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The parameters, identified with the reference cycle, remain unchanged and the model is used 
with the measured data of the validation cycle. The model outputs and the measured data are 
shown in Figure 5. 

Most noticeable is the time shift between simulation and measurement for the ambient losses. 
It is possible that the above described measurement method with the housing is not suitable if 
accurate time resolved results are required. The housing itself consists of a metal frame cladded 
with a drywall on the outside, Styrofoam (EPS) and aluminium foil on the inside. This could 
act as a (small) thermal mass and therefore cause a delay in heating up and cooling down phases. 

Unfortunately, carbon monoxide data for the validation cycle is not available due to technical 
problems. The CO values for the model parameters 36 to 39 and the combustion air ratios (see 
Appendix) were taken from the reference cycle. 

An evaluation of the results is given in the following chapter. 

7. COMPARISON OF REFERENCE AND VALIDATION CYCLE 

To see how well the simulations of the validation cycle and reference cycle fit the 
measurements, a histogram of temperature differences between measured and simulated values 
can be used. This was done for the boiler outlet temperature (Figure 6) and the flue gas 
temperature (Figure 7). For a more meaningful evaluation, average and standard deviation is 
given in Table 4. 

 
Figure 6: Histogram of measured and simulated boiler water temperature differences. 

 
Figure 7: Histogram of measured and simulated flue gas temperature differences. 
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Table 4: Evaluation of simulated reference cycle and validation cycle. 
Reference cycle Validation cycle 

Boiler outlet 
Standard deviation [K] 1.57 1.44 
Average [K] 0.08 -0.36 
Flue gas 
Standard deviation [K] 3.26 5.59 
Average [K] 0.16 -4.04 

Another indication is the energy balance for the two cycles and the comparison between them 
(Table 5). The energy balances for the two simulations are not completely closed. This is 
because of uncertainties of the measurements (fuel input rate, boiler inlet temperature, water 
mass flow rate, combustion air mass flow rate) which are passed on to the inputs of the model. 

Table 5: Measured and simulated energy balances for the reference and validation cycle with 
estimated measurement uncertainties. 

 Reference cycle Validation cycle Measurement 
uncertaintie

s [%] 
Measure

d [%]  
Simulated 

[%]  
Measure

d [%]  
Simulated 

[%]  
Fuel & Electricity 100.0 100.0 100.0 100.0 ± 0.5 
Hot water 82.3 83.8 86.6 83.7 ± 1.3 
Flue gas 6.3 5.1 6.1 5.7 ± 3.0 
Losses to ambient 8.6 8.4 8.5 9.3 ± 3.5 
Balance 2.8 2.8 -1.2 1.3  

The relative errors of the transferred heat energies are calculated with Equation 7. 

8 = �ª − �R�R ∗ 100 (7) 

Reference cycle 
[%]  

Validation cycle 
[%]  8TÓ��	@ 1.8 -3.4 8TQ9;	 6.4 -6.4 8Tï<��	
� -3.0 9.9 

The effect of the introduced fire bed is shown in Figure 8. The boiler water temperature slightly 
overshoots the measured and simulated w/o fire bed temperature values. In return, the model is 
more accurate in its time dependent behaviour. 

 
Figure 8: Comparison of boiler water temperature with and without fire bed. 
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8. SUMMARY AND CONCLUSIONS 

The pellet stove model Type 210 for the simulation software TRNSYS has been adapted in 
order to simulate biomass boilers. Further changes, such as including a fire bed and 
consideration of the chemical composition of the fuel, improve the performance of the model. 
The model was parameterized with measured data of a dynamic reference load cycle and a 
hybrid global optimization algorithm. The validation of the model with the identified 
parameters was done with measured data of a one day’s load cycle. This load profile was 
measured in a single family home and reconstructed with our boiler test stand. The model was 
running in “manual mode” for both of the simulations, meaning that mass flow rates of 
combustion air and fuel were inputs to the model. The resulting outputs of interest were the 
time dependent values of liquid outlet temperature and flue gas temperature. Next to the energy 
balances they have been used for evaluation of the simulations. Altogether, it can be stated that 
the simulation results show good agreement with the measurements and that parameter 
identification using the described method delivers good results. If different controller strategies 
and variations of the thermal masses as part of a design process are to be tested, relative errors 
as calculated with Equation 7 are in an acceptable range, providing a good basis for comparison. 

A validation in “automatic mode”, where only heat request (on/off) is given as input to the 
model, needs to be carried out. In fact, it would be a validation which additionally takes the 
combustion power control, stoichiometric air to fuel calculation, electricity consumption and 
the combustion air ratio into account. Since TRNSYS is widely used by planners, it would also 
make sense to provide some help for the parameter identification. Parameter identification for 
two or three more units of the same type but with different nominal combustion power could 
be carried out. If obvious mathematical relations between the same heat transfer parameters 
exist, each heat transfer parameter could be calculated using a given factor and the rated power 
of the boiler. The other remaining parameters such as electricity consumption, durations of 
operation phases, combustion air ratio and air mass flow rates during burn-off and standby 
phases could be derived from these three or four units, too. 
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NOMENCLATURE 

Symbols 8TÓ��	@ [%] Relative simulation error of hot water generation 8TQ9;	  [%] Relative simulation error of flue gas 8Tï<��	
� [%] Relative simulation error of losses to ambient air Ù  [-] Combustion power factor �Xª  [°C] Boiler water outlet temperature, simulated �XR  [°C] Boiler water outlet temperature, measured �QR  [°C] Boiler water temperature, measured �Qª  [°C] Flue gas temperature, simulated �QR  [°C] Flue gas temperature, measured �ª	�  [°C] Boiler water set temperature �<Q  [°C] Temperature of thermal mass Nb. 3 �µ;�  [°C] Liquid outlet temperature of the model Z��  [kg] Mass of fire bed Z��4%   [kg] Mass of fire bed at previous time step Z� Q�
   [kg/h] Fuel mass flow rate, input Z� QW<�   [kg/h] Fuel mass flow rate, releasing energy at current time step Z�Q  [kg] Thermal mass of boiler water and water jacket �<�
  [kJ/h] Rated combustion power �ª  [kJ] Simulated heat energy �R  [kJ] Measured heat energy �   [K²] Cost function /  [h] Life time of the fuel during combustion    [h] Time 
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�  [1/h] Time  constant  of  thermal  mass  Z�Q for  combustion  power control  /�  [-] Temperature correction factor ∆þ���	@ [kJ/kg] Specific evaporation enthalpy of water (2450 kJ/kg) B�;	9  [kg/kg] Moisture content of the fuel ¢þ¬¶@? [kJ/kg] Lower heating value related to mass of dry fuel ¢þ¬�	� [kJ/kg] Lower heating value related to mass of wet fuel 

APPENDIX – MODEL PARAMETER, INPUT AND OUTPUT LIST 

Parameter  Mode Description Value Unit  
1 

 
Operation Mode (1-Automatic; 2-Manual) 2 - 

2 1;2 Carbon fraction kg/kg dry fuel 0.4990 kg/kg 
3 1;2 Hydrogen fraction kg/kg dry fuel 0.0673 kg/kg 
4 1;2 Nitrogen fraction kg/kg dry fuel 0.0039 kg/kg 
5 1;2 Ash fraction kg/kg dry fuel 0.0036 kg/kg 
6 1;2 Fuel moisture ratio kg/kg moist fuel 0.0818 kg/kg 
7 1;2 Lower heating value dry fuel 18370 kJ/kg 
8 1;2 Life time of the fuel during combustion 0.033 h 
9 1;2 Specific heat of liquid 4.19 kJ/kg.K 
10 1;2 Thermal mass of mass 1 30 kJ/K 
11 1;2 Thermal mass of mass 2 35 kJ/K 
12 1;2 Thermal mass of mass 3 270 kJ/K 
13 1 Maximum combustion power 63000 kJ/h 
14 1 Minimum combustion power 18900 kJ/h 

 
15 

1 Average combustion power during ignition and 
flame stabilisation phases 

 
18900 

 
kJ/h 

16 1 Electrical power during ignition phase 3290 kJ/h 
17 1 Electrical power during modulation phase, at γ=0 139 kJ/h 
18 1 Electrical power during modulation phase, at γ=1 232 kJ/h 
19 1 Duration of ignition phase 0.153 h 
20 1 Duration of flame stabilisation phase 0.053 h 
21 1 Duration of burn-off phase with fan on 0.214 h 
22 1 Mass flow of flue gas during burn-off phase with fan 

on 
12.5 kg/h 

 
23 

1 Flue gas leak flow @ 50°C in standby and after-
glow phases 

Not 
tested 

 
kg/h 

24 1;2 UA between gas and m1, at γ=0 60 kJ/(h.K) 
25 1;2 UA between gas and m1, at γ=1 280 kJ/(h.K) 
26 1;2 UA between gas and m2, at γ=0 625 kJ/(h.K) 
27 1;2 UA between gas and m2, at γ=1 550 kJ/(h.K) 
28 1;2 UA between m1 and ambient 10 kJ/(h.K) 
29 1;2 UA between m3 and ambient 10 kJ/(h.K) 
30 1;2 UA between m1 and m3, at γ=0 75 kJ/(h.K) 
31 1;2 UA between m1 and m3, at γ=1 700 kJ/(h.K) 
32 1;2 UA between m2 and m3, at γ=0 175 kJ/(h.K) 
33 1;2 UA between m2 and m3, at γ=1 200 kJ/(h.K) 
34 1;2 Outlet Temperature correction factor 1.03 - 
35 1 Time constant for combustion power control 8 1/h 
36 1;2 CO emission factor, at γ=0 0.329 g/MJ 
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37 1;2 CO emission factor, at γ=1 0.065 g/MJ 
38 1;2 Lumped CO emission during start phase 3.2 g 
39 1;2 Lumped CO emission during stop phase 1.3 g 

 
 

Input  Mode Description Value Unit  
1 1 Boiler control (on/off) 

 
- 

2 Fuel mass flow rate 
 

kg/h 
2 1 Combustion air ratio, at γ=0 4.47 - 

2 Combustion air mass flow rate 
 

kg/h 
3 1 Combustion air ratio, at γ=1 2.51 - 

2 Electrical power supplied to boiler 
 

kJ/h 
4 1;2 Temperature of liquid entering water jacket 

 
°C 

5 1;2 Mass flow of liquid entering water jacket 
 

kg/h 
6 1;2 Relative humidity of combustion air 

 
% 

7 1;2 Ambient temperature around boiler 
 

°C 
8 1 Outdoor temperature 

 
°C 

9 1;2 Temperature of combustion air 
 

°C 
10 1 Boiler temperature for combustion start 45 °C 
11 1 Boiler temperature for combustion stop 85 °C 
12 1 Boiler set temperature 75 °C 

 
Output Mode Description Unit  

1 1;2 Temperature of mass 1 (stove) °C 
2 1;2 Temperature of mass 2 (heat exchanger) °C 
3 1;2 Temperature of mass 3 (water jacket) °C 
4 1;2 Temperature of hot gas Tg0 °C 
5 1;2 Temperature of hot gas Tg1 °C 
6 1;2 Temperature of flue gas Tg2 °C 
7 1;2 Liquid outlet temperature °C 
8 1;2 Liquid mass flow rate kg/h 
9 1;2 Fuel mass flow rate kg/h 
10 1;2 Combustion air mass flow rate kg/h 
11 1;2 Flue gas mass flow rate kg/h 
12 1;2 Mass flow rate of CO in flue gas kg/h 
13 1;2 Cumulative number of starts - 
14 1;2 Cumulative mass of fuel used kg 
15 1;2 Cumulative mass of emitted CO kg 
16 1;2 Combustion Power kJ/h 
17 1;2 Electrical Power kJ/h 
18 1;2 Sum of Power to ambient air in room kJ/h 
19 1;2 Power to liquid kJ/h 
20 1;2 Power of flue gas kJ/h 
21 1;2 Power mass 1 to mass 3 kJ/h 
22 1;2 Power mass 2 to mass 3 kJ/h 
23 1;2 Power hot gas to mass 1 kJ/h 
24 1;2 Power hot gas to mass 2 kJ/h 
25 1;2 Power mass 1 to ambient air in room kJ/h 
26 1;2 Power mass 3 to ambient air in room kJ/h 
27 1;2 Air factor - 



P32, Page 15 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

 
 
 
 

28 

1 Operation phase during time step: 
0 – Standby 
1 – Flushing & 
Ignition 2 – Flame 
stabilisation 3 – 
Modulation 
4 – Burn-off with fan 
5 – After-glow without fan 

 
 
 
 
- 

29 1;2 Power rate % base 1 
30 1 Liquid mass flow rate control (equals parameter 29 for now) % base 1 
31 1;2 Mass of fire bed kg 
32 1;2 Lower heating value of fuel, related to mass of wet fuel kJ/kg 

 
 
 



 

 



 

 

 
 

 

NINTH SESSION 
MODEL REDUCTION  
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Bottom-up modeling of the Belgian residential building stock: 
influence of model complexity 

Glenn Reynders1,2,3*, Jan Diriken1,3, Dirk Saelens1,2 

(1)  Energyville, Dennenstraat 7, BE-3600 Genk, Belgium 

(2) Building Physics Section, Civil Engineering Department, KU Leuven, Kasteelpark Arenberg 40, box 2447, 
BE-3001 Heverlee, Belgium 

(3) Unit Energy Technology, VITO, Boeretang 200, BE-2400 Mol, Belgium 

1. ABSTRACT 

Demand-side management using the thermal storage capacity of buildings is often suggested as 
an efficient and economically feasible technology to enable a wide-spread integration of 
intermittent renewable energy sources. Nevertheless, to quantify the potential benefits of 
activating the structural storage capacity on a national level, a dynamic bottom-up building 
stock model is needed. Thereby the aim is not only on the calculation of the annual heat demand, 
but mostly on an accurate dynamic simulation of the instantaneous heat demand and the indoor 
temperature, since these are directly linked to active demand response measures. In this paper 
the suitability of reduced-order models for the application in a dynamic bottom-up building 
stock model for Belgium is evaluated. Thereby a detailed building energy simulation is 
compared to reduced-order models of increasing complexity. For the latter both a theoretical 
approach and a parameter estimation method are analyzed. The building stock description is 
based on the typical housing approach of the TABULA-project. The reduced-order models 
show an acceptable prediction of the dynamic temperature profile and heat demand during the 
heating season, whilst reducing the calculation time significantly. Nevertheless, the reduced-
order models are, due to the strong simplifications, less accurate when applied on boundary 
conditions which significantly differ from the identification data. Especially the coupling 
between two adjacent rooms is found to reduce the identifiability of the model parameters, 
resulting in unreliable estimates of inter-zonal heat flows.  

Keywords: reduced-order models, system-identification, building stock modeling 

2. INTRODUCTION 

In order to allow a more sustainable integration of renewable energy sources in the electricity 
network and avoid possible stability problems and efficiency losses (Baetens et al., 2012; Lund, 
Marszal, & Heiselberg, 2011) resulting from the mismatch between intermittent renewable 
production and demand, development of intelligent networks or Smart Grids is suggested. 
Smart Grids integrate real-time communication between actuators on both demand and supply 
side, to enable demand-side management and the use of storage technologies (Zahedi, 2011; 
Battaglini, Lilliestam, Haas, & Patt, 2009). In this context of Smart Grids, buildings can be of 
significant importance, since the thermal mass of the building may be actively used as a thermal 
storage ca- pacity to enable demand-side management of the energy demand for heating 
(Kummert, Andre´, & Nicolas, 2001; Henze, Felsmann, & Knabe, 2004; Braun, 2003). Thereby 
intelligent control strategies e.g. model predictive control (MPC) are used to optimize the 
energy use and thermal storage capacity of buildings by adequate control of the indoor air 
temperature.  

Whereas such control strategies show their potential to optimize the use of storage in order to 
match demand and load profiles, avoid peak loads and take into account time of use pricing, 
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research shows that, as a down-side, activating the structural storage capacity may lead to in- 
creased transmission and ventilation losses (Reynders, Nuytten, & Saelens, 2013; De Coninck, 
Baetens, Saelens, Woyte, & Helsen, 2014). These increased thermal losses need to be 
compensated by an increase of energy efficiency of heat and electricity production systems or 
by an increased penetration of renewable energy sources. To evaluate this balance, a thorough 
analysis of the use of structural storage for demand-side management needs to be carried out 
on district and even national level, taking into account the impact of demand-side management 
on both the demand and production side (Bruninx, Patteeuw, Delarue, Helsen, & D’haeseleer, 
2013). Even though many studies include or even focus on demand-side management 
(Arteconi, He- witt, & Polonara, 2013; Pina, Silva, & Ferra˜o, 2012; Ellerbrok, 2014; Gottwalt, 

Ketter, Block, Collins, & Weinhardt, 2011; Muratori, Schuelke-Leech, & Rizzoni, 2014), often 
the supply- or the demand-side is oversimplified. For example, when the focus is on electric 
power generation, the demand is commonly represented by a price elastic demand or by virtual 
generator models (De Jonghe, 2011). In this paper, a reduced-order bottom-up dynamic 
building stock model is developed to quantify the demand-side management potential of the 
structural storage capacity of the Belgian building stock. This dynamic model aims at providing 
a computational efficient and accurate simulation of the dynamic behavior of the dwellings that 
allows for the evaluation of active demand response using the structural thermal mass of 
dwellings on a aggregate (e.g. district or national) level.  

For Belgium a number of studies have been published on the inventory and modeling of the 
Belgian housing stock (Cyx, Renders, Van Holm, & Verbeke, 2011; Allacker, 2010; Verbeeck, 
2007; KULeuven, VITO, & BBRI, 2001). Nevertheless, modeling approaches typically consist 
of monthly averaged heat balance and degree-day calculations instead of dynamic building 
energy simulations. A dynamic analysis is however a prerequisite to quantify the demand-side 
management potential of the structural thermal storage capacity of buildings. Moreover, the 
available data is mostly focused on geometry, insulation thickness, ventilation type and glazing 
properties and does not provide the detailed information needed for the dynamic modeling of 
building e.g. material properties, properties of internal walls and floors, etc.  

Therefore in this paper, the framework and building descriptions obtained from the TABULA- 
project are elaborated using engineering assumptions and knowledge about traditional 
construction methods to develop suitable dynamic reduced-order models. These models should 
be able to accurately simulate the instantaneous heat demand and indoor temperatures of 
buildings with a low computation cost. In the context of demand-side management an accurate 
simulation of the instantaneous heat demand as well as the indoor temperature are a 
prerequisite, since optimal control strategies will optimize the heat demand to e.g. reduce the 
peak demand and increase the match with renewable electricity production, by adapting the 
temperature setpoint for heating. As such these control strategies have a direct impact on the 
thermal comfort of the occupants. Inadequate prediction of the indoor temperature and the 
dynamic thermal behavior of the building may thus not only influence the efficiency of smart 
buildings and districts, it may also jeopardize thermal comfort.  

The main research question in this work is therefore formulated as: ‘Are reduced-order models 
suitable for simulation of the dynamic behavior and instantaneous heat demand of buildings 
with the high temporal resolution needed for the quantification of the demand-side management 
potential?’ Therefore, the influence of the method used to establish the reduced-order models 
is evaluated. In this paper, two approaches to calculate the model parameters are analyzed: (1) 
a theoretical calculation of the building parameters based on the building stock data completed 
by assumptions and rules-of-thumb, and (2) parameter identification using grey-box modeling. 
The performance of the obtained reduced-order models is evaluated by a quantitative and 
qualitative comparison of the instantaneous heat demand and indoor temperature profiles  
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Figure 1: Main matrix of the Belgian housing typology following the harmonized TABULA 

approach. 

of the reduced-order models against detailed building energy simulations. The latter are, in the 
absence of qualitative time-series data on the heat demand for the different building typologies, 
used as a reference case. 

In section 3.1 the data and assumptions regarding the Belgian building stock are discussed. As 
a basis the TABULA-project is used. Section 3.2 and 3.3 describe the detailed and reduced- 
order models respectively. In section 4, the verification and validation of the building models 
is presented. For these models quantitative and qualitative comparison of the annual and 
instantaneous heat demand and the indoor temperature profiles is carried out between the 
different models. The impact of the modeling approach on the aggregated national level is 
shown in section 4.3. The main findings and suggestions for future work are discussed in section 
5.  

3. METHODOLOGY  

In this section the methodology used to develop a reduced-order dynamic model for the Belgian 
residential building stock is presented. The building stock data is obtained from the European 
TABULA-project and is discussed in paragraph 3.1. Additional assumptions that were needed 
for the development of the dynamic models are postulated. 

Different reduced-order modeling approaches are evaluated for their ability to accurately 
simulate the dynamic behavior of the buildings typologies. An accurate and computational 
efficient simulation of the transient response of buildings to the outdoor climate, internal gains 
and heating is a prerequisite to evaluate the demand-side management potential of the structural 
storage capacity on an aggregate level. The performance of the reduced-order models is, in the 
absence of measurement data of the heat demand, analyzed by a quantitative and qualitative 
comparison with detailed building energy simulations in Modelica. The detailed model, used 
as reference scenario, is described in paragraph 3.2. The reduced-order models are described in 
paragraph 3.3. 

3.1 Building stock description 

The development of the dynamic building stock models is based on the typology data presented 
in the TABULA-project (Loga, Balaras, Dascalaki, & Zavrl, 2010). The TABULA-project is a 
European project that focuses on the evolution of energy-related properties of buildings, 
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regarding the energy performance of the particular building elements as well as the possibilities 
of improvement. The 13 partners and 2 associated partners involved in the European TABULA 
project have committed themselves to develop a housing typology for their respective countries. 
The Belgian residential building stock is represented by 30 typical dwellings grouped in 6 
typologies and 5 age classes as shown in figure 1. In this paper only the single family houses 
are addressed. Multi-family houses are not considered since their dynamic behavior as well as 
the modeling approach significantly differ from single-family dwellings. 

In the TABULA-project, the geometry and U-values of the envelope components are specified 
for each typical dwelling together with a typical infiltration and ventilation rate. Although the 
exact material properties used to calculate the U-values of the envelope components are not 
specified, a typical composition of the components is provided for the envelope components. 
Based on these proposed compositions, the material properties and thicknesses, used in the de- 
tailed model, have been designed to match the U-values given in the TABULA specification. 
Note that both geometry and material properties of the interior walls and floors have not been 
specified.  

The main assumptions are summarized in table 1. Since the TABULA project uses a single 
zone heat balance calculation, most assumptions are related to convert the geometry description 
for a two-zone model. 

3.2 Detailed building simulation model in IDEAS 

The detailed simulations are carried out using the IDEAS library developed at KU Leuven. The 
IDEAS library is implemented in Modelica and expresses transient thermal processes in detail, 
based the control volume method (CVM) as described in (Baetens et al., 2012). The detailed, 
or white-box (WB) model is simulated for the heating dominated climate of Uccle (Belgium) 
as a 2-zone building: the day-zone (ground floor) and night-zone (first floor). Thereby 1-minute 
climate data obtained from Meteonorm 6.1 are used for the boundary conditions (Meteotest, 
2008). The output is generated with a sample time of 5 minutes.  

Since in this study only the heat demand of the building and not the energy use of the heating 
system is considered, an ideal heating system is implemented. The heating system consists of 
an ideal production unit with a limited power output equal to the nominal design power 
according to EN12831 (CEN, 2003). The emission system consists of low temperature 
radiators, modeled to take into account there thermal mass and dynamic effects as described in 
(Reynders, Baetens, & Saelens, 2012). Ventilation and infiltration are implemented with a 
constant airflow model. Hygienic ventilation is only implemented after 2005 with a constant 
ventilation rate of 0.4 ACH, in accordance with the TABULA report. The use of the thermostat 
is implemented by a deterministic pattern based on Aerts et al. (2014), as shown in table 2.  

Due to the absence of adequate disaggregated measurement data on the energy demand of the 
building stock, the obtained detailed model is used as a base model. The simulations obtained 
by these white-box models will be used as virtual experiments on which the reduced-order 
models are identified. Thereby it is assumed that, although simplifications are made in the 
detailed models, these simulations correctly represents the thermodynamics of the different 
buildings in the Belgian building stock. The most important simplifications and assumptions 
for the base model that might influence the parameter estimation of reduced-order building 
models are: 

- uniform surface temperatures, resulting in 1D-heat transfer through building 
components. 

- uniform air temperature for complete zone. 
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- solar gains and radiant components of internal gains and heating are distributed using 
area and emissivity weighted distribution factors. Time dependent effects corresponding 
to e.g. the incident angle of solar radiation can thus not be taken into account. 

- the internal mass of furniture is taken into account by increasing thermal capacity of 
zone air by factor 5 (Sourbron, 2012). 

- the infiltration rate is constant and not depending on wind conditions. 

Table 1: Additional assumptions to complete 2 zone building models based on TABULA 
building stock description. 

Aspect Detached Semi-detached Terraced 
Unheated spaces All components except floors and common walls are assumed  

to be in contact with the outdoor environment. 
The whole ground floor is in contact with the ground. 

Floor area day-zone 
(D�9,Ò) 

The entire ground floor is considered as day-zone 

Floor area night-
zone 
(D�9,3) 

Calculated as: D�9,;�	− D�9,Ò 

Volume day-zone 
(¬Ò) 

Calculated as: D�9,Òℎ�9 
Volume night-zone 
(¬3) 

Calculated as: ¬�@µ�– ¬Ò 
(with ¬�@µ�the protected volume) 

Floor height (ℎ�9) Calculated as: ¬�@µ�/D�9,;�	 
Number of floors 
(h�9) 

2 3 3 

Area facades 55% of the total wall 
area is oriented 

front-back; 
45% is oriented left-

right 

The depth of the 
building is assumed 

to be 2 times the 
width. The 

dimensions are 
calculated assuming 
a rectangular ground 

floor. 

The width of the 
front and back 

facade is � = D	
�/(2ℎ�9h�9) 
calculated as: 

The depth of the 
building is 

calculated as: � =  D�9,Ò/� 
Allocation of 
facades to day-zone 

Front/back = 100% 
Left/right = 70% 

For all facades: �¶�?  =  D�9S  /D�9,;�	  
Orientation front North 
Orientation windows Window area is specified for each direction in TABULA 

specification 
Orientation roof Pitched roof oriented front and back 
Area of internal 
walls 

Equal to outer wall area Sum of outer area 
and half of the 

common wall area 
Area floor between 
day- and night-zone 

Equal to ground floor area 

Area internal floor Calculated as: D�9,3 –  D�9,Ò 
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3.3 Reduced-order building models 

In order to reduce the computation time, reduced-order models in the form of lumped-capacity 
models have been developed for the each typology defined for the Belgian residential building 
stock. Lumped capacity models have been used widely to simulate the thermal dynamics in a 
comprehensive and computational efficient manner. For these models the heat balance 
equations are simplified by lumping the distributed thermal mass of the building structure, 
indoor air and furniture to a discrete set of thermal capacities interlinked by a network of 
thermal resistances. Note that for this paper only the building model is adapted. The models for 
the heating system are the same as for the detailed simulations and the calculated heat emitted 
by the radiators is used as an input for the building model. 

Table 2: Thermostat schedule 
Zone Setpoint high Setpoint low High setpoint period 
Day-zone 22°C 16°C 07:00–22:00 
Night-zone 18°C 16C 21:00–09:00 

The reduced-order model structure is shown in figure 2. To obtain the adequate model structure 
system identification has carried out in this work following a forward selection procedure. 
Thereby the model order is systematically increased until the identified model captures all 
dynamics that are available in the dataset. This process has been demonstrated in previous 
studies (Bacher & Madsen, 2011; Reynders, Diriken, & Saelens, 2014) and will not be 
elaborated in this paper. For this study, the system identification process showed that for the all 
typologies the thermal dynamics can be described by 4 thermal capacities for the day-zone, 3 
thermal capacities for the night-zone and 2 thermal capacities for the floor between day- and 
night-zone. The resulting model structure is shown in figure 2. The model validation is 
discussed in paragraph 4.1. 

The day-zone is modeled with a thermal capacity for the exterior walls (��), the ground floor 
(��), the internal walls (���) and the indoor air (��). The thermal mass of the night-zone is 
lumped to a capacity for the envelope (roof + walls) (��), the internal walls (���) and the indoor 
air (��). Both zones are linked by the internal floor which is modeled by 2 thermal capacities 
(���%) and (���'). The outdoor temperature (�	) and the ground temperature (��) are used as 
boundary conditions. The solar gains, internal gains and heating are distributed to the different 
capacities using distribution coefficients. 

Two approaches are used to calculate the model parameters. Firstly, the parameters are 
calculated directly from the building stock specification. Secondly, system identification is used 
to estimate the model parameters based on virtual measurements generated with the detailed 
building energy simulations models described in section 3.2. Both approaches are presented in 
the following paragraphs. 

3.3.1 Theoretical RC model 

For the theoretical RC model, the lumped parameters are calculated directly from the building 
stock specification, taking into account the assumptions presented in section 3.1. 

Previous studies on the identification of the active thermal mass in buildings showed that as a 
rule of thumb the active thermal mass of the envelope corresponds to the thermal mass of the 
material layers within the insulation barrier (Reynders et al., 2014). This rule of thumb is 
applied to quantify the thermal capacities of the envelope and the ground floor. The thermal 
resistance for the envelope (Ñ�) [W/K] is calculated using the wall compositions defined for 
the detailed model. In line with the rule of thumb for the thermal capacity of the wall, the 
internal resistance ((Ñ�%) is defined as the thermal resistance between the indoor environment 
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and the middle of the material layers within the insulation layer, taking into account standard 
heat transfer coefficients at the surface. Ñ�' is then defined as the thermal resistance between 
the middle of the layers within the insulation barrier and the outdoor environment. For the 

 

 
Figure 2: Structure of the 2-zone reduced order models. The day-zone is modeled as a 5-state 
model with states for the indoor air (��), the exterior walls (��), the interior walls (���), the 

ground floor (��) and the floor between day- and night-zone (���). A 4-state model is used for 
the night zone with states for the indoor air (��), the exterior walls (��), the interior walls 
(���) and the floor between day- and night-zone (���). Note that the gain inputs and the 

related parameters are not shown 

internal walls and floor the entire thermal mass has been taken into account, since the 
components are entirely within the insulation barrier. The thermal resistance Ñ�� is taken equal 
to 50% of the total resistance of the wall, since the thermal mass is assumed to be in the center 
of the wall and is accessible from both sides. 

In accordance with the findings of previous studies (Reynders et al., 2014), the UA-values of 
the windows have been combined with the ventilation and infiltration losses. This is done since 
the thermal mass of the windows is negligible compared to the massive building structure. 

The convective and radiative heat flow from the low temperature radiators are combined with 
the internal gains as 1 input signal for the model. Since the radiators have a radiative heat 
fraction of 0.3, 70% of the heat input is distributed to the air capacity. The remaining 30% is 
distributed to the capacities of the different components using area weighted distribution 
factors, hence assuming that all emissivity factors are equal. Solar gains are entirely allocated 
to the components using area weighted distribution coefficients. The fraction going to the 
windows is allocated to the air capacity. 

3.3.2 Grey-box modeling 

Grey-box models consist of a set of continuous stochastic differential equations derived from 
the physical laws which define the dynamics of the building. The unknown parameters in these 
equations are derived using parameter estimation techniques. Due to the physics-based model 
structure, this approach is interesting from a research perspective since the parameters may be 
directly interpreted as physical properties (Madsen, 2008). The model structure is formulated 
in a state space form, given by equation 1. �¦( )  =  D(ù)¦( )  +  F(ù)¤ ( )  +  �(ù)�" (1) 



P33, Page 8 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

In this equation ¦( ) is the state vector of the dynamic system. In the case of thermal models 
for buildings these states mostly correspond to the temperatures of different building 
components. ¤( ) is a vector containing the measured inputs of the system. These inputs can 
be controllable, such as the heat delivered by the heating system or the air flow rate of the 
ventilation system, or uncontrollable, such as the outdoor temperature, solar gains, internal 
gains... The second term in this equation represents the system noise, with " a Wiener process. 
The measured output of the system ¥( ) is given in equation 2 as a function of the states ¦( ) 
and the inputs ¤( ). E is the measurement error. ¥ ( ) = �(ù)¦( ) + Î(ù)¤( ) + £ (2) 

The parameters ù are estimated using the Continuous Time Stochastic Modeling (CTSM) tool- 
box implemented in R (Kristensen & Madsen, 2003). CTSM uses maximum likelihood 
estimation (MLE) to find the unknown parameters for a given model structure. 

In this paper the state space form is derived from the RC representation shown in figure 2. The 
data for the identification process has been generated using the detailed simulation model 
described in section 3.2. Two types of virtual experiments have been carried out. In the first 
experiment the dataset is generated by simulating a PRBS experiment. Thereby a pseudo-
random binary sequence (PRBS) is implemented on the heating system. Two uncorrelated 
signals have been used for the day- and night-zone. In the second experiment in-use behavior 
with the deterministic thermostatic control of table 2 is simulated. In both cases measurements 
of the indoor air temperature and the heat fluxes to the different components are used as 
observation variables. 

It is important to note that for the identification process, convergence issues occurred when the 
2-zone model is fitted as a whole (see section 4.1). These issues are caused by the correlation 
between day- and night-zone. Even though different PRBS signals are used in both zones, the 
thermal coupling of the zones as well as the correlation with the climate data have an impact 
on the identifiability of the parameters. To overcome this problem, the identification process 
was repeated on the decoupled models. More precise the parameters of the day-zone are 
identified using the air temperature of the night-zone as a boundary condition and vice versa. 
The parameters for the floor between day- and night-zone are estimated in a third identification 
step. 

4. RESULTS 

In this section the accuracy of the reduced-order models is analyzed. Since for Belgium 
disaggregated transient measurement data, for example obtained by smart meter readings, are 
not available to validate the models, the results of the detailed simulation using the white-box 
model (WB) is used as a reference scenario. For the total annual heat demand, an average 
difference of 13% is found between the detailed simulation model and the results specified in 
the TABULA-report (Protopapadaki, Reynders, & Saelens, 2014). The latter were obtained by 
the monthly-averaged calculation method implemented in the EPB software (Cyx et al., 2011). 
Given the differences that were found by Protopapadaki et. al. (2014) for different descriptions 
of the Belgian building stock, the accuracy of these detailed simulations is found acceptable. 
Moreover, since this paper aims at demonstrating the capabilities of reduced-order models the 
precise value of the heat demand of the Belgian building stock is not of significant importance. 
Section 4.1 shows the results of the validation process for the grey-box models identified on 
the detailed simulation data. Section 4.2 gives an overview of the qualitative and quantitative 
comparison of the instantaneous energy demand as well as the temperature profiles obtained 
for the different models. 
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4.1 Validation of grey-box models 

Three steps have been considered to validate the identified grey-box models. First an analysis 
of the residuals has been carried out, taking into account the RMSE values for 1-step predictions 
and simulation, the auto-correlation function and the correlation of the residuals of to the inputs. 
In a second validation step, cross-validation is carried out to evaluate the accuracy of the model 
on a new dataset. Finally, the estimated parameters are compared against the corresponding 
thermal properties of the building. 

Whereas no white-noise residuals were obtained, indicating that the model does not explain all 
the dynamic information contained in the data, the RMSE values showed acceptable results and 
no significant correlation of the residuals to the inputs. 

Figure 3 gives an overview of the RMSE-values of the residuals of the indoor air temperature 
for the different scenarios evaluated in the model validation process. It is evident that the model 
quality is significantly higher when the day- and night-zones are identified separately. For the 
coupled models the RMSE value of the indoor air temperature increased with an order of 
magnitude. 

In line with Reynders et al. (2014), a comparison is made between models of different order, 
the type of data used as observation measurements and the data period. For both the day and 
night-zone a 4 and 5 state models have been identified. Thereby the 5 and 4 state model resulted 
in the best results for respectively the day and night-zone. These models correspond to the 
structure shown in figure 2. In addition to a variation of the order of the model also the impact 
of the type of input and observation measurements was considered. The variations A, B and C 
of each model correspond to respectively an identification with idealized inputs, a dataset where 
no information of internal gains was available and solar gains are measured by the global 
horizontal irradiance and finally a dataset that uses the solar irradiance on the vertical planes 
and the domestic electricity demand as an input for the internal gains. Similar to Reynders et 
al. (2014), the results show that dataset C results in a similar model quality compared to using 
idealized inputs, which are often not available in practice. 

Finally, the impact of the data period is analyzed. Thereby ’Dat1’ corresponds to 1 week of 
measurement data in April. Thereby it is evident that the dataset contains insufficient 
information given the high level of residuals in long term prediction. ’Dat2’ and ’Dat3’ are 2 
week observation data in respectively February and April. While ’Dat4’ and ’Dat5’ are 1 month 
data sets for these periods. Thereby it is shown that the level of residuals does not drastically 
change as function of the training data. Nevertheless, for well insulated buildings convergence 
problems sometimes occurred for the mid-season data. This was explained by the low input of 
the heating system during this time of the year. Therefore, the dataset of 1 month in February 
(Dat4) is used with a sample time of 15 minutes. 

In a next validation step, the identified parameters are compared against the physical parameters 
used for the detailed simulation model. Figure 4(a) show the estimated thermal capacities of the 
indoor air, the outer walls, the inner walls and the floor for respectively the day-zone of the DE 
building. As discussed earlier, the theoretic value for the capacity of the envelope components 
only takes into account the thermal mass of the layers within the thermal mass. For both the 
identification on the PRBS and the in-use data, the estimated thermal capacities of the walls are 
smaller than the theoretical values. These results are in line with previous studies (Reynders et 
al., 2014). In case of a PRBS experiment the estimated value for the interior walls is close to 
the theoretic value, indicating that the thermal mass of the interior walls is fully excited. In 
contrast, the estimated value for the outer walls is closer to the theoretical value when in-use 
data are used. 
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Figure 3: RMSE-values for the indoor air temperature obtained for 1-step, 2-day and 1-week 

predictions (DE dwelling) 

Whereas differences in the estimated thermal capacities are limited, a significant impact of the 
dataset on the estimated heat transfer coefficients is shown (Figure 4(b)). Note that the 
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theoretical heat transfer coefficients are obtained by the thermal resistance between the middle 
of the layers within the insulation barrier and the inner air, taking into account standard heat 
transfer coefficients. Nevertheless, temperature dependent convective heat transfer coefficients 
are implemented in the detailed simulation model. Figure 5 shows the convective heat transfer 
coefficients for the vertical components as function of the difference between the air 
temperature and the indoor surface temperature. For the data period used in the identification 
with in-use data, the average difference between the surface temperature and the indoor air is 2 
– 5°C. As such, the simulated heat transfer coefficient is about 50% lower than the one assumed 
in the theoretical RC-model. As such, less heat is absorbed by the building fabric as the 
resistance between the indoor air and the fabric increases. For the PRBS dataset, the temperature 
difference becomes higher resulting in an estimated heat transfer coefficients of the inner walls 
and the envelope in the same order of magnitude as the theoretical values. 

 
Figure 4: (a) Estimated thermal capacities of the indoor air (�[Î), the exterior walls (��Î), 
the interior walls (��[Î) and the ground floor (�� êÎ) of the day-zone of the DE dwelling. 
(b)Estimated heat transfer coefficients between the indoor air and respectively the exterior 

walls (þ�1), the ground floor (þ�1) and the interior walls (þ�[), the infiltration and 
ventilation rate (vent) and the heat transfer coefficients between the thermal capacity of the 

exterior walls (þ�2) and the ground floor (þ�2) to respectively the outdoor environment and 
the ground for the day-zone of the DE dwelling. 

 
Figure 5: Comparison of temperature dependent heat transfer coefficient, as implemented in 

IDEAS, and the theoretic value used in the RC models 
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Figure 6: Calculated annual energy demand [MWh/a] for the single family detached houses 

as function of the age class and model types. ‘WB’ and ‘RC’ correspond to the detailed 
simulation model and the theoretical RC-model respectively. The grey-box models estimated 

on the PRBS data and the in-use data are referred to as ‘GB PRBS’ and ‘GB INUSE’ 
respectively. 

4.2 Comparison of reduced order models 

4.2.1 Annual heat demand 

Figure 6 gives an overview of the annual energy demand for the different model and building 
types. Comparison of the theoretical RC-model (RC) with the reference case (W B) shows an 
overestimation of the energy demand for the RC-models of on average 20 %. The over- 
estimation is more pronounced for the night-zones and can be explained by overestimation of 
the heat loss coefficient of the opaque parts. Due to the big difference in thermal mass of the 
light-weight roof and the massive walls, it is found that the calculation of the aggregated heat 
transfer coefficients between the air and the thermal mass and between the thermal mass and 
the outer environment by adding the corresponding heat transfer coefficients of the individual 
components is no longer valid. 

For the reduced-order models obtained by system identification, the difference between the de- 
tailed simulation is less pronounced. For the buildings before ’05 (periods A to D), the average 
difference is reduced to 7 % and 10 % for respectively the models identified on in-use and 
PRBS data. The estimated models for the buildings after ’05 (period E) show higher deviations. 
Additional research is there for needed in order to improve the accuracy of the identified models 
for the well-insulated dwellings. 

In general an overestimation of the heat demand is shown for the identified models. The over- 
estimation is more pronounced for the semi-detached and terraced buildings and is mainly due 
to and overestimation of the heat demand in the night-zone. This is explained by the unreliable  
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Figure 7: Simulated air temperature of the night zone of the SDC building (green = detailed, 
red = GB in-use) and the temperature corresponding the state of the internal floor (blue = 

detailed, violet = GB in-use) 

estimates of the internal floor between the day- and night-zone. The identification significantly 
overestimates the thermal resistance and thermal capacity of the internal floor. As a result, no 
heat transfer is shown between day- and night-zone for the grey-box models, resulting in lower 
indoor temperatures and a higher heat demand for the night zones. These unreliable estimates 
result from the fact that the temperature within the center of the floor is almost constant during 
the identification process, as shown in figure 7. As a consequence the model is able to accurately 
simulate the heat demand during the heating season for which the model is trained (Fig. 8). 
Nevertheless, in summer the mean temperature in the building rises. This temperature rise is 
not handled properly by the reduced-order model due to the severe overestimation of the 
thermal capacity (Fig. 7). As a consequence, the temperature rise in the grey-box model is less 
sharp and the heat demand is higher. A dedicated identification experiment, activating the 
thermal mass of the internal floor is therefore necessary. 

Regardless of the large deviations in summer, the reduced order models show acceptable 
correspondence to the detailed simulations during the winter period, especially for the day-zone 
(Fig. 7). 

 
Figure 8: Simulated cumulative heat demand of the TD building(red = detailed, blue = GB 

in-use) 
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Figure 9: Averaged air temperature day zones. (Building type SDC) 

4.2.2 Dynamic behavior of the dwellings 

Figure 9 shows a less sharp response of the air temperature for the RC-model compared to the 
reference case (W B), which is used as the control signal for the heating system, to the heat 
input. Consequently the heating system is operated for longer times at high power to provide 
thermal comfort (Figure 10). As was shown in Fig 5, the slow response of the theoretical RC 
model is explained by the overestimation of the convective heat transfer coefficient. Whereas 
the identification on the PRBS data, results in a better correlation with the temperature profile 
of the detailed simulation, it is evident from the strong low temperatures in summer that the 
heat loss coefficients are slightly overestimated. The grey-box model fitted on the in-use dataset 
is able to capture the strong temperature swings in the indoor air temperature. As shown in 
figure 4(b), smaller values of the heat transfer coefficient between the indoor air and the 
building components are obtained for the grey-box models identified on the in-use data, 
indicating that the thermal mass of the components is less available for storage and on a short 
timescale most heat is stored in the thermal capacity of the indoor air. Figure 10 shows that 
consequently the temperature profile of the reduced-order model accurately matches the 
detailed simulation, especially during winter and mid-season when the potential for demand-
side management using the heating system is highest.  

Finally, it is noted that the level of uncertainty on the night zone (Figure 11) is much higher 
then for the day zone. This can be explained on the one hand by the fact that the overall heat 
demand of the night-zone is small compared to the day zone. On the other hand, the identified 
thermal properties for the internal floor between both zones show a high level of uncertainty. 
Consequently, the heat transfer between the warmer day-zone and the night-zone, which has a 
significant impact on the heat demand of the night-zone, is not well captured. 
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Figure 10: Averaged heat demand day zones. (Building type SDC) 

4.3 Impact at aggregate level 

In this final section the impact of the modeling approach on the aggregated heat demand for the 
Belgium residential building stock is evaluated. To aggregate the heat demand of the different 
typologies to the heat demand of the total stock the approach described in Protopapadaki et al. 
(2014) is used. 

 
Figure 11: Averaged heat demand night zones. (Building type SDC) 
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The aggregation of the heat demand of each building type to the demand of the entire stock is 
not explicitly carried out in the TABULA project for the typical housing approach. As stated in 
the introduction the typical housing approach merely presents a set of typical dwellings for each 
building type and age class. In order to get an estimate of the heat demand of the whole stock 
the heat demand of each dwelling is multiplied by the number of dwellings of each building 
case. The number of dwellings is obtained from the SuFiQuaD project (Cyx et al., 2011), which 
is also mentioned as a data source in the TABULA project and is in line with the Belgian land 
registry, though more detailed. However, there exist some discrepancies between the numbers 
shown in SuFiQuaD and our implementation for the TABULA building stock. The fourth 
period in the SuFiQuaD data ends in 2007 instead of 2005 in the Tabula project and there is no 
data for period E (2005-2012). The number of buildings as used for the ULg typology (see 
section 3.2.3) is therefore used for the period 2007-2012 and a linear interpolation is used to 
attribute the 2005-2007 buildings to period E instead of D. The results are summarized in     
Table 3. 

Table 3: Number of buildings used for aggregation of TABULA building stock 
Age class D: Detached SD: Semi-detached T: Terraced 
A: Pre 1945 269771 375000 766884 
B: 1946-1970 309263 275838 242952 
C: 1971-1990 446481 158123 87706 
C: 1991-2005 266050 81677 54519 
D: Post 2005 74135 29046 19388 

Figure 12 shows the resulting load duration curve for the aggregated Belgian residential stock. 
Although small differences are shown, an acceptable prediction of the load-duration curve is 
obtained using the reduced order models. Where the theoretic reduced-order models show a 
more accurate prediction of the peak demand, the grey-box models identified on the in-use data 
show good correspondence for medium and lower loads. 

 
Figure 12: Load duration curve for the aggregated heat demand 

Taking into account the uncertainty on the building stock description that was found by 
Protopapadaki et al. (2014), the use of both the theoretic and the identified reduced-order model 
for building stock simulations is considered as acceptable. 

5. CONCLUSIONS AND FUTURE WORK 

Reduced-order building models have been evaluated for their application in a dynamic bottom- 
up models have for the Belgian building stock. In this paper the case of single family detached 
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houses is handled and the models are used to simulate the heat demand and indoor temperature 
for the Belgian climate with a time-step of 15 min. 

In a first phase, detailed building models are implemented in the IDEAS-library in Modelica. 
Thereby the lack of qualitative statistical data of the building stock, required a significant 
amount of assumptions ranging from material properties, wall compositions to the allocation of 
the useful area to day- and night-zones. Verification of the models against the heat demand 
calculation provided by TABULA showed an overestimation of less than 10% of the annual 
heat demand of the dwellings. Verification of the heat demand profile could not be carried out, 
since no dynamic data are available on national level. As such, the dynamic profiles obtained 
by the detailed simulations have been used as a reference scenario to compare the accuracy of 
reduced-order building models. 

For the analysis of the demand-side management potential of buildings on a district or even 
national level, reduced-order models should be able to accurately model the dynamic thermal 
response of buildings to the outdoor environment as well as the heating and internal gains. A 
correct simulation of this response at a high temporal resolution is needed to correctly assess 
the peak demand of the building but also quantify structural storage properties such as the state 
of charge. Therefore two reduced-order modeling approaches have been considered to develop 
reduced-order models for the Belgian building stock. Firstly, reduced-order lumped capacity 
models, analogue to electric networks, have been implemented using theoretic parameter values 
for the thermal capacities and resistances. These values were directly calculated from the 
TABULA data, taking into account similar assumptions as for the detailed simulations. 
Secondly, grey-box models have been identified using data from virtual experiments carried 
out with the detailed simulations. Two types of virtual experiments were defined: (1) a PRBS- 
signal for the heat input and (2) an in-use experiment using a day-night schedule for heating 
and stochastic occupant behavior. 

Comparison of the reduced order models showed that for all cases the simulation of the annual 
heat demand is acceptable. The main differences are found in the night-zone, where the 
unreliable estimate of parameters of the floor between day- and night-zone results an over-
prediction of the heat demand. This is especially the case during the summer period. During 
winter sea- son, when the heat demand is high, good agreement is found between the reduced 
order models identified on in-use data and the detailed simulations. 

As for the short term dynamic effects, the theoretical RC-models overestimated the contribution 
of the thermal mass of the building, underestimating the temperature fluctuations and 
overestimating the heat demand. In contrast, simulations using the grey-box models identified 
on the in-use data, show good agreement of the temperature and heat demand profiles of the 
day-zone to those obtained with the detailed models for the winter and mid-season period. The 
major differences between the models were found in the estimated thermal capacity of the 
interior walls and especially the thermal properties of the internal floor between the two zones 
shows unreliable estimates. 

Further development is needed on the identification of the walls between two zones. The 
thermal coupling between the zones obtained by the virtual experiments that were carried out, 
resulted in a significant correlation between the temperatures in both zones. As a result, 
identifiability problems occur for the walls between the zones as well as for the integrated 
models for which both zones are identified at the same time. Moreover, the influence of the 
thermal resistance between the air node and the capacities of the walls will be further examined, 
in order to fully understand the contribution of the building fabric to the active thermal mass of 
the building. 
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ISABELE: a Method for Performance Assessment at Acceptance 
Stage using Bayesian Calibration 

P. Schetelat1, R. Bouchie 1 

(1) CSTB Champs sur Marnes, France 

1. ABSTRACT 

The rise of environmental issue awareness resulted in a significant pressure to reduce energy 
consumption. As the energy performance requirements of buildings have become more 
demanding, several studies showed significant deviations between predictions at the design 
phase and actual performances, putting into light the need for better performance assessment at 
the acceptance stage.  

In this paper we present a new building performance assessment method at the acceptance stage 
called ISABELE (In Situ Assessment of Building EnveLope performancEs). Performances and 
uncertainties are obtained by calibrating a lumped thermal model derived from the international 
ISO standard 13790:2008. Calibration is performed using Bayesian inversion of the model 
using in situ dynamic temperature and power measurement. 

Metrological quality of the inverse measurement is evaluated by using detailed building thermal 
simulation as a virtual standard sample. The method is then demonstrated on actual in situ 
measurements. 

Keywords: Bayesian calibration, Performance assessment, Uncertainty statement, Acceptance 
stage 

2. INTRODUCTION 

This paper concerns itself with model calibration as a way to perform inverse measurement of 
intrinsic thermal performance of buildings, namely heat loss coefficient by transmission 
through the envelope Htr.  

As a new technique, we aim to provide an assessment of the measurement accuracy of the 
ISABELE procedure. Measurement accuracy encompass two different notions (Joint 
Committee for Guides in Metrology (JCGM), 2012):  

- Measurement trueness, which is related to the notion of biased measurement 
- Measurement precision, which is related to the uncertainty of the measurement 

Measurement trueness is traditionally assessed using a measurement standard as a reference, 
which in the case of building thermal performances is technically hard to achieve. Measurement 
trueness of the ISABELE procedure has been carried out in (Boisson & Bouchié, 2014) using 
thermal simulation as a virtual measurement standard and benchmarked with other techniques 
on an actual building in (Rémi Bouchié, Alzetto, Brun, Boisson, & Thebault, 2014). 

Measurement precision assessment is either estimated through repeatability tests (type A error) 
or through composition of estimated uncertainty (type B error) (Joint Committee for Guides in 
Metrology (JCGM), 2008). Once again, type A uncertainty estimation is technically unfeasible 
for inverse measurement of building performances due to time and economic constraints. While 
classical composition of uncertainty and uncertainty propagation are suited for measurements 
that are based on forward model evaluation, they are no longer suited for inverse measurement. 
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As pointed out in a recent review of building energy simulation calibration techniques (Coakley, 
Raftery, & Keane, 2014): “There are currently few studies which account for uncertainty in 
model inputs and predictions, thus leading to a lack of confidence in [their] outputs.”  

One notable attempt is the work of (Heo, Choudhary, & Augenbroe, 2012) in the context of 
retrofit analysis. Uncertainty is estimated by performing Bayesian calibration of building static 
energy model using monthly bill as observed data. Bayesian inverse measurement is indeed 
suited as it estimates the likelihood of a model given a set of observed data and their uncertainty.  

This paper proceeds to evaluate the measurement precision of the ISABELE procedure using 
Bayesian calibration of an hourly energy model. It takes into account observed data and 
boundary condition uncertainty to assess the inverse measurement confidence interval.  

The measurement is carried out on a small building (wood structure chalet) and compared to 
design stage value of heat loss coefficient with their uncertainties. 

3. PROPOSED METHOD: BAYESIAN CALIBRATION 

3.1 Problem formulation 

 
Figure 1 : Bayesian calibration principle 

Let us consider an energy model Ï such that:  

 ��,��<( ) = Ï(Θ, F�( )) (1) 

Where ��,��<( ) is the air temperature inside the envelope, Θ the set of physical parameter of 
M and F�( ) denotes the set of time dependent boundary conditions applied to the envelope, 
such as the external temperature �	
�( ), heating power �( ), solar fluxes and air infiltration 
flow rate �Ú( ). 

Calibrating an energy model Ï given a measurement of ��,	
�( ) and BC(t) is equivalent to 
finding a parameter set ΘU minimizing the error between model prediction and measurement :  

 ΘU = argminV W��,	
�( ) − Ï�Θ, F�( )�WÒ  (2) 

Where ‖. ‖Ò is a measure of distance. A classical approach is for instance least square error 
minimization using gradient descent. While most practical usages of calibration only require 
the best estimate for ΘU, it is of paramount importance to estimate the uncertainty over the 
calibrated ΘU when the risk over the prediction of the calibrated model Ï�ΘU, F�( )� is to be 
assessed.  
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Bayesian calibration (a.k.a Bayesian inversion or Bayesian inference) is an efficient framework 
to evaluate the uncertainty of inverse measurement (Forbes & Sousa, 2011). In this paradigm, 
the calibration of a model is equivalent to finding �(Θ |M, BC, TÆ), the posterior probability of 
having Θ given the model Ï and the measurements ��,	
� and F�. 

Using the Bayes theorem, we have:  

 �(Θ |M, BC, TÆ) =  �(TÆ |Θ,M, BC)�(Θ)�(��)    (3) 

�(TÆ |Θ,M, BC) is the likelihood of measuring �� given the boundary conditions F�, the energy 
model Ï and the parameter Θ. This likelihood allows us to take into account the measurement 
of uncertainty over ��,	
� and F�.  �(Θ) is called a prior. It is the a priori belief we hold over the probable value of parameter Θ. 
Prior selection based on expert knowledge is covered in length in the guide to the expression of 
uncertainty in measurement first supplement ((JCGM), 2008). If the only available information 
regarding a non-negative quantity ¦ is a best estimate C (e.g. design stage values), the principle 
of maximum entropy dictates to choose an exponential law £C(1/C). �(��) is a constant for a given measurement. It is treated as a normalization constant. We will 
see later on that its estimation is not required for the analysis.  

Assuming we have a measurement of ��,	
� and F�, a model Ï and an a priori belief �(Θ) 
of  Θ, we can readily estimate the posterior probability up to a multiplicative constant of 
proportionality:  

 �(Θ |M, BC, TÆ) ∝ �(TÆ |Θ,M, BC)�(Θ)   (4) 

Considering that evaluating the posterior for every possible value of Θ is not practically 
feasible, Bayesian calibration relies on Monte Carlo Markov Chain (MCMC) sampling to 
directly sample from the posterior distribution �(Θ |M, BC, TÆ) by using equation (4). Such 
algorithm yields an n-sample lΘ%, … ,ΘÄx of the random variable Θ which is used to estimate 
the empirical probability density function of the posterior. The most probable value for Θ in the 
n-sample is called ΘRïY, the maximum a posteriori.  

It should be noted that least squares minimization and Bayesian calibration yield the same 
optimum value for Θ (ΘU =  ΘRïY) when assuming flat prior distribution and time independent 
Gaussian error in the Bayesian approach. 

3.2 MCMC sampling:  

MCMC sampling is a class of algorithm used to draw a random variable from an arbitrary 
distribution. Its main advantage is to be able to sample from any distribution as long as its 
probability density function can be evaluated up to a multiplicative constant. In this work we 
use the Metropolis Hasting (MH) algorithm, an MCMC sampling technique using acceptation 
/ rejection of a candidate sample. This algorithm is detailed in Figure 2. 
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Figure 2 : Metropolis-Hasting Algorithm 

3.3 Likelihood function:  

The most important part of the Bayesian calibration is the choice of the likelihood function. 
The likelihood tells how likely a prediction is compared to observed data. Classically, the 
likelihood is assumed to be solely dependent on metrological error. In such case, and assuming 
the measurement error over ��,	
� is a normal independent and identically distributed (i.i.d) 
random variable of standard error ��,	
�, we have:  

 ℒ�Θ\��,	
�, Ï, F�� =  ��TÆ,]Ç^ \Θ, M,BC� = _���,	
� − Ï(Θ,BC),��,	
��  (5) 

Although equation (5) accounts for the measurement uncertainty of ��,	
�, it does not account 
for the measurement uncertainty of the boundary condition F�. In order to take this extra source 
of uncertainty into account, we proceed to estimate the prediction uncertainty ��,��< by 
propagating the boundary condition uncertainty in Ï(Θ,BC).  Since uncertainty propagation 
using Monte Caro integration can in itself be computationally intensive, it is only performed 
once  ΘRïY, the maximum a posteriori value of Θ, is found. Prediction uncertainty ��,��< is 
then combined with measurement uncertainty ��,	
� and used to estimate the likelihood of the 
prediction being equal to the measurement. 

If we assume both uncertainties to be normally distributed, then: 

 ℒ(Θ|��, Ï, F�) =  �(TÆ |Θ, M,BC) = _ `��,	
� − Ï(Θ,BC),`��,��<' + ��,	
�' a (6) 
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Figure 3 : Two distributions likelihood 

 

Should the normality assumption fail, the combined uncertainty could still be estimated by 
bootstrap.  

The global procedure goes according to the following steps:  

1- Estimation of ΘRïY 
2- Propagation of the boundary conditions uncertainties in the energy 

model	Ï�Θa.b, F�� !! 
3- Estimation of the likelihood function that combines uncertainty over ��,	
� and ��,��< 
4- Sampling from the posterior distribution ��TÆ	|Θ, M, BC!  

3.4 Deterministic model of the envelope 

The identification procedure is based on a thermal model of the building envelope used in 
French Thermal Regulation RT 2012 (Th-BCE, 2012), which is itself derived from the 
international standard ISO 13790:2008. The model includes five thermal resistances and one 
thermal capacity: 

 
Figure 4 : 5R1C thermal model used for the identification procedure (Th-BCE, 2012) 
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��, �� and �< are the air, star and mass equivalent temperature that arise when arranging a 
triangle thermal network into a star thermal network through the so called Y-Δ transform 
(Kennelly, 1899).  �	�	ý, �	� and �	< are equivalent external temperatures that arise when transforming Neumann 
boundary condition (e.g. incoming solar heat flux) at each node into an equivalent Dirichlet 
boundary condition (imposed temperature).  They correspond respectively to the air incoming 
in the building by ventilation and infiltration, glazing components (windows, curtain walls…) 
and opaque walls. A single thermal capacity representing the walls interior thermal inertia is 
connected to the mass equivalent temperature �<. Full description of the model and its 
numerical scheme can be found in (Th-BCE, 2012). 

The model leads to an ordinary differential equation of the first order in �< numerically solved 
using the semi-implicit Crank-Nicolson scheme. 

Experimental conditions lead to another set of simplifications:  

- All glazing component are covered, meaning that incoming solar flux inside the building 
are null.   

- Ventilation is blocked and infiltration is supposed small or known.  
- Heating inside the building is purely convective, meaning that all the heat is directed 

on ��.  
- Ñ�� and Ñ<� are fixed and estimated using conventional values for convection and 

radiation transfer coefficient inside the building and a global surface parameter D<. 
- Ñ	�/Ñ	< ratio is assumed to be known through the building geometric parameters 

The model ends up being a function of a vector of two free parameters, Θ = [þ�@ , �<], with þ�@ =  1 Ñ	<⁄ + 1 Ñ	�⁄ . 

Boundary conditions F�( ) are as follow:  

- Φ�( ) the convective heating power. 
- �	<( ) and �	�( ) the equivalent external temperature taking into account solar fluxes 

and cold sky radiation. 
- �Ú( ) the volume air flow caused by infiltrations. 

3.5 Stochastic model of the measuring chain 

As seen in section 3.3, Bayesian calibration requires the estimation of both measurements and 
prediction uncertainties. To that end, we combine calibration data from the sensors to evaluate 
the uncertainty over all the data used in the inversion ��,	
�( ) and F�( ). In the following we 
assume that temperature and heating power sensors were calibrated such that there is no 
systematic measurement error.  

3.5.1 Indoor air temperatures measurement 

Air temperature inside the envelope is estimated using a set of / sensors assumed to be evenly 
distributed in the heated air volume. Each [ indoor temperature is measured at time step Δ =1Z[h with calibrated PT100 platinum resistance thermometers following: 

 ℒ�Θ\��,	
�, Ï, F�� =  ��TÆ,]Ç^ \Θ, M,BC� = _���,	
� − Ï(Θ,BC),��,	
��  (7) 

��~_(�YN%###� ,�YN%##)  
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Leading to the estimation of the uncertainty of the hourly average of the [�� sensor: 

 ℒ�Θ\��,	
�, Ï, F�� =  ��TÆ,]Ç^ \Θ, M,BC� = _���,	
� − Ï(Θ,BC),��,	
��  (8) 

〈��〉Ð~_ `〈�YN%##� 〉Ð,�YN%##√60 a  
Since forced convection is assumed inside the envelope, temperature stratification is supposed 
to be small and fluctuations are assumed to be homogeneous in the volume. In this case each 
sensor reading is a realization of the mean temperature in the heated air volume in a one hour 
time step:  

 ℒ�Θ\��,	
�, Ï, F�� =  ��TÆ,]Ç^ \Θ, M,BC� = _���,	
� − Ï(Θ,BC),��,	
��  (9) 

��~_� 〈��〉Ð ,��� 

Where �� is the average temperature of the heated volume in an hour of time and �� the standard 
error of the temperature due to the volume inhomogeneity.   ��' is estimated with the unbiased variance k�g': 

 k�g' =  1/ − 1 -�〈��〉Ð − ���'5
�6%  (10) 

This allows us to estimate the uncertainty over �� ∶  
 ��~  _ ÷1/ -〈��〉Ð

5
�6% , k�g√/ø   

��~  _i1/ -〈�YN%##� 〉Ð
5

�6% ,jk�g'/ + �YN%##'60 k    
(11) 

3.5.2 Equivalent external mass temperatures measurement 

Outer wall boundary condition in the energy model is approximated by a single equivalent 
temperature �	< taking into account external temperature as well as solar radiations. Two cases 
are considered: Dirichelt boundary temperatures �	< and �	� are either directly measured with 
the CSTB developed SENS sensor (Remi Bouchié, Abele, Derouineau, & Millet, 2014) or 
estimated using solar flux estimation based on an onsite weather station.  

3.5.2.1 SENS sensor  

A specific sensor has been developed at CSTB to directly measure this equivalent temperature 
and consequently dispensing us to evaluate direct and diffuse solar radiation (Remi Bouchié et 
al., 2014). It consists in measuring the temperatures of two surfaces, one black �	��,�, one 
white �	��,�, disposed at the center of the E�� external wall.  
Let us consider the E�� equivalent external temperature �	<,�:  

 �	<,�( )  = �	��,�( ) �"	�,� − "	���"	�� − "	�� + �	��,�( ) ("	�� − "	�,�)"	�� − "	��   (12) 

Where "	�� and  "	�� are respectively the absorbance of the black and of the white surface and "	�,� the absorbance of the E�� wall. 
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Let us now use �	<,� to estimate  �	<( ) and  �	�( ) :  

 �	<( ) =  ∑ D�,�¤�,��,��	<,�( ) � ∑ D�,�¤�,��,� �   (13) 

 �	�( ) =  ∑ D��(E)¤��,��(E)�	<(E,  ) � ∑ D��(E)¤��,��(E) �   (14) 

Uncertainty over �	< and �	� is numerically estimated with the following assumption:  

- �	��,�~_� �	��,�,YN%##,�	�� 
- "	�~_�"	�,�
�;�, 0.03� 
- "	�~_�"	�,�
�;�, 0.2� 

3.5.2.2 Radiation heat flux estimation  

Weather station data, global and diffuse horizontal radiation, relative humidity and outdoor 
temperature are used to estimate �	< according to (Th-BCE, 2012). Sky temperature is 
estimated using (Aubinet, 1994).  

3.5.3 Air infiltration  

Air infiltration is estimated according to (Th-BCE, 2012) using wind speed measured at the 
weather station. Uncertainty is estimated to be about 10%. 

4. EXPERIMENTAL SET UP 

4.1 Building description  

 

The two wooden structures have a square ground surface (about 13 m² from internal side). They 
are built with wood structural components on a concrete floor on the ground.  

The Faraday wood-structure, on which the validation test has been conducted, is insulated by a 
multi-foiled thin reflective product, installed between two unventilated air spaces.  

Thermal loss through the ground is limited by an important thickness of polyurethane foam. 
Structural thermal bridges are also limited. The access door is composed by two doors with a 
mineral wool layer between them. 
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Airtightness has been measured using a blow-door test according to the standard EN 13829: 
2001 (CEN, 2001). Airtightness of the tested structure for a 4 Pa pressure difference can be 
estimated to be: Q4Pasurf = 0.43 ± 0.14 m3/(h.m²) 

Heating power is provided by electrical radiant panels plugged on a PID thermal controller in 
order to maintain internal environment to a constant mean temperature. Maximum heat power 
available is about 2 kW. 

Fans have been installed inside the tested structure to mix the air and make the internal 
temperature more homogeneous. 

4.2 Instrumentation 

Energy injected inside the tested structure is measured by a pulse energy meter, indoor air 
temperature is measured by nine platinum RTDs. Comparative tests have shown that there is 
no significant difference between air indoor temperature and operative temperature measured 
according to EN ISO 7726 standard (ISO, 2002).  

External solicitations are measured using a weather station recording outdoor air temperature, 
global horizontal solar radiation, diffuse horizontal solar radiation, wind direction and velocity.  

Beside, a specific sensor has been developed in order to directly measure the global effect of 
all external solicitations (Remi Bouchié et al., 2014). The principle is to group all thermal flows 
coming from the outside environment into an equivalent external temperature �	<. 

4.3 Theoretical lmn value þ�@ value has been calculated according to French national calculation rules (CSTB, 2012) 
based on international standards. These calculation rules take into account some in-situ effects 
such as averaged temperatures in insulation products or air layers (ISO-2, 2008), (ISO-5, 2008), 
thermal bridges (ISO-1, 2008), thermal transfer via the ground (ISO-3, 2008). 

The uncertainty analysis has been preceded by assuming that simplified thermal transfer models 
included in calculation rules are always correct, that means that no systematic error is present. 
The global principle is to desegregate the þ�@ value into the last input needed for its calculation. 
Indeed, the þ�@  coefficient depends on heat loss coefficient by both surfaces and structural 
thermal bridges (ISO-4, 2013) : þ�@  = - D�. ¤�� + - ¢� .Ψ��   
But each component depends on several data such as: 

- Geometrical data (thickness, area…) 
- Thermal properties of materials that can be measured in laboratory under standardized 

conditions for insulation products, or estimated according standardized values for other 
materials (wood, concrete, soil…) 

- Design thermal properties for insulation products, which can include a correction due to 
difference between standardized conditions and real conditions during the test (temperature, 
moisture…) 

- Convective and radiation transfer in air layers and on internal and external sides, linked 
with experimental boundary conditions (external and internal averaged temperatures, wind 
velocity…) 

For all these inputs for calculation, assumptions are needed to assess their uncertainties. 
Geometrical data is supposed to be correct (no uncertainty). The core thermal resistance and 
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surface emissivity of the multifoiled reflective product used in this test has been measured, so 
uncertainty on this set of data has been estimated using measurement standards. In-situ test 
solicitations uncertainties (temperatures, wind velocity…) have been calculated and then 
propagated to correct design values of insulation products and surface exchange coefficients. 
Uncertainty on standardized thermal properties of other materials is estimated to be 20% of the 
standardized value if enough information is available (for instance density of the product) or 
the overall scale available in standardized value. For example, thermal conductivity of the soil 
can vary from 1.5 to 3.5 W/(m.K) depending on the soil composition (CSTB, 2012), as this 
composition is unknown, we have considered the value to be 2.5 ± 1 W/(m.K). The uncertainty 
on Ψ-value due to thermal bridges has been estimated using 3D-modelings based on (ISO-1, 
2008) by a sensibility study on uncertain input. As an example the thermal bridge of the vertical 
outside corner is linked with wood thermal conductivity estimated as 0.145 ± 0.035 W/(m.K), 
that leads to Ψ = 0.040 ± 0.007 W/(m.K). 

These uncertainties have then been propagated using explicit propagation described in the 
GUM (Joint Committee for Guides in Metrology (JCGM), 2008), assuming that the last input 
uncertainties follow an uniform rule (σ²i ≈ ∆i² / 3 where ∆i is the estimated uncertainty on the 
last input i). Assuming that geometrical data are certain, the variance on Htr is obtained by: �²Ðìp  = - D²�.�²K�� + - ¢²� .�²qF�   
The following tables give U and Ψ-value at the 95% confidence level using the general 
methodology described above : 

Component Ap [m²]  Up [W/(m².K)] σ² Up [W²/(m4.K²)] ∆Up [W/(m².K)] 

Walls 34.19 0.44 0.00031 0.04 

Roof 14.63 0.55 0.00048 0.04 

Door 1.85 0.19 0.00054 0.05 

Ground 12.96 0.11 0.00116 0.07 

 
Junction Lp [m] Ψ [W/(m.K)] σ² Ψ [W²/(m².K²)] ∆Ψ [W/(m².K)] 

Wall / ground 14.40 0.019 1.73E-06 0.002 

Wall / roof (north/south) 9.00 0.058 8.01E-07 0.002 

Wall / roof (east/west) 7.20 0.043 1.84E-06 0.002 

roof / roof (edge) 8.13 0.041 2.70E-07 0.001 

Wall / door 3.60 0.031 8.42E-06 0.005 

We can deduce then the global result on þ�@ to be: þ�@  = 26.5 ± 1.6 ­/�  
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4.4 Results 

4.4.1 Experimental data  

 
Figure 5 : Experimental data at the 95% confidence level 
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4.4.2 Equivalent external mass temperature 

 
Figure 6 : Estimated Tem at the 95% confidence level 

The different method to estimate the equivalent mass temperature shows discrepancy during 
night time. Such deviation is probably caused by a difference in accounting cold sky heat 
transfer. 

4.4.3 Variance contribution in the likelihood 

 
Figure 7 : Variance contributions 

The total variance used in the likelihood estimation is made of two contributions, the 
measurement variance of indoor temperature and the prediction variance, which is obtained by 
propagating the boundary conditions uncertainty in the model. As shown in Figure 7, the 
prediction variance is nearly always greater than the measurement variance. This underlines the 
need to take into account this source of uncertainty in the Bayesian inversion. 

4.4.4 MCMC fit  

The MCMC sampling has been implemented using the PyMC framework in Python (Patil, 
Huard, & Fonnesbeck, 2010). Maximum a posteriori and 95% confidence intervals are 
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presented in Figure 8 for both weather station and SENS sensors �	<	estimation. Inverse 
measurement of þ�@ as well as �<  are show in Table 1.  

Both fit present a relatively high root mean square error (RMSE of 0.76 and 0.98 respectively), 
especially considering that the building has a small thermal inertia (about 16 hours). This result 
appears to be consistent with previous results on virtual experiment (Boisson & Bouchié, 2014), 
especially considering the relative high value of lag between measured and predicted 
temperature in the free float regime. This lag shows that the thermal model is too quick to 
propagate external temperature variation inside the building compared to the actual 
measurement. This could be explained by the use of a single thermal capacity inside the 
building.  

The results discrepancy when choosing between the different methods of estimating	�	< tends 
to imply a bias in the boundary conditions estimation. As seen in Figure 1, the equivalent 
external mass temperature calculated by the two different methods (weather station data and 
SENS sensor) shows discrepancies at night, which implies that cold sky radiation is causing the  
deviation. This deviation could be caused by an error in taking into account the long wave 
emissivity of the materials (building walls and SENS sensors black and white surfaces). Further 
investigation is required. 

 
Figure 8 : Fitted and measured indoor temperature at 95% confidence level. 

Table 1 : inverse measurement 
 þ�@ �< Fit RMSE 

Theoretical value 26.5  	º 1.5    W/K  1017 - 
SENS sensors 24.11 º 0.13  W/K  1675 º 17 kJ/K 0.98 

Weather station 26.77 º 0.14  W/K 1527 º 15  kJ/K 0.79 
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Measured values of þ�@ using the weather station data is in agreement with the theoretical value, 
whereas the one using SENS sensor data fall outside the 95% confidence interval. Its higher 
RMSE suggests a greater bias in using SENS sensor data. 

5. DISCUSSION 

Inverse measurement is an over specified and under determined problem. As the formula �(Θ| M,BC(t)) implies, it also has the singular property of being highly dependent on the 
choice of the model we inverse.  

In this work we choose a well-known model used in the French Thermal Regulation RT-2012 
mostly to insure that the measured heat loss coefficient would be consistent between design 
stage and acceptance stage. This also has some shortcomings. Such model becomes rapidly 
over parameterized and it can become tricky to draw the line between setting a parameter at a 
conventional values or setting it as a free parameter to optimize.  

In this context, it appears difficult to assign a clear cause for measurement bias. Even though 
boundary condition seems at fault for the high level of RMSE, the phase shift and amplitude 
bias in the free floating regime is most probably linked to the thermal model used in the 
inversion. 

6. CONCLUSION 

A new performance assessment protocol has been described. It allows the measurement of the 
heat loss coefficient of a building and estimates its uncertainty by taking into account input and 
output uncertainty. The method has been demonstrated on a small building. The inverse 
measurement of the heat loss coefficient is in agreement with its theoretical value.  
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A practical and scalable inverse modeling approach for multi-zone 
buildings 

J. Cai and J. E. Braun 

(1) Ray W. Herrick Laboratory, Purdue University, US 

1. ABSTRACT 

To study the dynamic behavior of an existing building, data-driven models are preferred and 
these types of models can be established via system identification techniques. However, most 
of the time the identification problem is difficult to solve for multi-zone buildings due to high 
dimensionality of the model and poor excitations in the training data. This paper adopts a 
physically based modeling structure for multi-zone buildings and develops a practical and 
scalable approach to identify the parameters in the proposed structure. The approach decouples 
the zones with weak interactions and groups together the ones with strong couplings so that 
each group can be estimated individually. To reduce the number of estimated parameters and 
improve identifiability, a two-step algorithm was developed to determine the significant 
parameters and fix the non-significant ones to some nominal values in the estimation process. 
As a case study, the proposed approach was applied to model a medium-size commercial 
building with nine thermal zones from measured data and the estimated model was validated 
with different periods of data in the cooling season. 

Keywords: building envelope model, gray-box model, system identification, multi-zone 
building dynamic model, sensitivity analysis 

2. INTRODUCTION 

To perform control analysis of an existing building, it is critical to have a model that provides 
a good approximation of the actual system dynamics. To achieve this, data-driven modeling 
approaches, which use measured data to identify the system behavior via some system 
identification techniques, are typically applied. The identified model can then be used for 
optimal control, fault detection or some types of retrofit analysis.  

A variety of different methods can be found in the open literature that focus on data-driven 
modeling of buildings, but most of them are dedicated to single-zone buildings or multi-zone 
buildings with a small number of thermal zones. Practical approaches for data-driven modeling 
of multi-zone buildings are still needed. Identification of a single-zone building is already 
challenging due to the high complexity and large uncertainties associated with environmental 
and operational inputs. Identifying a multi-zone building adds more difficulties since 
interactions exist between different zones and simultaneous identification of all the zones could 
quickly become impossible as the number of zones increases.  

Some previous researchers have investigated different approaches for multi-zone building 
inverse modeling. Subspace identification seems to be a good candidate for modeling a multi-
zone building and several previous studies have adopted this approach (e.g., Cigler and Privara 
2010; Cai and Braun, 2013). However, it is a black-box modeling approach so extrapolating 
performance is not guaranteed, which is especially important when a model is trained with 
limited data. To improve extrapolating performance of the subspace model, Cigler and Privara 
(2010) carried out an experiment where test signals were injected continuously in the building 
control system over a two-month period.  This would be an expensive solution to apply in 
general.    
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Gray-box modeling approaches are more robust and can provide better extrapolating 
performance although they require more effort to setup and estimate a model. Choosing an 
appropriate model structure and developing a good estimation algorithm is still an ongoing 
effort. Privara et al. (2011) proposed an approach that first establishes a detailed forward model 
with EnergyPlus and then trains a simplified resistance-and-capacitance (RC) model with some 
specially designed excitation signals for a large multi-zone building. But it is literally a model 
order reduction technique and does not fall into the category of data-driven models in a strict 
sense. Goyal et al. (2011) proposed an identification method for the inter-zonal thermal 
interactions in multi-zone buildings from measured data. A 3R2C branch was used to represent 
thermal coupling between the zones and resistances and capacitances were estimated from 
measured data. But all other construction elements (except the external wall) were ignored and 
it did not consider the gains from solar radiation, occupants or equipment. Bacher and Madsen 
(2011) proposed a set of candidate models with increasing complexity and applied likelihood 
ratio tests to identify the suitable model structure. However, even the most complex model in 
the candidate set is still simplified and no validation results were presented. Although the 
method was applied to a multi-zone case study, the model adopted a single-zone structure and 
did not consider any internal heat gains.   

This study adopts a simplified RC network structure for a multi-zone building that is similar to 
previous work. The main contribution is the development of a three-step estimation 
methodology: 1) identify and eliminate weak couplings and group strongly coupled zones; 2) 
identify and eliminate non-influential parameters in the identification process; 3) de-correlate 
the parameters by fixing those highly correlated parameters to some nominal values. These 
steps reduce the estimate parameter set and can improve identifiability of the problem 
significantly. A case study was performed on a medium sized commercial building with nine 
thermal zones. The model was estimated using a set of measurements obtained from the site 
and then validated with two separate testing data sets. 

3. MULTI-ZONE BUILDING MODEL 

3.1 Model structure 

Figure  shows a general thermal network for a multi-zone building that is employed in this study 
where the coupling branches are depicted in the dash box. The coupling elements are either a 
wall with a 3R2C representation or some low or no-capacitance interaction, such as a window 
or simply an opening, with a pure resistance representation. In general, each individual thermal 
zone has a thermal network as shown in Figure  as described by Cai and Braun (2012). In this 
representation, a 3R2C external wall is used to capture the slow coupling dynamics and a pure 
resistance is used for the fast coupling dynamics to the outdoor environment. There is an 
internal wall that is being used to capture the thermal storage inside a room including furniture 
and walls that are not interacting with other zones. Again, the coupling element is contained in 
a dash box in Figure  and it could be either a pure resistance or a 3R2C branch depending on 
the zone configurations. Transmitted solar radiation is absorbed by the floor while the radiative 
internal heat gains are applied to all walls with a uniform heat flux. However, to simplify the 
model setup process, the radiative internal heat gains could be configured to only enter the walls 
with significant thermal masses. Ventilation heat exchanges and convective internal heat gains 
interact with zone air directly. 
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Figure 1: Multi-zone thermal network 

 

Figure 2: Single zone thermal network 

3.2 Mathematical formulation 

Applying an energy balance to each temperature node a state-space representation is formulated 
as: 

                                                                (1)  

where w is a vector of uncontrollable inputs or disturbances including outdoor conditions and 
internal heat gains due to occupants and equipment, u is the controllable input which is chosen 
to be heating or cooling that the HVAC system is providing to each of the zones and x is the 
state vector containing all temperatures in the thermal network. Output vector y contains all 
zone air temperatures. For n zones, the state and input vectors could be partitioned in the 
following manner: 

   

&x = Ax +B ww+Buu
y = Cx + Dww + Duu
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where xi and wi correspond to the states and disturbance inputs that are associated with zone i. 
For a coupling wall that is shared by two zones, each of the two temperature nodes is assigned 
to the zone that it is closer to it. Also, the inputs that are shared by multiple zones (e.g., ambient 
temperature is taken as a disturbance input for all the perimeter zones) are replicated in each of 
the input vectors owned by the corresponding zones. Using these special arrangements, the 
state-space representation in Equation (1) can be reformulated in Equation (2). 

             (2) 

This special formulation is particularly useful for decentralized estimation, which will be 
considered in later sections, as well as decentralized controller design (Rawlings and Mayne, 
2007) since all matrices are block diagonal (Bw, Bu and C) except for matrix A. Although matrix 
A is not block diagonal, it is extremely sparse in the sense that any coupling sub-matrix A ij has 
only k nonzero entries if there are k coupling branches between room i and room j. Most often 
only one coupling branch, either a 3R2C or a pure resistance depending on which has dominant 
dynamics, is considered, so A ij usually has all entries zero except for the coupling one. If two 
zones, say, zone i and zone j, are weakly coupled, the coupling matrix A ij can be approximated 
with a zero matrix and the two zones can be totally decoupled. If groups of zones have weak 
interaction with each other, then the zones can be divided into several decoupled subgroups and 
each subgroup can be estimated individually. In this case, matrix A can be approximated with 
a block diagonal matrix where each block corresponds to each of the subgroups. This is a critical 
step in identification of multi-zone buildings and the details will be discussed in section 4.2.   

4. ESTIMATION ALGORITHM 

Even for a single zone, the estimation problem is difficult to solve since there is a large set of 
parameters that need to be estimated with only one output. For a typical room with four walls 
and one window like the one shown in Figure , there are 21 RC parameters to estimate along 
with window transmittance, heat gain scaling factors, and other parameters. All of these 
parameters need to be identified simultaneously to minimize predictions between measured and 
predicted zone temperature, which is a difficult problem because of local minimums and 
computational requirements. The situation is much worse for a multi-zone building where the 
problem can become unsolvable as the number of zones increases. To overcome these 
difficulties, most previous approaches have resorted to using lower order model structures (e.g., 
Goyal, 2011; Lin, 2012). However, the simplifications limit the applicability of the model 
because (1) a lower order model may not distinguish between some different heat flow paths so 
some critical information may be missing; (2) the model may have difficulty extrapolating 
beyond the training data leading to long training requirements; (3) radiant effects are usually 
hard to capture. The current study tries to attack the problem from a different perspective: keep 
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the complexity of the model structure but improve the identifiability using a multi-step scheme 
that is discussed in the following sub-sections. 

It needs to be emphasized that the three steps presented in the following three subsections are 
carried out for each zone separately using adjacent zone temperatures as boundary conditions. 
Although performing the steps on all the zones simultaneously could lead to a more accurate 
model, zone-wise analysis can reduce the computation burden significantly since computation 
complexity increases with the size of the system at least quadratically.  

4.1 Parameter initial guess 

An important advantage of the gray-box modeling approach for buildings is that it does not 
require detailed geometry or construction information in the model setup phase, as a forward 
model does. So the effort that is required to set up a model is lower and only rough information 
is needed to provide some initial guesses for the parameters. The obtained initial guesses are 
used as the starting point for nonlinear regression. More importantly, they provide some 
information on the feasible region for the parameters in the identification process to make sure 
the estimated parameter values lie within reasonable ranges. For uncertain parameters, a 
relatively large feasible region can be used to allow the regression to explore within a large 
range.  However, if more accurate information is available then a small feasible region can be 
assigned in the estimation process. In the case study within this paper, the feasible range for all 
parameters was assumed to be within 1/3 and 3 times of the initial guesses.  

The building information can be acquired by collecting surveys that are filled out by someone 
who has access to the building and/or blueprints. The survey should include information about 
the key construction elements, e.g., walls and windows, for each zone. Table  shows a sample 
survey. All internal surfaces are assumed to have an initial value for convective heat transfer 
coefficient of 11 kJ/hr-m2-K and the corresponding value for an external surface is assumed to 
be 64 kJ/hr-m2-K. With this assumption and all the information provided in the survey, initial 
guesses for parameter values can be calculated easily. 

 Table 1: Sample inquiry survey for building information  

Zone information 

Zone Zone volume 

Z1 1000 m3 

Wall information 

Zone Wall area 
Wall 

thickness 
Orientation Wall construction Adjacent air node 

Z1 
50 m2 0.2 m East 

Concrete: 0.1m; 
plasterboard: 0.01m. 

Ambient 

10 m2 0.1 m - Plasterboard: 0.06m. Z2 

Window information 

Zone Window area Window U-value Window transmittance Orientation 

Z1 25 m2 0.2 Btu/ft2-hr-F 0.45 East 

It needs to be emphasized that different levels of accuracy are required for different types of 
information in the survey. To estimate some parameters, visual inspection is enough, such as 
the wall areas. But construction properties are more important and building blueprints might be 
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needed to obtain some reasonable estimates. For example, the wall resistance would be 
significantly different for walls with and without insulation. For the parameters with very 
limited information, a large feasible region needs to be assigned in the estimation process. As 
long as the actual parameter values fall within the specified feasible region, the decoupling and 
parameter-reduction analysis in the following subsections are able to tolerate significant 
deviations between initial guesses and actual values.  

4.2 Decoupling and merging zones 

 

Figure 3: Inter-zonal coupling for Zone 2. 

Decoupling the zones that have weak interactions can break down a large estimation problem 
into several small sub-problems that can be estimated individually. This procedure is critical 
for identification of multi-zone buildings since the original problem could be infeasible to solve 
due to the dimensionality issue. In addition, multi-zone models have poor identifiability and the 
parameter estimates could be highly correlated if the training data is not informative enough. 
Thus, eliminating the weak inter-zonal thermal interactions and grouping the strongly coupled 
zones can improve both the solvability of the identification problem and the accuracy of the 
parameter estimates. 

As a first step in the estimation process, a simple data-dependent method is adopted to decouple 
the thermal zones. To illustrate the process, Zone2 in the case study is considered and the 
associated thermal network is depicted in Figure 3. This zone is coupled with Zone4 via the 
ceiling and with Zone9 via the floor. The two coupling walls adopt a 3R2C structure due to 
their high thermal masses. Zone2 is also connected with Zone3 by an internal wall with 
significant openings. The thermal interactions due to air exchange through the openings are 
dominant so a pure resistance branch is used to represent the coupling effect between these two 
zones. The coupling strength between Zone2 and Zone4 is calculated as 

                    (3) 

where UZ2 is the excitation data in the training data set of Zone2, θZ2 is the nominal parameters 
(initial guesses) restricted to Zone2, θZ2,decoup is the same as θZ2 but with infinite coupling 
resistance, g(U, θ) is the output of the model for Zone2 shown in Equation (1) and length(UZ2) 
is the number of samples in the training data. The coupling resistance corresponds to the middle 
resistance in a 3R2C branch and corresponds to the sole resistance in a 1R branch. The 
calculated coupling strength is simply the root mean square (RMS) deviation between the model 
outputs with the nominal coupling resistance and with infinite coupling resistance when the 

2 2 2 2, 22
(2,4) ( , ( ( )) ) )( , /Z Z Z Z decoup Zg gthg len= −θ θCS U U U
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model is fed with the training data. When the calculated RMS deviation is large, the coupling 
wall transfers significant heat to the zone and it cannot be eliminated. For a small RMS 
deviation, it would be safe to ignore the corresponding coupling effect.  

Performing the calculation in Equation (3) for each of the zones, an n*n matrix CS, where n is 
the number of zones, can be obtained, the element of which indicates the pair-wise coupling 
strengths. The matrix CS is not necessarily symmetric so the following operation needs to be 
carried out to average the two directional effects between two zones: 

 

where CS' is the transpose of matrix CS and the equal sign essentially overwrites the left-hand 
side of the equation with the right-hand side. The obtained matrix CS is the final coupling 
matrix and its element indicates the bi-directional coupling strength between those two zones 
corresponding to the specific row and column.  

4.3 Reducing estimate parameter set 

After discretizing Equation (1), the model output can be written in the form shown in Equation 
(4) which indicates that model prediction is a time series dependent on parameter θ and 
excitation data U. Since this paper is mainly concerned with passive identification, which means 
there is no active control during the data collection period, the dependence on input data is not 
important and only the parameter dependence is considered. So the excitation data U is omitted 
in the argument list of the following equations.  

                                              (4) 

Define  

 
and let 

 

                                                       (5) 

where np=dim(�). J(�) is the sensitivity matrix and M(�) is the information matrix, both 
evaluated at parameter �. Define the significance vector as 

{ }( ) ( ) | 1,2,...,ii i np= =S θMθ , 

which consists of the square roots of the diagonal elements of M(�). The i-th element, Si(�), is 
an index of the significance level for the i-th parameter in the model output. In linear regression 
theory (Kutner et al., 2005), the square of this value is inversely proportional to the size of the 
confidence region for the corresponding parameter. For nonlinear regression, which is the case 
in our study, the square of the elements in S(�) can also be used to approximate the inverse of 
the confidence interval locally (Donaldson et al., 1987). So a higher value of Si(�) leads to a 
smaller confidence interval, which also indicates a higher significance for the i-th parameter.  

Parameters have different scales so normalization is needed for the information matrix to 
account for the scaling effects and the normalized version of the information matrix is shown 
in Equation (6), where Diag(�) represents the diagonal matrix constructed from the vector �.  

                                              (6) 

( ') / 2= +CS CS CS

ˆ( , ) ( , (1), (2),..., ( 1), )y t g t t= −θ U U U θ

 [ ]ˆ ˆ( ) (1, ),..., ( , )
T

y y t=Y θ θ θ

( ) ( ) t np×∂  = ∈ ℜ
 ∂

J θ Y θ
θ

( ) ( )T np np×= ∈ℜM(θ) J θ J θ

( )( ) ( ) ( ) ( )T
norm Diag Diag=M (θ) θ J θ J θ θ
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This can be implemented in the numerical sensitivity matrix calculation as shown in Equation 
(7),  

                                         (7) 

where 

 

and Jcal,i(�) is the j-th column of the calculated sensitivity matrix and it corresponds to deviation 
in the output caused by a perturbation in the j-th parameter and � corresponds to the perturbation 
level. Plugging the calculated sensitivity matrix into Equation (5) provides the estimated 
information matrix shown in Equation (8). So the information matrix calculated is equal to the 
normalized information matrix up to a constant scalar depending on the perturbation level. 

                                            (8) 

{ },( ) ( ) | 1,2,...,cal cal ii i np= =θ θS M  

One advantage of this numerical routine is that the elements of the calculated significance 
vector, Scal(�), have physical meaning: the root mean square of deviations in the output caused 
by the corresponding parameter perturbation. Then it is straightforward to impose a threshold 
for determining influential/non-influential parameters.  

4.4 Parameter de-correlation 

The elements of the calculated significance vector, Scal(�), are good indicators of the 
significance of the corresponding parameters. A small value implies that the associated 
parameter is not significant, i.e., perturbation in the corresponding parameter value does not 
affect the model output much. However, a large element does not necessarily mean the 
corresponding parameter is significant if the parameter is correlated with other parameters. De-
correlating the remaining parameters can lead to a further-reduced parameter set by fixing the 
most correlated parameters to their initial guesses.  

This paper adopts a method based on principal component analysis and it consists of the 
following steps: 

1. Calculate information matrix, M cal, for the remaining parameters using Equation (8) 

2. Find the minimum eigenvalue λj 

 

3. Find the maximum entry of the eigenvector, vj, associated with the minimum eigenvalue 
that is identified in step 2 
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5. Check termination condition; if not satisfied, repeat from step 2 to the reduced information 
matrix. 

The steps can be carried out iteratively to find the most correlated parameters one by one.   The 
termination condition used in the case study involved evaluating whether the condition number 
of the remaining information matrix M cal was below some threshold.  

4.5 Global analysis 

In the preceding sections, the coupling strength matrix (CS) and information matrix (M cal) are 
evaluated at some nominal parameter values. However, the parameters are unknown a priori, 
and local analysis could be misleading if the nominal parameter values deviate significantly 
from the actual values. In this regard, global analysis is more appropriate and it is able to provide 
more comprehensive information over a pre-defined parameter region.  

The idea of a global analysis is to randomly generate a set of parameter points in a pre-defined 
region and then perform local analysis for each of the generated points. The concerned 
variables/matrices can be averaged over the local points. In the case study, the Sobol sequence 
generator (Burhenne et al., 2011) was used to construct a set of random points in the feasible 
parameter region: 

. 

Then the concerned matrix was calculated at each of the generated points and the matrices were 
averaged in the following way 

 

where MAT (�) can be either the coupling strength matrix or the information matrix, and f(�) is 
a weighting factor evaluated at parameter �. This study used a weighting factor of the form: 

 

where Y is the measured output extracted from the training data set. When the estimation error 
is independent and identically distributed and Gaussion with variance σ2, the weighting factor 
function is essentially the likelihood function for parameter θ up to a constant (Ljung, 1999). A 
typical successful identification of a building should have the RMSE within 1ºC. So in the 
weighting factor calculation, σ2 was set to 1.  

Once the averaged matrices are obtained, the analysis illustrated in the preceding subsections 
can be carried out with the averaged matrices to decouple the zones and reduce the parameter 
set.  

5. CASE STUDY 

As a case study, a medium-sized commercial building was modeled with the techniques 
elaborated above. It is a 4-story building located in Philadelphia, PA. There are three wings in 
the building and only the north wing with a total area of 7,000 square feet was considered. One 
air handler unit (AHU) serves this portion of the building with 9 VAV boxes.  The 9 thermal 
zones associated with these VAV boxes were considered for the inverse model in this case 
study. The floor plan of the building showing the 9 zones is shown in Figure 4. 
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Figure 4: Floor layout of case study building 

5.1 Available measurements 

Table 2 summarizes a list of measurements that were used within this case study. Data was 
collected from the sensors every minute, but averaged values within 30-minute time windows 
were used to train or validate the model. So the continuous model in Equation (1) was 
discretized with a 30-minute time step assuming zero-order hold for all the inputs. 

Table 2: Measurement points in case study 

 Measurement point Measurement location 

Zone  

Supply air temperature VAV box 

Supply air flow  VAV box 

Zone air temperature Thermostat 

Weather 
Ambient temperature Weather station at PHL 

airport Global horizontal irradiance (GHI) 

Power Meter 
Whole building power 

Electrical panel 
HVAC power 

5.2 Data pre-process 

The measurements were pre-processed to obtain some readable training data for the model. 
Details of generating each input data set from the raw measurements are covered in the 
following subsections. 

5.2.1 Sensible heat extraction/injection  

This is the sole controllable input to the model and it can be modulated by varying the flow rate 
and temperature of the air entering a room. Assuming supply and return air flow rates are 
identical and that the return air temperature is the same as the space temperature, the sensible 
heat extraction/injection rate can be calculated by 

 , ( )sup p air supsen zoneQ c T Tm= −
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5.2.2 Convective/radiative internal heat gains 

Power meters are installed in the building which measure both the HVAC system power (PHVAC) 
and the whole building power (Pwhole,bui). The difference between the two measurements is the 
power that is consumed by all of the electrical equipment in the building. Most of the electrical 
power consumption is eventually converted to internal heat gains to the space so the 
convective/radiative internal heat gains can be calculated as  

 

where θconv(rad) is ratio of convective (or radiative) heat gains for a specific room to the total 
electrical power consumption and this parameter is estimated together with the structural (RC) 
parameters in the identification process. In the case study, convective and radiative heat gains 
were assumed to be equal in order to reduce the number of parameters. However, in general, 
separate parameters could be learned for the convective and radiative parts. This calculation 
assumes implicitly that the ratios of the internal heat gains between different zones are time 
invariant. The estimated gains can also include gains coming from occupants assuming that the 
occupancy profile follows the same profile as the building electrical power curve. The scaling 
parameter for convective and radiative heat gains that is learned from the data, θconv(rad), can 
account for the combined effects.   

5.2.3 Energy input from solar 

The global horizontal irradiance (GHI) measurement was available but irradiance on other 
surfaces was lacking. This study used Reindl's method (1990) to decompose the GHI to beam 
and diffuse radiation on a horizontal surface and then calculated the irradiance on different 
surfaces via trigonometric relationships (TRNSYS, 2010). Radiation absorbed on outer surfaces 
of external walls was calculated based on an solar absorptance of 0.6. Window transmittance is 
an individual parameter that needs to be estimated in the identification procedure. Dependence 
of transmittance on solar incidence angle could be captured with additional estimate parameters 
as well as extra inputs (Cai and Braun, 2012), but this variation was not considered in this case 
study.    

5.3 Zone decoupling 

               

Figure 5: Left: coupling strength between the zones. Right: grouping of the zones based on 
coupling analysis. 

(, ( ) ) ,( )conv rgain conv rad whole bui H Cd VAaQ P Pθ= −

Z

Z

Z

Z

Z

Z

Z Z

Z

0.02	 

0.018	 
0. 9	 

1.05	 

0.54	 

1.48	 

1.45	 

0.68	 

1.22	 

2.6	 

Z

Z

Z

Z

Z

Z

Z Z

Z
Grou
p 1 

Grou
p 2 



P35, Page 12 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Applying the decoupling techniques illustrated in section 4.2, a coupling strength matrix was 
obtained which is represented by the width of the connecting lines shown in Figure 5 on the left 
hand side. It can be seen that the couplings are negligible for the pairs of Zone5-Zone6 and 
Zone1-Zone3. Eliminating these two couplings leads to a grouping of the zones shown on the 
right-hand side of Figure 5. In the estimation process, these two groups were estimated 
separately. The threshold for distinguishing strong and weak couplings can be adjusted per case 
study. Higher threshold values can further break down the problem into more sub-problems 
with lower estimate dimensions, but it might compromise the model accuracy by over-
eliminating the couplings. In this case study, the two eliminated couplings have significantly 
lower strength than other couplings and can be easily identified. If the threshold value were 
increased to 0.7ºC, Group 2 would further break down to 2 smaller groups with the pairs of 
Zone5-Zone3 and Zone4-Zone2 decoupled. However, the estimation algorithm was able to 
identify Group 2 with 6 zones and the model error increased with the elimination of Zone5-
Zone3 and Zone4-Zone2 couplings, so these two couplings remained in this case study. 

5.4 Reducing parameter set with sensitivity analysis 

Sensitivity analysis was performed as a first step to identify non-influential parameters. As 
discussed in section 4.3, the elements of the significance vector S(�) indicate the significance 
of the corresponding parameters. Figure 6 and Figure 7 plot the un-weighted and weighted 
significance, respectively, of different parameters with δ=0.05 for Zone1. The x-axis shows 
indices for different parameters and Table 3 lists the correspondence between the parameters 
and their indices.  

 

Table 3: Parameter correspondence in Figure 6 and Figure 7    

Group Parameter index Parameter description 

External wall 
1,2,3 Wall resistance 

4,5 Wall capacitance 

Ceiling 
6,7,8 Wall resistance 

9,10 Wall capacitance 

Floor 
11,12,13 Wall resistance 

14,15 Wall capacitance 

Adjacent wall to 
Zone3 

16,17,18 Wall resistance 

19,20 Wall capacitance 

Adjacent wall to 
the stairwell 

21,22,23 Wall resistance 

24,25 Wall capacitance 

Augmented 
parameters 

26 Window resistance 

27 Zone air capacitance 

28 
Ratio of internal heat gains to total electrical 

power 

29 Window transmittance 
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There are 5 walls and each wall has 5 structural (RC) parameters so there are 25 wall parameters 
and they are indexed from 1 to 25. The 26th and 27th parameters are window resistance and 
zone air capacitance respectively, and the last two parameters are scaling ratios for internal heat 
gain and window transmittance. The result shows that the external wall (1st to 5th) is important 
and this is because the external wall of Zone1 has significant area and it is not insulated which 
allows significant heat exchange from the ambient. Walls adjacent to Zone3 and the stairwell 
(16th to 25th) have almost negligible impact on the model output due to the small coupling 
area. This result also matches the finding from the decoupling analysis that Zone3 and Zone1 
are weakly coupled. The ceiling and floor (6th to 15th) have several critical parameters but most 
of them are non-influential. Window resistance and transmittance (26th and 28th) are both 
significant because there is a significant area of window. The internal heat gain scaling factor 
is also important since the convective gains interact with zone air directly. 

 

Figure 6: Un-weighted parameter significance for Zone1 

 

Figure 7: Weighted parameter significance for Zone1 
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The calculated significance values for the cases with and without weighting are slightly 
different and it makes more sense to use the weighted significance values. A threshold of 0.01 
(ºC) was used, and any parameter with significance lower than this value was considered non-
influential. Among the 29 parameters in this zone, only 10 of them were identified as candidates 
for influential parameters. Again, the remaining 10 parameters are not necessarily influential 
due to the potential existence of correlations.  

By de-correlation analysis, the remaining parameters were ordered in regard to their 
significance. The non-influential parameters were eliminated one by one by fixing them to some 
nominal values (i.e., initial guesses) and Figure 8 plots the 10-base log of the condition number 
of the information matrix in the elimination process. It can be seen that the 11th and 13th 
parameters have strong correlations to other remaining parameters, and fixing their values leads 
to a reduction of the condition number from 2520 to 319. The termination criteria that was used 
in this elimination process is when the condition number is lower than 1000. This threshold is 
a parameter that can be adjusted before performing identification. A higher value leads to more 
estimated parameters and higher parameter correlation. A lower value could compromise the 
accuracy of the estimated model by over-eliminating the parameters. A value of 1000 is a good 
candidate for this threshold based on the author's experience.    

For Zone1, the 1st step (sensitivity analysis) reduced the size of the parameter set from 29 to 
10. The 2nd step (de-correlation) identified two highly correlated parameters and further 
reduced the parameter set by 2. After applying this parameter-reduction technique to all of the 
9 zones, the number of estimated parameters was reduced from 86 to 27 for group 1 and from 
143 to 45 for group2.  

 

Figure 8: De-correlation of parameters 
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The model was trained with data collected from July 4 to 10, 2013. Two data sets were used to 
validate the model, one of which was collected from July 12 to 28, 2013 and the other from 
August 2 to 28, 2013. The validation results are plotted in Figure 9 and Figure 10 for zone 
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4.   

11 13 5 28 1 2
1.5

2

2.5

3

3.5

Lo
g1

0(
C

on
di

tio
nN

um
be

r 
of

 M
ca

l)

Indices of parameters to be eliminated



P35, Page 15 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

 

Figure 9: Model validation results for group 1 with August data set  

 

Figure 10: Representative model validation results for group 2 with July data set 

The zones in group 1 all have good agreement between the model outputs and measurements 
in the two validation periods. For most of the zones in group 2, the estimated models also have 
good accuracy. However, the testing errors are relatively large for Zone2 and Zone3, which can 
be observed from the Zone3 temperature plot in Figure 10. The poor performance of the 
estimated models for these two zones is caused by significant uncertainties associated with the 
occupants' activities. Those two zones have highly irregular meetings and conferences which 
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able to predict the temperature trend in general. To overcome this problem and obtain a more 
accurate model, occupancy counters could be installed to capture the occupancy profile for the 
zones with significant occupancy variations.  

  
Table 4: Model testing RMSEs (ºC)  

 Validation periods 

 Jul. 12~ Jul. 28 Aug. 02~ Aug. 28 

Z1 0.63 0.68 

Z2 1.11 1.5 

Z3 1.31 1.14 

Z4 0.78 0.85 

Z5 0.74 0.84 

Z6 0.68 0.85 

Z7 0.61 0.63 

Z8 0.92 0.88 

Z9 0.62 1.01 

 

To evaluate the load prediction capability of the estimated models, sensible loads were 
estimated with Equation (12)  

( ) ( )1

, , ,[ ] [ 1] [ ] [ ]sen d u d z sp d d d w dk k k k
−

= + − −Q C B T C A x C B w ,                               (12) 

where Tz,sp are the zone temperature setpoints for the next step, k in the brackets indicates the 
time step and the state-space matrices with subscript d are discrete versions of the matrices in 
Equation Erreur ! Source du renvoi introuvable.. The estimated loads were compared with 
the measured loads for the two validation periods and Figure 11 plots the comparison of the 
loads for group 1 with the estimated model. The results show that the testing relative RMSE's 
are close to 9% for most of the zones and Zone2 and Zone3 have relatively large errors, 
approximately 17%, due to the uncertain occupant activities.  

6. SUMMARY 

This paper demonstrates a robust and scalable inverse modeling methodology for multi-zone 
buildings that is implementable at low cost. The training data is typically available from the 
BMS with input weather conditions accessible from the internet. The approach adopts a gray-
box model structure and only requires an approximate building description with only a 
moderate effort for the model setup phase.  

The scalability of the proposed procedure comes from three steps that reduce the dimension of 
the estimation problem. The first step decouples the weakly coupled zones and groups the ones 
with strong thermal interactions. Estimation can be applied to each group independently. The 
second step identifies the non-influential parameters based on sensitivity analysis and by fixing 
those non-influential parameters to some nominal values, the parameter set that needs to be 
estimated can be significantly reduced. As a final step, correlation analysis is carried out on the 
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remaining parameters and the parameter set is further reduced by de-correlating the highly 
correlated parameters. 

 

Figure 11: Model sensible load predictions for group 1 with August data set 

To test the proposed estimation methodology, a multi-zone building was modeled with on-site 
measurements. The target building has 9 thermal zones and the decoupling algorithm divided 
those 9 zones into 2 groups, one with 3 zones and the other with 6. Then the sensitivity analysis 
and correlation analysis revealed that two thirds of the parameters were non-significant and 
were eliminated in the estimation process. With these three steps, the estimation problem was 
significantly simplified. The estimated model was validated with two test data sets and the 
model outputs agree well with the measurements for both periods.  

Models that are developed with the proposed approach can be used for different purposes. Since 
a gray-box model structure is adopted, the developed model has physical meaning and is 
suitable for energy performance or retrofit analysis. In addition, a simplified model structure is 
utilized so the model is computationally efficient which makes it suitable for online controller 
design. One application of the developed model can be found in Cai and Braun (2014), where 
a simulation platform was constructed with the developed model and the platform was used to 
test the performance of a heuristic control for DX units. In Cai et al. (2015), a portion of the 
model (corresponding to the three zones on the 2nd floor) was used as a testbed for analyzing 
multi-agent control.  
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NOMENCLATURE 

msup    =  supply air mass flow rate 

Pwhole,bui   =  whole building power 

PHVAC     =  HVAC system power 

Qsol,ext  =  solar radiation absorbed on the external walls 
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Qsol,trans  =  solar radiation transmitted through the windows 

Qgain,rad  =  radiative internal heat gains 

Qgain,conv =  convective internal heat gains 

Qsen  =  sensible cooling/heating to the space 

Tamb  =  ambient temperature 

Tgrd    =  ground temperature 

Tsup     =  supply air temperature 

Tzone    =  zone air temperature 

Tzone,adj  =  air temperature of the adjacent zone 

δ    =  parameter perturbation level 

σ   =  model error standard deviation 

x   =  state vector 

y   =  output vector 

w   =  disturbance vector 

u   =  input vector 

U    =  excitation data  

θ   =  estimate parameters  

CS   =  coupling matrix for the zones    

 J   =  sensitivity matrix 

M    =  information matrix  

 

Subscripts 

cal   =  calculated/estimated matrix 

norm   =  normalized matrix 

GA   =  generated points in global analysis 

avgd   =  averaged value
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1. ABSTRACT 

Many research and development studies use virtual buildings represented by building thermal 
models at a detailed level. Such models need relatively long computation times for one-year 
simulations: the use of these tools is then often too time-consuming when it comes to compare 
technical solutions during the design stage. Model reduction methods allow models with shorter 
computation times to be synthesized. In this paper, the linear state-space representation of a 
whole model is extracted and a balanced truncation method is applied to it. The detailed models 
are built from the SIMBAD library, a Simulink library of building modeling components 
developed at CSTB. Both linear state-space and reduced order models ensure shorter 
computation times than the full detailed model. However, the choice of the order of the reduced 
model has an impact on the final results.  The main strengths and weaknesses of using the linear 
state-space and reduced models built from the same detailed model are investigated. To this 
end, the physical descriptions of idealized test buildings provided by ASHRAE standard 140 
for building simulation tools assessment are used, and the results obtained through the different 
approaches for computation time reduction are compared. 

Keywords: thermal model, model order reduction, computation time, spectral analysis 

2. INTRODUCTION 

In 2012, commercial and residential buildings accounted for 44% of the final energy 
consumption in France and were responsible for 21% of Greenhouse Gas Emissions (Ademe, 
2013). Among this consumption, heating and cooling systems stand for a large share (59%, 
(Ademe, 2013)). Therefore, reducing energy consumption requires the improvement of HVAC 
(Heating, Ventilation, and Air Conditioning) systems efficiency. There are two ways to reach 
this goal. First, replacing old systems with high efficiency systems increases energy 
performance (Visier, 2008). Secondly, control methods allow to adapt the system operation to 
match occupants’ needs or renewable energy production ((Visier, 2008), (“Energy future, Think 
Efficiency,” 2010)) and reduce energy waste. 

Modelling innovative systems, complex distribution networks or control strategies for design 
and optimization purposes require detailed models and often short time steps. This can lead to 
long computations, hardly affordable during the design stage or for embedded control models. 

The SIMBAD (SIMulator of Building And Devices) library, developed at CSTB (Husaunndee, 
Lahrech, Vaezi-Nejad, & Visier, 1997), is composed of a set of Matlab/Simulink components 
enabling user to build dynamic models of buildings, their systems and especially their control 
strategies. The components of this library will be used in this paper. 

Simulating buildings with this level of detail leads to much longer computation times than static 
hourly models. In SIMBAD’s case, an annual simulation of a mono-zone building takes 
approximately 130s with a fixed time step Δ = 20k. Consequently, and considering even 
longer simulations when all production, distribution and emission systems are modelled, using 
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such detailed models during the design stage may be difficult. It could then be useful to 
implement methods which reduce computation time while keeping sufficiently accurate results. 
The building envelope model considered in this paper will not take into account air transfer or 
non-linearized radiative transfers, but still shows a nonlinear behaviour regarding long wave 
radiations through windows. 

The concern in this paper is to evaluate the performances of reduced models. On the one hand, 
the computation time saved with a reduced order model, and on the other hand, the accuracy 
difference between the results of detailed, linearized and reduced order models. Section 5 is 
dedicated to the problem of evaluating how well linearized or reduced order models perform 
with respect to the original detailed model. 

In order to evaluate the detailed and reduced order building models on reference cases, the 
reference buildings used are those described by ASHRAE Standard 140-2001 
(“ANSI/ASHRAE Standard 140-2001, Standard method of test for the evaluation of building 
energy analysis computer programs,” 2001). It defines test procedures for evaluating 
capabilities of building energy programs. In fact, it gives a physical description of different 
buildings and the predictions from well-known programs (such as TRNSYS, DOE-2 or S3PAS) 
applied to them. Some of these test cases were implemented to compare synthesized models 
with the SIMBAD detailed model. 

Section 3 will introduce the SIMBAD models used as the detailed modelling level. In section 
4, the linearization and common model order reduction methods will be presented. Section 5 
clarifies the mobilized benchmarks indicators. Benchmark results will be presented and 
discussed in section 6. Finally, a variant of the order reduction method will be tested to improve 
its performance in section 7. 

3. DETAILED SIMBAD MODEL 

The SIMBAD multi-zone building model is a white box model where each component (zones, 
walls, windows …) is described by a set of physical parameters. It includes a dynamic model 
of each wall surface and zone air temperature. 

SIMBAD models are built using Simulink. Each component has inputs and outputs that are 
connected to create the whole model. Two cases are set up. The first one is the free floating 
case (indoor building temperature is not controlled, Figure 1). The second one is the regulated 
case (indoor building temperature is regulated using a PID controller, Figure 2). 

 
Figure 1: Detailed SIMBAD model - Free floating case 
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Figure 2: Detailed SIMBAD model - Regulated case 

With: �µ;� : Outdoor temperature (°C) ��5? : Sky temperature (°C) �µ��,@�¶, �µ��,�µ
Ú : Occupation convective power and occupation radiative power (W). Ù,r: Solar height and azimuth (°) s�µ9,¶�@ ,s�µ9,¶��� : Direct solar radiation and diffuse solar radiation (W/m²) s�@µ� : Solar radiation projected on building surfaces (W/m²) ��
¶ : Indoor temperature (°C) ��	��,�µ
Ú : Heating convective power (W). Positive for heating, negative for cooling. 

The solar processor block projects solar flows on surfaces of the building envelope. This block 
uses many trigonometric functions and is as such strongly nonlinear. 

The multi-zone block calculates indoor temperature by evaluating surface temperatures taking 
radiative, convective and conductive heat exchanges into account. 

The PID controller computes the heating convective power in order to reach the setpoint value. 
It is strongly nonlinear and won’t be subject to model order reduction. 

In the rest of this paper, the detailed model will be represented by the letter D. 

4. COMPUTATION TIME AND MODEL ORDER REDUCTION TECHNIQU ES 

4.1 Linearization 

Linearization replaces any block or set of blocks with a State Space Model (SSM) block. Matlab 
function linmod extracts the SSM from a component by a numerical perturbation and gives four 
matrices: D, F, �, Î. They allow writing the state space representation (1) of the model called 
in the following the linearized model (L). �� ( ) = D�( ) + F¤( ) (1) ¥′( ) = ��( ) + Î¤( ) 



   P36, Page 4 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

With: �( ): State vector D: State matrix ¥′( ): Output vector F: Input matrix ¤( ): Input vector �: Output matrix 

 Î: Feedforward matrix. In this case it is 
always null 

This technique works by nature without any loss of precision when blocks are linear. There are 
two ways to apply this technique to the detailed building model: 

- The first one is the linearization of the multi-zone building block only. This block is 
then replaced with a SSM block but the solar processor is maintained. The resulting 
SSM block has 23 inputs. 

- The second one is the linearization of the assembly between the solar processor and the 
multi-zone block. As the solar processor is not linear, a simplification is made to make 
it linear: the sun position is set to a constant and becomes a model parameter. Then, the 
assembly is replaced with a SSM block. Solar radiations are adjusted to fit the initial 
solar radiation projected on the window. This SSM block requires 8 inputs 

4.2 Model order reduction 

After projecting (1) on a particular basis, the system is truncated (2). 

��� ( ) = D���( ) + F�¤( ) (2) ¥� ′( ) = ����( ) 

In the following parts, the notation will stand for the outputs of linearized models as well as the 
outputs of the reduced order model. 

The order of (2) has decreased from (1). Several methods performing this reduction are 
available. One of the first method was the balanced truncation and appeared in the early 80’s. 
It was described by B.C. Moore in (Moore, 1981). Other methods followed in the same decade 
as the Hankel-norm reduction of Glover (Curtain & Glover, 1985) or whether the proper 
orthogonal decomposition described by Sirovich (Sirovich, 1987). Finally, in the 90’s, two 
other methods came out. The first one was explained by P. Feldmann in (Feldmann & Freund, 
1995) and was related to Krylov subspaces and Padé approximation. The second one is called 
PRIMA and was the subject to the paper (Odabasioglu, Celik, & Pileggi, 1997). In this study, 
the balanced truncation is used. It has been applied in thermal building modelling since the mid-
1990s. Dautin’s works (Dautin, 1997) or Déqué’s works (Déqué, Delille, & Dautin, 1997) can 
be quoted. More recently, other studies like (Kim & Braun, 2012) used this technique. 

The main idea is to delete states that have a small sensitivity to inputs (controllability) and a 
small impact on outputs (observability). The controllability gramian (resp. observability 
gramian) characterizes the state’s controllability (resp. observability). It is shown (Bruq & 
Folliot, 1988) that they can be calculated by Lyapunov equations (3): D­� + ­�DN + FFN = 0 (3) DN­µ + ­µD + �N� = 0 ­� and ­µ depend on the basis where (1) is represented. It should be noted that a state can be 
sensitive to inputs and have a small impact on outputs at the same time. States thus cannot be 
deleted by considering the gramians only. Using a balanced representation overcomes this 
obstacle. 
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It consists in applying a transform �( ) = �¦( ) to (1) such that the gramians of system (4) are 
equal.  ¦� ( ) = �4%D�¦( ) + �4%F¤( ) (4) ¥g( ) = ��¦( ) 

Palomo (Palomo, 2011) gives steps to establish �: 

- 1st  step: Computation of ­� and ­µ with (3) 
- 2nd  step: Calculation of with Ñ Cholesky decomposition: 

 ­� = ÑÑN (5) 

where Ñ is a lower triangular matrix 

- 3rd step:  Diagonalization  of ÑN­µÑ (symmetric, positive definite) obtained by solving 
the following symmetric eigenvalues/eigenvectors problem: ÑN­µÑ = ¤Σ'¤N (6) 

Where Σ is a diagonal matrix and ¤ is such that ¤¤N = �             . 

- 4th step: Calculation of �: � = Ñ¤Σ4%/' (7) 

Then, (4) can be reduced by deleting the less influential states, leading to (2). The reduction 
order is the number of remaining states. 

This model will be called (R) for Reduced order model. A reduced order model of order 5 will 
be denoted R5. 

5. BENCHMARKING 

5.1 Computation time notation 

The reference time is obtained by the simulation time of D. As regards L and Rx models, the 
time spent to reduce the detailed model is taken into account. 

5.2 An a priori evaluation 

The “quality” of R can be evaluated by analyzing its state space representation without the aid 
of a simulation. Palomo ((Palomo, 2011), (Palomo, Bonnefous, & Déqué, 1997)) defines an 
index of the spectral quality called ��("). For each output [, it gives the relative error (between 
L and R) according to input frequency ". 

To achieve this target, transfer function matrix of the linearized (resp. reduced order) model ¡(") (resp ¡�(")) is calculated by: ¡(") = �(E�� − D)4%FE" 
(8) ¡�(") = ���E�� − D��4%F� E" 

Then ��(") is determined by: 

��(") = ∑ \¡��(") − ¡���(")\' �6��6%∑ \¡��(")\' �6��6%
 (9) 

With: 
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E  : Number of inputs ¡��(") (resp¡���(")): Transfer function of  the [��  output from the E��  input. It belongs to the 
matrix ¡(") (resp. ¡�(")). 

Thus, the reduction order can be chosen by setting a risk tolerance threshold on the index. 

5.3 An evaluation by simulation 

Also, L and Rs have to be compared with the detailed model. A one year simulation is 
performed for each model and the results are studied. The gap between detailed model outputs 
and reduced model outputs, written ]( ), is called the reduction error. 

Statistical analysis 

A first statistical analysis of ]( ) by calculating the mean and the standard deviation will be 
made. Moreover, heating power and cooling power results will be integrated: 

- over one hour time steps to compare maximum peaks (ASHRAE standard indicator) 
- over a year to compare annual consumptions 

Spectral analysis 

Secondly, a spectral analysis of ]( ) will be performed. It is especially described for building 
thermal modeling in (Dautin, 1997) or (Ramdani et al., 1997). It aims at evaluating the dynamic 
behavior of reduced models in comparison with the detailed model. 

The power spectral density (PSD) of ]( ), noted  j		(�) and calculated by (10), shows how the 
energy of the signal is distributed over the different frequencies. It must not be confused with 
the energy of the physical quantity. j		(�) = |ê(�)|' (10) 

where ê(�) is the Fourier transform of ]( ). 

The links between reduction error and model inputs are also investigated. Spectral coherence 
of ]( ) and an input signal C( )gives information about these. It is noted �	
' (�) and calculated 
by (11). It expresses the linear correlation between both signals according to the frequency. 

�	
' (�) = |j	
(�)|'j		(�)j

(�) (11) 

Where j	
(�) is the cross spectral density (CSD) of both signals and is determined by : 

j	
(�) = ê(�)C�(�)∗ (12) 

Coherence allows comparing the influence of each input on reduction error of one reduced 
model. However, it is not a sufficient tool for comparing the influence of one input over two 
models. The partial coherence method (PCM) is an answer to this problem. 

PCM offers a decomposition of j		(�) such as: 

j		(�) = -Λw(f) + Ζ(f)�
�6%  (13) 

With: 

Λw(f): Linear contribution of the E�� input to j		(�) 
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Ζ(f): Unexplained part of j		(�) 

(Ramdani et al., 1997) provides equation (14).   Knowing the contribution of the E�� input 
requires to know the contribution of the (E − 1)�� input. The whole contribution computation 
is then an iterative process. The computation scheme, drawn on the Figure 3, is established in 
the case of a model with 3 inputs. 

Λ�(�) = ��	/%..4�4%' (�)j		/%..4�4% (�) (14) 

With: 

��	/%..4�4%' (�): Coherence between the  E�� input and ]( ) after removing the linear 
contributions of the 1st input to the (E − 1)��  input. It is called partial coherence. j		/%..4�4% (�): PSD of ]( ) after removing the linear contributions of the 1st input to the (E − 1)��  input. 

 
Figure 3: Computation scheme of input’s contribution to j		(�) by PCM method in case of a 

3 inputs model. 

In Figure 3, terms like j2y/%..�(�) and partial coherence ��	/%..�4%' (�) are calculated by: 

j2y/%..�(�) = j��/%..�4%(�)j2y/%..�4%(�) − j2�/%..�4%(�)j�y/%..�4%(�)j��/%..�4%(�)  

(15) 

��	/%..�4%' (�) = \j�	%/..�4%(�)\j��/%..�4%(�)j		/%..�4%(�) 

This pattern is generally applicable with any number of inputs. In addition, it should be noticed 
that the order in which inputs are sorted affects the computed values of contributions. 

For instance, considering two inputs which are severely correlated with ]( ) (�	%' (�)~1 and (�	'' (�)~1). If the contribution of input 1 is calculated at first, then Λ%(�) = �	%' (�)~1 and 
Λ'(�)~0. Now, if the contribution of input 2 is calculated at first, then Λ'(�) = �	'' (�)~1 and     
Λ'(�)~0. However, the unexplained portion stays the same regardless of the order of inputs. 
For the following parts, the order of inputs will be fixed for the comparison of models. 

Finally, results of the spectral analysis will be summed up by frequency bands. They are defined 
by the observation of the PSD of a signal. Here, (Figure 4), the signal is the error on the indoor 
temperature prediction of L. Four frequency bands are chosen: 
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- VLF band: Very low frequency 
band (between 0 to (48h)-1). It 
describes quasi-static behavior. 

- LF band: low frequency band 
(between (48h)-1 to (16h)-1). It 
describes         slow         dynamic 
behaviour. 

- HF band: high frequency band 
(between (16h)-1 to (9h)-1). It 
describes medium dynamic 
behaviour. 

- VHF band: very high 
frequency band (superior to 
(9h)-1). It describes fast 
dynamic behavior. 

 
Figure 4: PSD signal example and frequency 

bands 

The portion of the energy of the signal ]( )contained in the frequency band F� is noted k		,z� 
and is calculated by: 

k		,z� = Ø j		(�)��z�∑ Ø j		(�)��z��6R�6%
 (16) 

The part of the energy of the signal ]( )explained by input E, contained in the frequency band F�, is noted ô�,z�  and is calculated by: 

ô�,z� = Ø Λ�(�)��z�Ø j		(�)��z�

 (17) 

The portion which cannot be explained by the inputs is called the unexplained part. A graphic 
representation of these quantities is available in section 6.2.3. 

6. RESULTS 

6.1 Hypotheses 

6.1.1 Test cases  

In this paper, ASHRAE test cases used are case600FF, case900FF, case600 and case900. They 
reflect a mono-zone building with two south-oriented windows (Figure 5). Simulations are 
conducted over a one year period with a fixed time step Δ = 20k. 

The weather data come from the ASHRAE standard and match the weather in Denver, 
Colorado, USA. 

According to the case, envelope inertia and indoor temperature control change (Table 1). In 
particular: 

- Free floating case: indoor temperature is not controlled 
- Regulation case: indoor temperature is regulated. The heating set-point is 20°C and the  

cooling set-point is 28°C. 
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Figure 5: Building geometry of cases 

 

Table 5: Cases’ names 
  Low mass High inertia  
 Free floating case600FF case900FF 

 Regulation case600 case900 
 

6.1.2 Choice of reduced model orders 

The spectral index, defined in subsection 5.2, is a useful tool to anticipate the quality of the 
results of Rs according to reduction order. It should be reminded that the spectral index is 
calculated by comparing L and Rs. Figure 6 and Figure 7 show indices estimated for case600 
and case900 with SSM block including 23inputs or 8inputs. On each chart, a gap of the index 
may be observed between order5 and order6. Then, R6 and L make very close predictions. In 
the following parts, the results of R2, R4 and R6 will be exposed 

 
Figure 6: Spectral indices according to model input numbers - Case600 

 
Figure 7: Spectral indices according to model input numbers – Case900 
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6.2 Free floating cases 

6.2.1 Computation times 

Computation times are shown in Table 2. L with 23 inputs (resp. 8 inputs) roughly divides by 
two (resp. by three) the simulation time. In fact, for D, Matlab computes the outputs of each 
subcomponent at each time step: it considers the detailed model as a time variant system. In L’s 
case, time invariance property is ensured through the linearization stage. That’s why this 
computation is simplified and faster. 

Secondly, it can be noticed that 8-input models have shorter computation times than 23-input 
models. Indeed, the solar processor block has been linearized and has been “included” in the 
SSM block. Moreover, a SSM with 8 inputs is smaller than a SSM with 23 inputs. 

Table 1 
Case D L R2 R4 R6 

Case600FF/8inputs  

110,45s 
29,71s 28,29s 28,61s 30,45s 

Case600FF/23inputs 55,97s 53,90s 55,63s 60,33s 
Case900FF/8inputs  

108,41s 
28,65s 26,26s 27,06s 27,70s 

Case900FF/23inputs 55,59s 53,62s 55,03s 57,05s 

Finally, Rs have results very close to L. It seems to be a paradox because matrices of Rs are 
smaller than L’s ones. In fact, matrices of L are sparse (Figure 8) and Matlab optimizes the 
solving of SSM according to the number of null coefficient inside matrices. Then, even if sizes 
of L matrices are bigger, their sparsity must be taken into account to understand computation 
times. 

 
Figure 8: Sparsity of matrices for L and R4 

6.2.2 Statistical analysis 

Differences between indoor temperature prediction of D with L and Rs have been calculated. 
Means and standard deviation of the reduction errors are shown in Table 3 and Table 4. 

As could be expected, L and R6 give very similar results. The mean of the difference between 
their results is close to 10-11°C. 

Table 2: Mean of reduction error (°C) - Free floating cases 
Case L R2 R4 R6 

Case600FF/8inputs  -3.17e-02  -2.77e+00 -2.66e-02  -3.17e-02  
Case600FF/23inputs  -8.00e-06  -3.82e+00 -2.27e-03  -8.00e-06  
Case900FF/8inputs  -2.90e-02  -9.91e-01 -7.51e-01  -2.90e-02  
Case900FF/23inputs  -5.12e-06  1.31e+00 -4.24e-01  -5.12e-06  
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Results of L with 8 and 23 inputs are close to D. However, R2s give results far from D. Models 
with 23 inputs give generally better results than model with 8 inputs. This probably stems from 
an exaggerated simplification of projected solar radiations made in the 8-input model. 

Table 3: Standard deviation of reduction error (°C) - Free floating cases 
Case L R2 R4 R6 

Case600FF/8inputs 5.09e-01 1.49e+00 5.09e-01 5.09-01 
Case600FF/23inputs 7.27e-03 2.22e+00 7.24e-03 7.27-03 
Case900FF/8inputs 3.60e-01 3.89e-01 3.34e-01 3.60-01 
Case900FF/23inputs 6.03e-04 5.33e-01 1.45e-01 6.03-04 

6.2.3 Spectral analysis 

For each model, the decomposition of the reduction error was calculated thanks to (16) (energy 
of the residual in a frequency band) and (17) (energy explained by each specific input in a 
frequency band). The inputs are meteorological variables (outdoor temperature, sky 
temperature, diffuse and direct solar radiations). Table 5 (resp. Table 6) shows results for 
case600FF (resp. case 900FF). In these graphs “Inex” denotes the energy unexplained by inputs. 

Less than 10% of the reduction error is not explained by the chosen inputs. Moreover, the 
reduction error is mainly connected with static and slow dynamic behaviors (more than 80% of 
the signal’s energy, i.e. the error). Then, climatic data are relevant to explain the error. 

Table 4: Decomposition of reduction error - Free floating, case600FF 
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Concerning case600FF, the decomposition of reduction error of L with 8 inputs shows an 
important effect of meteorological inputs linked to radiative transfers (with regard to 
decomposition of the model with 23 inputs). The same observation can be made for R4 and R6. 
Here shows up the effect of the simplification of the solar processor for the 8 inputs model. 

The decomposition of R2 looks similar for both models. The effect of radiative transfer 
modeling is then pretty close and they produce equivalent dynamic behaviors. 

It can be noticed that the VLF part of the reduction error decreases with the reduction order 
being higher. 

Concerning  case900FF,  reduction  error  is  more  connected  with  static  behavior  than  in 
case600FF. That shows the effect of building inertia on the reduction error. 

Also, an important effect of inputs linked to radiative transfer on models with 8 inputs can be 
observed, which points towards the simplification made to the solar processing part. 

Table 5: Decomposition of reduction error - Free floating, case900FF 

 

6.3 Regulation cases 

6.3.1 Computation times 

Computation times of regulation cases are shown in Table 7. The same observations as the 
previous case can be made about time savings and reduction methods. 
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Table 6: Computation times - Regulation cases 
Case D L R2 R4 R6 

Case600/8inputs  

138,67s 
55,85s 52,83s 53,88s 57,22s 

Case600/23inputs 83,78s 84,67s 85,37s 87,53s 
Case900/8inputs  

147,94s 
55,59s 53,62s 55,03s 57,12s 

Case900/23inputs 86,46s 83,83s 86,59s 88,06s 

6.3.2 Statistical analysis 

Differences between output predictions of D and L and Rs have been calculated. Mean and 
standard deviation of the reduction error on indoor temperature are shown in Table 8 and 
Table 9. 

Two behaviors can be distinguished in the regulation case. The first one is the period when 
indoor temperature is controlled (heating or cooling period). The temperature is quasi constant. 
The second one is a free floating period. When the indoor temperature is between 20°C and 
28°C (the two set-points), indoor temperature is not controlled. In fact, periods when indoor 
temperature has a static behavior limit the value of reduction error. Then, the mean is often 
lower than free floating case. Mean reduction errors higher than in the free floating case are 
underlined in the following tables. 

Table 7: Mean of reduction error on indoor temperature (°C) – Regulation cases 
Case L R2 R4 R6 

Case600/8inputs 2.00e-02 -3.06e-01 2.07e-02 2.00e-02 
Case600/23inputs 2.75e-04 -4.58e-01 -2.04e-05 2.75e-04 
Case900/8inputs -1.80e-02 -2.62e-01 -1.78e-01 -1.80e-02 
Case900/23inputs 4.89e-05 2.60e-01 -7.04e-02 4.89e-05 

About the standard deviation, the same observations can be made about models with 8 inputs. 
However, in this case, the reduction error of models with 23 inputs is more scattered than free 
floating case. 

Table 8: Standard deviation of reduction error on indoor temperature (°C) - Regulation cases 
Case L R2 R4 R6 

Case600/8inputs 1.51e-01 5.76e-01 1.56e-01 1.51e-01 
Case600/23inputs 4.38e-02 8.14e-01 6.20e-02 4.38e-02 
Case900/8inputs 1.42e-01 4.00e-01 2.45e-01 1.42e-01 
Case900/23inputs 2.69e-02 3.39e-01 1.13e-01 2.69e-02 

Finally, these statistical indicators show predictions of L and Rs are pretty close to those of D. 

For confirming this trend, annual consumptions and hourly peaks of heating and cooling system 
have calculated. Results are presented in Table 10 and Table 11. 

In the background of each chart, the banner represents the score interval of the set of tools 
presented in the ASHRAE standard. The dotted line is the mean result of the standard. 

R2, with 23 or 8 inputs, gives results outside the banner. It can be noticed for the cooling and 
the heating consumptions in Case600. However, all other models make coherent predictions 
with the standard. 

Finally, R4 seems to be a sufficient model to predict consumptions and hourly peaks close to 
those of D. In fact, a maximum deviation of 3.2% can be found between R4 and D results. It 
concerns cooling peak of a model with 8 inputs. 
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Table 9: Consumptions and hourly peaks - Case600 

 

Table 10: Consumptions and hourly peaks results – Case900 

 

6.3.3 Spectral analysis 

The decomposition of indoor temperature reduction error has been calculated for each model. 
It is shown in Table 12 for case600 and in Table 13 for case900. The effect of heating convective 
power has been added to the analysis. 

In case600, reduction error of L, R4 and R6 is mainly in the very high frequency band: this 
could be expected considering that the VHF band spans frequencies higher than (9h). 
Decompositions are close between the model with 8 inputs and the model with 23 inputs but 
the simplification on the solar processor in the 8-input model creates low frequency error. The 
unexplained part is quite important (more than 10% here). It can be noticed all the inputs have 
the same contribution on the reduction error (around 16%). 
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In case900, a higher order model (R6) is necessary to get rid of the reduction errors showing up 
in the VLF, LF and HF frequency bands. The errors on solar heat gain implied by the 
simplification of the solar processor have much more impact than in the lighter case600. 

In the following graphs, Pcl denotes the convective power input. 

Table 11: Decomposition of indoor temperature reduction error - Regulation, case600 
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Table 12: Decomposition of indoor temperature reduction error - Regulation, case900 

 

7. A VARIANT OF BALANCED TRUNCATION 

7.1 Description 

With a sufficient order, balanced truncation gave results close to L. However, computation time 
does not decrease because, contrary to L, matrices of reduced order models are not sparse and 
the number of inputs is large. Recent methods such as SVDMOR and RecMOR (Feldmann & 
Liu, 2004) or TermMerg (Liu, Tan, & McGaughy, 2007) are able to reduce model with a large 
number of inputs. In this paper, the ESVDMOR method will be used, a generalised version of 
SVDMOR, which was introduced by Liu & Tan (Liu, Tan, Yan, & McGaughy, 2008). 

There are two steps to perform this method. First, the number of terminals is reduced by finding 
some correlations between the terminals thanks to Singular Value Decomposition (SVD). 
Secondly, the order of the SSM is reduced with a common method of Model Order Reduction. 
In this paper, the balanced truncation will be used. Table 14 summarizes these steps. Plain black 
rectangles symbolise dense matrices and hatched rectangles denote sparse matrices. 
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Table 13: ESVDMOR process 

 

In the current case study, there is only one output. ESVDMOR will then just reduce the number 
of inputs. It will be performed on the SSM with 23 inputs. 

7.2 Choice of the number of inputs 

Liu & Tan suggest choosing the number of inputs in order to preserve significant singular value 
computed in step 1. However, this method was not adapted to the problem at hand. Indeed, with 
this criterion, only one input was preserved and the predictions of the reduced model were 
imprecise. So, in order to determine the number of inputs, the spectral index previously defined 
(Figure 9) will be used. In this figure, the balanced truncation is performed at the order 6.When 
the 23 inputs are preserved, the spectral index is the same as Figure 6 (case600) and Figure 7 
(case900). Spectral index is quickly downgraded when the number of inputs decreases. 
However, it is still satisfying. To confirm that, in the following part, the results of ESVDMOR 
will be compared to those of simple balanced truncation. 

 
Figure 9: Spectral indices according to the number of inputs – ESVDMOR 

7.3 Results 

The main results of simulation with ESVDMOR are shown in Table 15. The model with 5 
inputs gives results with the best compromise between computation time and results quality. 
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However, the saving is not significant (less than 0,2s on around 50s). In fact, the step which 
allows computing ¤′ from ¤ and ¥ from ¥′ is added in this method. So, the gain obtained 
thanks to the reduced number of inputs is compensated by this additional step. 

Table 14: Results of ESVDMOR - Free floating cases 

Method 
Computation 

time 
Case600FF   ( ) 
mean/st. dev. (°C) 

Case900FF   ( ) 
mean/st. dev. (°C) 

Moore 54,33s -8.00e-06/7.27e-03 -5.12e-06/6.03e-04 
ESVDMOR (1input) 51,53s 1.43e-01/8.04e-01 1.67e-01/7.80e-01 
ESVDMOR (5inputs) 54,13s -1.57e-01/4.97e-02 3.18e-01/3.30e-01 
ESVDMOR (10inputs) 55,15s -1.18e-01/3.21e-02 4.23e-01/3.37e-01 
ESVDMOR (15inputs) 56,45s 7.33e-02/9.49e-02 4.36e-01/5.78e-01 

8. CONCLUSION 

In this study, two methods to reduce the order of a detailed building model were used. The first 
was the balanced truncation. If the order is sufficient, the reduced order model will make 
predictions close to the detailed model. Two indicators were used to qualify the models. The 
spectral index gives an a priori evaluation of the adequate reduction order. The spectral analysis 
of the residual between the results of detailed and reduced models gives a good qualitative 
insight of the contribution of inputs on the residual and is as such an indication of the submodels 
responsible for the gaps between model results. It should, though, be used with caution when it 
comes to quantitative evaluations, since the order in which inputs are considered matters. The 
time saving of model order reduction is not significant on the test cases used, compared to the 
time saving obtained by the extraction of a time-invariant state- space model. The sparsity of 
the matrix corresponding to the linearized detailed model, and the large number of inputs of the 
linearized system, explain this low time saving. 

Then, a second method called ESVDMOR was tested. It permits to create a state space model 
with a lower number of inputs and perform balanced truncation on it. However, an additional 
step is required. It has to be taken into account because it is computed at each time step. The 
results are quickly downgraded according to the number of inputs but still acceptable. 
Nevertheless, this method does not allow saving much time. 
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1. ABSTRACT 

Building stock modelling is a key element for the analysis of energy policy scenarios at an 
aggregate level, such as the integration of buildings in smart grids. To analyse the impact of 
new technologies and evaluate the dynamic behaviour at an aggregate level, bottom-up dynamic 
models are a prerequisite. Nevertheless, data on the building stock characteristics is scarce and 
assumptions need to be made.  

A comparison of two residential building stock typologies for Belgium is performed in this 
work with the aim of identifying their differences and investigating how variations in the 
representation of a building stock can influence the outcome of the model. For this purpose 
detailed models of the two typologies are implemented and simulated in Modelica using the 
IDEAS library. Qualitative and quantitative analysis of the heat demand and dynamic behaviour 
of the stock implementations showed that the inherent differences in the descriptions lead to 
strong differences in the results, especially when conclusions must be made for specific building 
cases. This study highlights the need for more reliable and comprehensive data for the building 
stock, which is a prerequisite for qualitative bottom-up modelling.  

Keywords: bottom-up modelling, building stock description, residential, building simulation, 
Modelica 

2. INTRODUCTION 

Facing major energy challenges like the climate change, the depletion of natural resources and 
the energy dependence, the European regulations on energy consumption and energy efficiency 
become nowadays more and more stringent (European Parliament, 2012). Important focus is 
put on the building sector, which has a big share in the consumption but also great potential for 
improvement. More renewable energy and new technologies as well as application of demand 
side management (DSM) techniques and the integration in smart grids are some solutions 
towards reducing the energy consumption and increasing the efficiency of the sector (Xing, 
Hewitt, & Griffiths, 2011).  

In order to evaluate the potential of a proposed measure, an accurate bottom-up model of the 
building stock is needed. Thereby these building stock models not only need to provide reliable 
results for the total energy demand on an aggregated level, but also have to capture the dynamic 
behaviour of buildings at high temporal resolutions. When the flexibility of the stock is studied 
for the implementation of DSM, then this dynamic behaviour of the buildings is also an 
important output of the model. Bottom-up engineering residential stock models are reviewed 
by Kavgic et al. (2010). Those models however don’t provide high resolution results that could 
be used for DSM. Further research has to be done on improving building stock models, making 
them suitable for such purposes. Regardless of the model, the focus should also be put on the 
input data, as it influences significantly the accuracy of the model.  
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In Belgium, several studies of the residential building stock have been published (Karen 
Allacker, 2010; Cyx, Renders, Van Holm, & Verbeke, 2011; Gendebien, Georges, Bertagnolio, 
& Lemort, 2014; Hens, Verbeeck, & Verdonck, 2001; Kints, 2008; Singh, Mahapatra, & Teller, 
2013). Their scope and purpose may vary, but they all use building typologies to characterise 
the stock, which vary for the different studies. In this paper we compare two of the latest 
typologies, namely the TABULA typology (Cyx et al., 2011) and the ULg typology (Gendebien 
et al., 2014). As these two have the same structure and spatial and temporal resolution, they 
allow for good comparison. The purpose of the comparison is to analyse the differences in terms 
of geometry and thermal properties of the described buildings. Further, to assess the impact of 
these differences on the output of a building stock model that uses those typologies. In order to 
do so, both typologies are implemented as detailed building models in the same modelling 
environment with the same occupancy schedules (see paragraph 4). The resulting heating 
demand and dynamic behaviour of each building case as well as of the total stock are then 
examined and compared for the two typologies. The energy use is not evaluated since only the 
thermal behaviour of the buildings is studied and not of the installations.  

For the purpose of this study the stock of 2012 is examined for both typologies. Only the single 
family buildings are considered, since the heating system and control in multi-family buildings 
often significantly differs from single-family dwellings and needs to be handled differently in 
studies on DSM. Furthermore, there is a debate on whether the multi-family buildings should 
be treated as whole buildings or as individual apartments. The typologies include three building 
types: detached (D), semi-detached (SD) and terraced (T) houses. Each type is further split into 
five construction periods: pre 1945 (A), 1945-1970 (B), 1971-1990 (C), 1991-2005 (1991-2007 
for ULg) (D) and 2005-2012 (2007-2012 for ULg) (E). In the following each building case will 
have a name indicating the building type and the construction period (e.g. DA is the detached 
house constructed before 1945, SDC is the semi-detached house constructed between 1971 and 
1990, etc.).  

A verification of the resulting heat demand for either stock against real data is not possible. 
Only energy consumption data for the residential sector as a whole can be found in statistics, 
e.g. Eurostat (European Commission, 2014). Disaggregated data per building case and for 
specific end-uses is not available for validation of the models. In order to compare with overall 
residential energy consumption statistics, modelling of the multi-family buildings would be 
required. Furthermore the HVAC systems of all types of buildings (perhaps several HVAC 
cases per building) should be modelled as well. More heating schedules should be introduced 
to represent realistic users and the same would be needed for the internal gains. Domestic hot 
water (DHW) use should be also included in the model.  

In the next paragraph the two typologies are introduced. First, in sections 3.1 and 3.2, the 
background of each typology is presented explaining the work done in the reference projects, 
followed by a description of the stocks as implemented in this paper. In section 3.3 a comparison 
of the main differences in geometry and thermal properties of the two implementations is 
performed. Paragraph 4 consists of a brief description of the model used for our implementation 
of the two typologies. In paragraph 5 the simulation results for each building case and for the 
total stock are presented and commented. The annual heating demand and the heat load and 
average daily temperature profiles are analysed in the respective sections. Overall conclusions 
and findings are discussed in the last paragraph.   
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3. BUILDING STOCK DESCRIPTION  

3.1 TABULA 

3.1.1 Background 

The TABULA-project is a European project that focuses on the evolution of energy-related 
properties of buildings, regarding the energy performance of the particular building elements 
as well as the possibilities for improvement.  

On the Belgian level two approaches have 
been implemented in the TABULA-
project, referred to as (i) the Belgian 
housing typology or typical housing 
approach and (ii) the representative 
building stock approach. The 
representative building stock approach is 
a statistical bottom-up model used for 
scenario analysis on Belgian level. In this 
approach the characteristics of the 
building geometry, construction 
components and installations, cannot be 
directly mapped with a physical 
representation of a dwelling, but result 
from regression analysis. Moreover, the details are not available in the TABULA-report. In 
contrast, the typical housing approach implemented in TABULA provides a set of 29 typical 
dwellings grouped in 6 building types and 5 age classes as shown in Figure 1. This typical 
housing approach has been used to implement the dynamic bottom-up building stock model in 
this paper and will be further referred to as the TABULA building stock. The characteristics of 
the buildings are compiled from national building statistics. As such, they should be considered 
as average dwellings representing the building types of the typology and are closely linked to 
real dwellings.  

In the TABULA-project, the geometry and U-values of the envelope components are specified 
for each typical dwelling together with a typical infiltration and ventilation rate. For the single-
family dwelling cases, the geometry is derived from the Energy Advice Procedure (EAP) 
database (see Cyx et al., 2011) for Flanders and Wallonia. This database consists of dwellings 
that have voluntarily applied for an energy performance audit. Analysis of the data from 
approximately 11 000 EAP audits resulted in some 9 600 suitable datasets, which allowed 
deriving average geometrical characteristics for the 15 single-family dwelling cases in the 
typology (3 building types – detached, semi- detached, terraced – combined with 5 age classes). 
It has to be noted that the EAP audits are conducted on a voluntary basis. As such, the database 
might be biased due to a larger share of larger and less performant buildings, since building 
owners with a high energy bill are more likely to subscribe for an energy audit.  

3.1.2 Assumptions for implementation of dynamic model 

To implement the dwellings of the TABULA building stock description as dynamic building 
models, assumptions have been made to extend the data provided by the TABULA report. 
These assumptions can be categorized in two groups. The first group completes the geometry 
specification needed for the dynamic building models. The implementation is based on a two-
zone building model, taking into account the significant differences between day and night 
zones. Since this subdivision is not made in the TABULA project, most assumptions are related 

 
Figure 1: Main matrix of the Belgian housing 
typology following the harmonized TABULA 

approach (Cyx et al., 2011). 
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to subdividing the building in these two zones. In addition, assumptions were needed for the 
internal walls and floors, as they are not considered in the TABULA project. All assumptions 
used to complete the geometry specification are summarized in Table 1. 

Table 1: Summary of the assumptions made to complete the geometry description of the 
TABULA building stock. 

Aspect Detached Semi-detached Terraced 

Unheated spaces 
All components except floors are assumed to be in contact with the outdoor environment. The 
whole ground floor is in contact with the ground. 

Floor area day-zone (D�9,Ò) The entire area of the ground floor is considered as day-zone 

Floor area night-zone (D�9,3) 
Calculated as: D�9,;�	 − D�9,�@¶ (with D�9,;�	 the usable floor area and D�9,�@¶ the ground 
floor area) 

Volume day-zone (¬Ò) Calculated as: D�9,�@¶ℎ�9  
Volume night-zone (¬3) Calculated as: ¬�@µ� − ¬Ò (with ¬�@µ� the protected volume) 

Floor height (ℎ�9) Calculated as: ¬�@µ�/D�9,;�	 

Number of floors (h�9) 2 2 3 

Area façades 

55% of total wall area is 
oriented front-back; 

45% is oriented left-right 

The depth of the building is 
assumed 2 times the width. 
The dimensions are 
calculated assuming a 
rectangular ground floor. 

The width (�) of the front and 
back façade is calculated as: � = D	
�/(2ℎ�9h�9) 

(with D	
� the surface area of 
the external walls) 

The depth of the building 
(���) is calculated as: ��� =D�9,Ò/�  

Allocation of façade to day-
zone 

Front/back façade= 100% 

Left/right façade= 70% 
For all façades factor is: �¶�? = D�9,Ò/D�9,;�	 

Allocation of windows to day-
zone 

70% 50% 50% 

Orientation front façade North 

Orientation windows Window area is specified for each direction in TABULA specification 

Orientation roof Pitched roof oriented to front and back 

Area of internal walls Equal to outer wall area 
Sum of outer wall area and half of the 
common wall area 

Area of floor between day- 
and night-zone 

Equal to area of ground floor (D�9,Ò) 

Area of internal floor night-
zone 

Calculated as: D�9,3 − D�9,Ò  

 The second set of assumptions concerns the thermal characteristics of the building (component 
characteristics, air tightness, ventilation rate…). For each envelope component (floor, walls, 
windows, roof) the composition and corresponding U- and g-values are specified within the 
TABULA project. Although the exact material properties and dimensions related to the U-
values are not specified. Instead only a typical composition is provided. Based on these 
proposed compositions, the material properties used in this paper have been designed to match 
the U-values given in the TABULA specification. The thermal conductivity, specific heat 
capacity and density of the materials are based on the ISO 10456:2007 standard (ISO 10456, 
2007). Note that an exception has been made for the U-values of the floor of period A (pre ’45) 
and B (’46-’70) as the value specified by TABULA was considered unrealistic for an 
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uninsulated floor. The U-value is increased from 0.85 W/(m²K) as specified by TABULA to 
2.82 W/(m²K).  

The air tightness for each building type is specified in the TABULA project by the v50-value. 
This value is translated to the n50-value, used in the model, by taking into account the protected 
volume and total envelope area specified in the TABULA descriptions. Note that in the 
TABULA it is not specified if the volume is based on internal or external dimensions. 
Therefore, in this paper the same value is used to calculate the compactness as for the 
calculation of the ventilation rates. As specified in the TABULA report, the ventilation rate is 
zero for all cases before 2005.  For the E (post ’05) buildings, a mechanical ventilation system 
with a ventilation rate of 0.4 ACH and a heat recovery unit with an efficiency of 80% is 
considered. 

Some of the main resulting properties of the stock (protected volume, heated floor area, overall 
UA- and gA-values, infiltration and ventilation rates, nominal heating power) for all buildings 
can be found in Table 5, together with those of the ULg typology. 

3.1.3 Aggregation to national level 

The aggregation of the heat demand of each building type to the demand of the entire stock is 
not explicitly carried out in the TABULA project for the typical housing approach. As stated in 
the introduction the typical housing approach merely presents a set of typical dwellings for each 
building type and age class. In order to get an estimate of the heat demand of the whole stock 
the heat demand of each dwelling is multiplied by the number of dwellings of each building 
case. The number of dwellings is obtained from the SuFiQuaD project (Allacker et al., 2011), 
which is also mentioned as a data source in the TABULA project and is in line with the Belgian 
land registry, though more detailed. However, there exist some discrepancies between the 
numbers shown in SuFiQuaD and our implementation for the TABULA building stock. The 
fourth period in the SuFiQuaD data ends in 2007 instead of 2005 in the Tabula project and there 
is no data for period E (2005-2012). The number of buildings as used for the ULg typology (see 
section 3.2.3) is therefore used for the period 2007-2012 and a linear interpolation is used to 
attribute the 2005-2007 buildings to period E instead of D. The results are summarized in Table 
2. 

Table 2 also shows the 
correction factors that have 
been suggested by the 
TABULA report. As stated in 
the TABULA report, the 
correction factors were 
introduced as the calculated 
energy use showed an 
overestimation compared to 
the energy use for heating 
specified in the EAP-
database that was used to 
define the typology. According to the TABULA report the correction factors account mostly 
for the poor incorporation of the actual occupant behaviour especially in old buildings where 
an average indoor temperature of 18°C is seldom applicable. Although we have included an 
occupancy schedule and taken into account the differences in temperature between day- and 
night-zones, an analysis with and without correction factor is carried out in this paper. Thereby 

Table 2: Number of buildings and correction factor used for 
the TABULA implementation. 

 D: Detached  SD: Semi-Detached T: Terraced 

 Number of 
dwellings 

Correction 
factor 

Number of 
dwellings 

Correction 
factor 

Number of 
dwellings 

Correction 
factor 

A:Pre-‘45 269771 0.34 375000 0.41 766884 0.42 

B:1946-1970 309263 0.38 275838 0.45 242952 0.45 

C:1971-1990 446481 0.45 158123 0.50 87706 0.52 

D:1991-2005 266050 0.60 81677 0.64 54519 0.67 

E:Post ‘05 74135 1.00 29046 1.00 19388 1.00 
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we assumed that the same correction factor can be used to correct the heat demand that we 
calculate from our TABULA implementation.   

3.2 ULG 

3.2.1 Background 

Within the framework of a bottom-up approach to simulate the domestic energy use in Belgium, 
Georges, Gendebien, Bertagnolio and Lemort (2013) (University of Liège [ULg]) have 
developed a tree structure to characterise the Belgian residential stock. They have used it in 
combination with a dynamic simulation tool (described in Georges et al., 2013) to assess the 
impact of different penetration scenarios of HVAC technologies on gas and electrical load 
profiles and on the annual consumption of the stock (Georges, Gendebien, Dechesne, 
Bertagnolio, & Lemort, 2013). Gendebien et al. (2014) presents the methodology used to create 
the tree structure and illustrates its potential by assessing different energy policy scenarios using 
a Heating Degree Day (HDD) calculation method.  

Figure 2: Belgian residential building stock tree structure developed by Gendebien 
et al. (2014). 

In the tree structure representative buildings are identified for 4 building types (detached, semi-
detached, terraced and apartment) and 5 construction periods, similar to TABULA. For each of 
these building cases a number of variations are applied concerning the insulation levels and the 
heating and DHW production systems, thus resulting in 992 cases in total, see Figure 2. Every 
end of the tree structure is accompanied by the percentage of occurrence in the total stock, in 
order to perform the aggregation of the results to the national level. Note that for the purpose 
of this paper, we do not take the discretization into different energy vectors and heating systems 
into account, as we only calculate the heat demand. 

Various data sources were used for the development of the tree structure. The buildings were 
taken from the work of Karen Allacker  (2010), where a set of existing buildings are chosen to 
represent the different building types and age classes. As a result, the geometry of the buildings 
is derived from the available plans. The share of each building type in the total stock is based 
on the SuFiQuaD project (Allacker et al., 2011), but is brought up to date using data from the 
Belgian National Institute of Statistics (NIS, 2011). The ratio of insulated to uninsulated 
building components (walls, windows, roofs and floors) is taken from Kints  (2008).  For the 
reconstruction of the envelope components the typical compositions proposed by the TABULA 
project (Cyx et al., 2011) were used combined with own assumptions for the conductivity, 
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thicknesses, etc. A detailed description of the procedure and the assumptions used to create the 
tree structure can be found in the article of Gendebien et al. (2014). 

3.2.2 Assumptions for implementation of dynamic model 

In total 63 cases are realized for this paper, accounting for 3 building types, 5 construction 
periods  and 5 insulation cases (only one case for each building of period E). It must be clarified 
that the typology used by Gendebien et al. (2014) differs from the reference typology (Allacker, 
2010) with regard to the terraced houses built in the first two periods. Allacker specifies two 
types of terraced houses for period A and none for the next period, while Gendebien et al. 
considers the second type to be representative of period B. Here we follow the assumption of 
Gendebien et al. as well, although this leads to an abnormally large building representing the 
second period and a rather small one for the first period, see Table 5. The consequence of this 
is commented in the results section as well. Our implementation of the typology of Gendebien 
et al. will be further referred to as ULg typology or ULg stock. 

Each building is modelled as a 3-zone model, except for the buildings DC and SDC which don’t 
have unheated spaces and therefore only have two zones:  

• Day zone (includes living room, kitchen and “study” spaces, as well as adjacent 
corridors or small storage rooms; usually comprises the whole ground floor) 

• Night zone (includes bedrooms and “dressing” rooms, but also the bathroom and 
corridors of the same floor; usually comprises the whole upper floor)  

• Unheated spaces  
o Attic (in this case other unheated spaces are incorporated in the other zones) 
o Big storage rooms and the garage, if there is no attic 

The surface areas of all the components are derived from the plans available from Allacker 
(2010). As those are given in rough detail, subjective judgment could have influenced the 
outcome. To make it more clear, all assumptions regarding the geometry are listed below.  

• The height of the storeys is not specified in Allacker’s work. The heights chosen by 
S. Gendebien and E. Georges (personal communication, December 2013) are thus used, 
except for the one of the 2nd floor of the SDB building which was corrected to 4.2m 
instead of 6m.   

• Allacker gives only the total area of windows for each façade of the buildings. 
Respecting the totals, each zone was allocated an area of windows per orientation based 
on interpretation of the plans.  

• The orientation of the buildings is not provided with the plans either. In this paper a 
base case orientation is chosen but different cases are then investigated. As a start, the 
general rule is that the façades of the buildings point towards the cardinal directions and 
the living room is facing south. 

• For buildings of period E (2007-2012) no building type is given by Allacker. The same 
geometry is used as for the buildings of the previous period, but with different 
construction elements. This is the same approach as that of Gendebien et al. (2014).  

Regarding the thermal properties of the buildings, each building type is assumed to appear in 
the 2012 stock with 5 different insulation cases, as suggested by Gendebien et al. The frequency 
of each insulation case per type of building was provided by Gendebien (personal 
communication, March 2014) and results in the number of buildings shown in Table 3. The 5 
cases are listed below: 
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• Insulation Case 1: original state when built 

• Insulation Case 2: replacement of windows (also changes  the infiltration rate) 
• Insulation Case 3: new windows and insulation of roof  
• Insulation Case 4: new windows,  insulation of roof and walls 

• Insulation Case 5: new windows,  insulation of roof, walls and ground floor 

To form these 5 cases, two states of each construction element are taken into account: original 
state and renovated state. Thus, in Insulation Case 1 all elements are in their original state 
whereas in Insulation Case 5 all elements are renovated. The exact composition of the 
construction elements – original state as well as renovated state – is the one described by 
Gendebien (personal communication, March 2014) with only few exceptions. In the following 
the differences and additions are discussed: 

• The improvement of the air tightness was here attributed to the replacement of the 
windows rather than to the insulation of the walls (assumed by Gendebien et al.). In the 
opinion of the authors, infiltration losses are primarily linked to leaky windows and 
roofs. Instead of implementing the improvement in steps, which would reflect more the 
reality, the reduced infiltration rate was used as from Case 2 for simplicity. 

• The composition of the floors has been corrected to resemble more the common practice 
in Belgium.  Thus, instead of 3 cm reinforced concrete above 13 cm of  light-weight 
concrete we implemented 3 cm of light-weight concrete on top of 13 cm of reinforced 
concrete (resulting in approx. 10% higher U-value). 

• For our implementation, the composition of the flat roof was derived from the TABULA 
descriptions. For the renovation scenario the same average insulation thickness was 
used as for the pitched roofs, see (Gendebien et al., 2014). 

• The composition of the internal walls and floors, since not described in the ULg model, 
are assumed to be the same as those created in this paper for the TABULA 
implementation. 

• Windows: The U-values specified by Gendebien et al. are maintained choosing 
appropriate glazing and frame properties. The frame to window area fraction was 
assumed to be 0.25 for all windows. 

Regarding the infiltration rates, the same v50-values specified by the TABULA project were 
used for the air tightness (as used by Gendebien et al.), but here the conversion to air change 
rates is different. The v50-values are converted to n50-values, used in our models, by taking into 
account the protected volume and total envelope areas. The building plans provided by Allacker 
(2010) are not detailed enough to differentiate between internal and external dimensions, so the 
same dimensions are used to calculate volumes and areas for all cases. In this way the same 
approach is used in both our implementations (ULg and TABULA). The ventilation rate is zero 
for all cases except for the E buildings where a mechanical ventilation system with ventilation 
rate of 0.6 ACH and a heat recovery unit with an efficiency of 80% is considered, as done by 
Gendebien et al. (2014). The resulting properties for this model are summarized in Tabe 
5Erreur ! Source du renvoi introuvable., where a comparison is made with the TABULA 
model. 

3.2.3 Aggregation to national level 

As mentioned above, 63 different combinations of building type, age and thermal quality are 
modelled to represent the whole stock of single-family houses in Belgium for the ULg typology. 
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In order to obtain results for the national level the results of the simulations of each case are 
aggregated in a simple way. Within the work of Gendebien (personal communication, March 
2014) the occurrence of each of these combinations in the total stock of 2012 is specified, see 
Table 3. The total number of single family buildings results in 3 456 833 for that year (same as 
for the TABULA stock). Thus, the heating demand of the stock is derived by multiplying the 
demand of each studied case by the number of buildings it represents. When comparing building 
types, all insulation cases are included for the ULg buildings, unless it is differently specified. 

Different orientations 
of the buildings are also 
taken into account for 
the ULg stock. As 
stated earlier, a base- 
orientation was chosen 
for each building, 
representing orientation 
0° (either south or 
north). Then the 
buildings were rotated 
by 90°, 180° and 270°, 
resulting into 4 
simulations for each 
building case. Figure 3 
shows the deviation of 
the annual heat demand 
from the average value. 
The average results are 
derived from simply 
averaging the results from the four simulations, as no data was found to support a different 
distribution of the buildings to the various orientations. This figure shows the case with the 
highest deviation (for most buildings) which occurs for the insulation case 5 because the solar 
gains influence more the energy demand when the building is better insulated. The SDC and 
SDD buildings show a slightly different behaviour because they have the majority of their 
windows concentrated in two adjacent 
façades, whereas the other buildings have 
them in opposite façades. The difference 
is maintained within ±4% for most 
buildings, while SDC and SDD reach 
above 6% for two of the orientations. For 
the peak loads the difference is much 
smaller (no more than 0.33%) and 
therefore is not displayed here. This is 
explained by the fact that the peak load 
mainly depends on the nominal power of 
the heating system, which remains the 
same for all orientations. 

Note that the aggregation of many rooms 
into one thermal zone (like was done in 
our model) makes the influence of the 
orientation fade away as all rooms can 

 
Figure 3: Percent difference of the 4 orientations 
compared to the average in total annual demand 
for the insulation case 5 for all building cases. 

Table 3. Number of buildings per building type, construction 
period and insulation case used for the ULg stock (Gendebien, 

personal communication, March 2014). 
  InsCase1 InsCase2 InsCase3 InsCase4 InsCase5 

D: 
Detached 

A:Pre 1945 86824 106576 38564 18892 18869 

B:1946-1970 86953 106652 38393 38690 38643 

C:1971-1990 65258 79933 28923 136248 136085 

D:1991-2007 14812 18168 6540 132321 132163 

E:2008-2012 36191     

SD:  
Semi-

Detached 

A:Pre 1945 92127 112887 117447 13701 38793 

B:1946-1970 59100 72417 75343 17997 50956 

C:1971-1990 17615 21585 22457 25170 71267 

D:1991-2007 3467 4248 4420 21197 60016 

E:2008-2012 17474     

T: 
Terraced 

A:Pre 1945 165264 202478 291732 1192 106165 

B:1946-1970 45664 55947 80608 674 60065 

C:1971-1990 8575 10506 15138 594 52928 

D:1991-2007 2030 2487 3584 602 53618 

E:2008-2012 11597    
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share the solar gains reducing the heating (or cooling in other cases) demand. Therefore, 
although the differences appear to be small enough for this particular model, all orientations are 
taken into account and the average results of all four are further used in this paper. 

3.3 Comparison of building stock descriptions 

Both abovementioned typologies mean to represent the Belgian residential building stock and 
as such can be used in building stock modelling. The outcome of a building stock model 
depends on the modelling technique used but also on the typology itself. For this paper the same 
model is used for both implementations in order to compare the typologies. Significant 
dissimilarities can be identified regarding the stock descriptions, as presented in this paragraph. 

3.3.1 Geometry 

The main difference regarding the geometry of the buildings is that TABULA uses “average” 
buildings, derived from analysis of energy audit databases, while ULg uses existing buildings, 
chosen for their characteristics that are assumed to be representative. In the TABULA report it 
is stated that “considering that these audits were commissioned by owners or residents, we are 
aware of the fact that the EAP-databases do not contain a representative sample of the actual 
housing stock” (Cyx et al., 2011, p. 19). Recognising this fact, the thermal properties of these 
buildings were not used in the report. However the database was used for the calculation of the 
geometrical properties of the buildings. This must be taken into account for this comparison. 
On the other hand, the selection of the houses in the ULg typology is not clearly explained in 
the relevant reference (Allacker et al., 2011) and can be debated as well.  

In Table 5 the main differences in size of the buildings can be observed. In general, TABULA 
buildings tend to be significantly larger. The heated volume for the total single family stock of 
Belgium is 2.2·109 m3 according to the TABULA stock whereas for ULg it is only 1.2·109 m3. 
It must be noted that TABULA does not specify which spaces are included in that volume, 
which can create a lot of confusion. For the ULg stock the unheated spaces (attics, big storage, 
garage) are not taken into account in the above calculation. Some unheated spaces indeed might 
have changed use over the years becoming heated spaces (e.g. attics become bedrooms) but 
these effects are not modelled. The inclusion of all unheated spaces in the total volume for ULg 
results in 1.45·109 m3, which doesn’t explain the large difference between both stock 
descriptions. 

 A comparison can be made between the 
heated surface areas of the two 
typologies and the average values given 
by Kints (2008, p. 15). The latter refer to 
Wallonia and are based on the General 
Socio-economic survey of 2001 
(Vanneste, Decker, & Laureyssen, 
2007), however they can be used to 
evaluate the order of magnitude of the 
buildings’ size. In Table 4 the average areas of TABULA and ULg are calculated based on the 
contribution of the different age classes to the total number of buildings within one building 
category (see Table 2 and Table 3). It can be thereby deduced that the ULg areas appear to be 
much closer to the results of the General Socio-economic survey.  

This large difference is expected to affect the outcome at the individual dwelling comparison 
but even more at the aggregate level. 

Table 4: Comparison of average heated surface 
area (m2) per building type. 

 Detached Semi-
detached 

Terraced 

Kints (2008) 146.6 128 116.1 

TABULA 251.4 213.8 213.9 

ULg 127.4 110.6 144.8 
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3.3.2 Thermal properties 

The U-values used for the envelope components of both stocks are summarized in Table 6. The 
windows have the same U-values for the original state, see Table 7, while the internal walls and 
floors are the same for both stocks. As can be seen here, a major mismatch exists in the thermal 
properties used for the roofs of the first two periods. This difference results from the 
discrepancy between the component description and the corresponding U-value that is 
presented in the TABULA project. In the ULg implementation the U-value is calculated based 
on the component description, as done by Gendebien et al. (2014), whereas for the TABULA 
implementation the value presented in the TABULA project is used.  

Table 6: Comparison of U-values [W/(m2K)] of the envelope components used in both stocks. 

Component: Exterior walls Pitched Roof Floor on Ground 

Period: A B C D E A B C D E A B C D E 

TABULA 2.2 1.7 0.99 0.6 0.4 1.71 1.66 0.85 0.6 0.3 2.82 2.82 0.84 0.67 0.53 

ULg Org. 2.28 1.57 0.92 0.48 0.41 4.74 3.7 0.79 0.44 0.31 3.73 3.73 1.19 0.74 0.4 

ULg Renov. 0.59 0.53 0.43 0.41 - 0.46 0.45 0.31 0.31 - 0.79 0.79 0.54 0.41 - 

Table 7: Comparison of window properties 

Property:  U-value of window [W/(m2K)] g-value of glazing [-] 

Period: A B C D E A B C D E 

TABULA 5 5 3.5 3.5 2 0.87 0.87 0.77 0.77 0.47 

ULg Org. 5 5 3.5 3.5 2 0.87 0.87 0.77 0.77 0.47 

ULg Renov. 2.75 2.75 2.75 2 - 0.47 0.47 0.47 0.47 - 

The infiltration rates were based for both stocks on the TABULA specifications for the 
v50-values leading to similar results, as shown in Table 5. No ventilation is taken into account 
for the majority of the dwellings. However, different ventilation rates were assumed for the 
buildings of the last period: 0.4 ACH for TABULA and 0.6 ACH for ULg. 

Taking into account the transmission and ventilation losses, as well as the intermittency of the 
heating, the nominal power needed for heating the dwellings was calculated in this paper based 
on the EN12831:2003 standard (EN 12831, 2003). Table 5 clearly demonstrates the higher 
needs of the TABULA buildings, mostly due to their bigger size. 

4. MODEL 

In order to compare the two building stock typologies the same model is used for the two 
implementations. A tool that can simulate dynamic physical phenomena is needed in order to 
be able to simulate demand profiles and peak loads for DSM and integration in smart grids. All 
parameters of the models that are not specific to one stock description are kept the same for the 
two implementations. 

The detailed simulations of both stocks for this paper are carried out using the IDEAS library 
developed at the KU Leuven. The IDEAS library is implemented in Modelica (2014) and 
expresses transient thermal processes in detail based the control volume method (CVM) as 
described by Baetens et al. (2012). The buildings are modelled as 2- and 3-zone models, taking 
into account the different requirements of different rooms of a dwelling (day-zone, night-zone, 
unheated zone). Since the paper only aims at calculating the heat demand, ideal heating systems 
with maximum power input equal to the nominal power of each zone (day and night zones) 
obtained by the EN12831:2003 (EN 12831, 2003) standard were implemented.  
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Regarding the temperature requirements for the heating, a fixed schedule is used in order to 
make in inter-building comparison. The set-point for the operative room temperature is set to 
21°C and 18°C for respectively the day and night zones in accordance to EN15251:2007 (EN 
15251, 2007). A set-back temperature of 16°C is implemented. The day-zone is assumed to be 
heated between 07:00-22:00; the night-zone between 21:00-09:00 (Aerts, Minnen, Glorieux, 
Wouters, & Descamps, 2014). For the internal gains a model based on Markov-chains that is 
largely consistent with the model of Richardson, Thomson, Infield and Clifford (2010) but 
adapted to the Belgian case was used (Baetens et al., 2012). The outputs of the model are 
presence and activity of the occupants and the usage of electric appliances and lighting resulting 
in internal heat gains for the building. A random profile was chosen and used for all buildings 
of both stocks. It must be noted that although the deterministic approach used in this paper is 
acceptable for the inter-building and inter-model comparison, a stochastic representation of the 
occupant behaviour should be implemented for a bottom-up analysis of the energy use of the 
Belgian building stock.  

For modelling purposes, the walls adjacent to neighbouring houses were considered to be 
adiabatic. Also the thermal capacity of the zone’s air was estimated to be 5 times that of the air 
(Sourbron, 2012, p. 229). The air change rates were calculated using rule of thumb by dividing 
the n50 values by 20. Last, the simulations were performed for the moderate climate of Uccle 
(Belgium), for which climatic data is obtained by Meteonorm v6.1 (2009). 

5. RESULTS 

A comparison of the calculated heat demand is performed in order to evaluate the differences 
between the two stocks introduced in the previous paragraph. The annual demand as well as the 
dynamic heating load and temperature profiles are examined, since the latter are also important 
when DSM is to be studied.  

5.1 Annual heat demand 

Simulation of the heat demand for both building stock descriptions results in an annual use of 
63 020 GWh and 51 275 GWh (or 79.7 kWh/m2 and 115.5 kWh/m2) for the corrected TABULA 
and ULG cases respectively. The aggregation of the results of individual building cases is done 
as explained in sections 3.1.3 and 3.2.3. The uncorrected TABULA demand was much higher 
(145 768 GWh), demonstrating the need for correction factors of the buildings in the TABULA 
project. These results cannot be compared to real data (as explained in the introduction), which 
doesn’t allow for a conclusion on which typology gives more accurate results. However, the 
obtained difference (65% for uncorrected and 18.6% for the corrected TABULA results) 
indicates that none of the typologies can be accepted as reliable without validation. Nonetheless, 
verification of the simulation model based on a comparison of the results obtained by our 
simulations with those obtained in the reference studies is possible. 

In the TABULA project the total annual demand for each building type was calculated using a 
monthly averaged method implemented in the EPB-software (EPB Besluit Bijlage V, 2013), 
the Flemish implementation of the EPBD. Multiplied by the number of dwellings for each case 
and taking into account the correction factors, this results in a reference value for the total 
annual demand of 86 154 GWh. As such the heating demand obtained by our dynamic model 
is 26.9 % lower than the value obtained by the static calculations in the TABULA project. This 
difference is mainly due to the fact that the EPB calculation, used in the TABULA project, 
assumes a default value for the ventilation loss, whereas in our dynamic model the ventilation 
rate is set to 0 ACH for all buildings before 1990, as described in the TABULA project.  
Moreover, the EPB software used in the TABULA project accounts for thermal bridges by 
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increasing the average U-value of the components by Δ¤�  =  0.1 ∗ (� + 2)/3, with C the 
compactness of the building. Implementing the ventilation according to the EPB-calculation 
into the dynamic model, resulted in an air change rate of approximately 0.4 ACH for each 
dwelling and an increased heat demand of 72 020 GWh, reducing the discrepancy with the 
TABULA project to 16.4 %. Since the current version of IDEAS does not support a detailed 
calculation of thermal bridging effects, an estimation of the impact is made by increasing the 
UA-value of the envelope by 10%. As such, the annual heat demand is further increased to 75 
200 GWh, reducing the difference with the TABULA report to 12.7%. Note that both 
modifications are not maintained in the paper, as both aspects are not included in the 
specifications reported by the TABULA project.  

For the ULg stock a clear comparison cannot be made between our calculation and results from 
Gendebien et al. (2014). In their work the annual demand for heating per average dwelling is 
calculated (18.8 MWh/y/av. dwell), which however results from the inclusion of apartments in 
the stock and from different calculation method, heating schedules and climatic data. The 
calculated 14.8 MWh from our implementation is then 21.3% lower. This difference can 
additionally be attributed to the few different assumptions made regarding the stock, e.g. the 
infiltration rates of the insulation cases (see section 3.2.2). Indeed, the same dynamic simulation 
but following the assumption of Gendebien et al. for the improvement of the air tightness leads 
to a heating demand of 16.0 MWh per average dwelling, limiting the difference to 14.9%. This 
is an indication that such assumptions made out of lack of data can have a noticeable effect on 
the outcome. These results are nonetheless of the same order of magnitude, showing that the 
difference in the building characteristics, as found between the TABULA and ULg descriptions, 
is of greater importance. 

A more elaborate examination of the results and inter-comparison between the two stocks will 
help revealing the causes of the differences. In Figure 4 the annual heat demand is presented 
for each building case. The results from the TABULA implementation without and with the use 
of the correction factor are compared to the results from the ULg implementation for the 
buildings at their original state (Insulation Case 1) and for the all-ins.-cases state. The latter is 
calculated as the weighted average of all insulation cases for each building (based on the 
number of buildings in each insulation case). Additionally the annual heat demand per “average 
dwelling” is shown for the two TABULA cases, for the ULg all-insulations case and for the 
reference projects (Cyx et al., 2011; Gendebien et al., 2014). Values for the “average dwelling” 
are obtained when dividing the stock’s demand by the total number of buildings. This figure 
demonstrates the impact of the correction factor in the TABULA approach, as well as the 
inherent differences of the two stocks. If one compares the original states for both stocks 
without taking into account correction factors it becomes obvious that the larger TABULA 
dwellings result in much higher needs (around 86% higher in average, but with values ranging 
from -5% up to 260% for the TB and TA buildings respectively), although the U-values are 
similar or even larger for ULg in a few cases.  

The corrected TABULA demand is substantially lower and much closer to the ULg-all-ins.-
cases outcome, especially for the older buildings. It appears then that the correction factor could 
account not only for the occupant behaviour and rebound effects as stated by Cyx et al. (2011), 
but also for the possible renovations that have occurred to the buildings and are not modelled 
explicitly. This interpretation cannot be verified for the TABULA buildings, however a closer 
look to the ULg stock reveals that the inclusion of 5 insulation levels for each building type 
reduced the annual demand of a building by 34% in average (range: 17-46% for the DA and 
SDC buildings respectively) compared to the original state alone.  
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For certain buildings, i.e. the DD, DE and SDA the larger dimensions of the TABULA buildings 
cannot be compensated by larger U-values or the correction factor, which explains the still 
smaller needs of the ULg dwellings. The strange behaviour of the TA and TB buildings is 
further commented for Figure 6.  

Figure 5 shows the annual heat demand per m2 of heated area for each building type, for the 
same cases as mentioned for Figure 4. When the difference in size is filtered out by analysing 
the heat demand per m² of heated floor area, a strong similarity is shown between the stock 
implementations without application of the correction factors. For both implementations the 
heat demand clearly decreases for newer buildings. In line with the expectations, terraced 
houses have a lower heat demand compared to semi-detached and detached houses. This figure 
demonstrates that the difference in heat demand between the TABULA and ULg buildings is 
mainly due to size effects. The application of the reduction factors for the TABULA dwellings 
results in a significant underestimation of the heat demand per m² compared to the ULg 
dwellings. This suggests that the correction factors possibly also account for the fact that the 
heated surface area of the TABULA dwellings is much higher than that of ULg and might 
therefore be overestimated. Nevertheless, the absence of reliable validation data does not permit 
to prove this hypothesis. 

 

 
Figure 4: Annual heat demand [MWh] of all building cases for the two stocks. For TABULA: 
with and without correction. For ULg: original building state and with all insulation cases 

considered. Average dwelling annual demand for the above and additionally for the reference 
studies (Cyx et al., 2011; Gendebien et al., 2014). 
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Figure 6 shows the demand aggregated for the total number of buildings for each building case. 
The importance of the age of the Belgian stock can be noticed. The new dwellings built after 
1990 represent only 15.2 % of the single family houses and account for 12.6% of the total 
heating demand for the TABULA stock (only 7% for ULg). This fact indicates that energy 
efficiency policies targeting old buildings would have a higher impact on the stock’s efficiency. 

The evident trend of the heat demand decreasing from detached to terraced houses observed in 
Figure 5 is no longer obvious in the demand of the total stock. The relative contribution of each 
building case in the overall heat demand of the Belgian housing stock differs between the two 
typologies, although the same total number of buildings is used for the two descriptions. For 
the TABULA and ULg typologies, the dominant building types are respectively the terraced 
(TA) and detached (DA) buildings from before 1945.  

This figure demonstrates the problematic behaviour of the TA and TB buildings for the ULg 
typology, where the small size of the TA building results in a much smaller share of those 
buildings in the total stock heat demand compared to the TABULA typology. The important 
contribution of the TA buildings in the Belgian stock was already noticed by Allacker (2010) 
who specified two types of terraced buildings for that period (but unjustifiably none for the next 
period). These two types were, in the opinion of the authors, mistakenly assigned by Gendebien 
et al. (2014) to the two periods (A and B) respectively. To test this, a simulation of the ULg 
stock was performed using the so far TB building as a TA-type2 building (keeping TA as TA-
type1), as suggests Allacker. The number of buildings for the new TA-type1 and TA-type2 
were adjusted and are both equal to the average of the previous TA and TB buildings. This was 
done for each insulation case separately. There was no TB building in this simulation. The result 
is an annual demand of the new TA (type1+type2) building of 16.7 (3.8+12.9) GWh, much 
closer to the corrected TABULA 16.0 GWh. Furthermore, the stock’s demand is increased to 
57 115 GWh, 11.4% higher than before. This reduces also the difference of the two stocks from 
18.6% to 9.4% (for the corrected TABULA). It is therefore the authors’ suggestion that for 
future use of the ULg typology both types of buildings should be used for the terraced houses 
of the period A, but also a building type (other than the oversized TA-type2 one) should be 
implemented for period B. For the remaining part in this paper the original approach is still 
used. 

 
Figure 5: Annual heat demand per heated area [kWh/m2] of all building cases for the two 

stocks. For TABULA: with and without correction. For ULg: original building state and with 
all insulation cases considered. 
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 The analysis of the heat demand calculated by modelling the two stock typologies helped in 
identifying the main causes for the observed discrepancies. The high overestimation of the size 
of the TABULA buildings compared to the ULg ones appears to be the main influencing factor. 
A misuse of the TA-TB ULg building types was revealed to be of significant importance. 
Furthermore, possible interpretations of the purpose of the correction factor of the TABULA 
stock have been suggested. However, due to lack of validation data it is not possible to draw 
conclusions on the correctness of either typology. Moreover, it is the authors’ opinion that the 
use of correction factors is not desired in a bottom-up model, since this would reduce the 
usability towards the assessment of new technologies.  

5.2 Dynamic temperature and load profiles 

In this section an analysis of the dynamic behaviour of the buildings is performed. Knowledge 
of the temperature profiles and peak loads is important for the implementation of DSM, where 
loads have to be shifted while maintaining the comfort levels.  

Figure 8a and b shows the operative temperature profiles of an average day in January (average 
of 31 days). The day and night zone profiles are shown for the three building types of 
construction periods A (a) and D (b). In those graphs one can notice the fixed heating schedules 
of the day and night zones. For both stocks it can be observed that the older buildings cool down 
much faster, which is expected, due to higher infiltration rates and U-values. The TABULA 
buildings tend to have shorter cool-down and longer heat-up periods and reach lower 
temperatures than the ULg ones. In order to explain the observed divergence in behaviour a 
study of the heat balance of both stocks must be done.  

The TABULA buildings have much bigger size as pointed out in the previous paragraph. This 
leads to larger transmission losses (U-values are comparable) and to larger infiltration losses, 
since infiltration rates are similar for both stocks (see Table 5). The proportionally larger solar 
gains of the TABULA buildings (average gA-value of dwellings for original state: 
TABULA=25.6m2, ULg=18m2) compensate for the higher losses at a certain extent, but this 
effect is limited in January, due to less solar radiation. In addition, because of the assumption 
of same occupancy and thus same amount of internal gains in both stocks, the gains per heated 
area are much smaller for the TABULA buildings, as shown in Figure 7. The thermal mass of 

 
Figure 6: Annual heat demand aggregated for the total stock [TWh] of all building cases for 

the two stocks. For TABULA: with and without correction. For ULg: all insulation cases 
considered. 
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the buildings in both stocks is of the 
same order, as the same element 
compositions were used and the area of 
internal walls was found comparable. 
Taking the above into account the 
dissimilarities on the temperature 
profiles can be better understood.  

 Figure 8c and d shows the 
corresponding average daily heating 
demand in January for the buildings of 
periods A and D respectively. 
Immediately one can see that in order to 
achieve the same thermal comfort the 
older buildings need much more 
energy. Also it is clear once again that 
the TABULA buildings have higher heating demand. Further, the peak demand period is 
slightly longer for the TABULA buildings, which corresponds to the slower temperature rise 
in Figure 8a and b. The trend that was observed in Figure 4, with the highest heat demand for 
the oldest detached dwellings is also clearly demonstrated in these graphs. Two peaks can be 
observed corresponding to the times when the day and night zones start to be heated. Of course 
this is only the result of the selected heating schedule (see paragraph 4). In reality the schedules 
(and temperature set-points) highly depend on the occupant’s presence and preferences. The 
stochastic nature of these factors must be taken into account not only for the calculation of the 
total demand but more importantly for the study of DSM. For this purpose more reliable data 
is needed describing user behaviour.  

 
Figure 7: Annual internal gains per m2 of heated 

area for all building cases and both stocks. 

 

 
Figure 8: Average daily temperature profiles for January of the day and night zones of the 

three building types of the age classes A (a) and D (b). For both stocks the original insulation 
state is presented. Corresponding average daily heat demand (c and d respectively).No 

correction factor is used for TABULA. 
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On building stock level, the peak load demand 
(translated to electricity load) is a useful 
metric to define the generation, transmission 
and distribution capacity of an electricity 
system. This aspect can be evaluated by 
examining the load-duration curve of the 
stock, shown in Figure 9 for the TABULA and 
ULg implementations. Each curve is the result 
of aggregation of the instantaneous heating 
demand of all the buildings of the stock, for 
one implementation. One can conclude that 
the TABULA and ULg stocks have similar 
behaviour and comparable peak loads 
(TABULA: 35GW, ULg: 44GW) only when 
the correction factor is used. However, the correction factor is meant to be used for the annual 
demand and its use cannot be justified for correcting the dynamic behaviour of the buildings. 

The comparison of the dynamic behaviour of individual buildings and of the entire stock 
indicated that the two typologies give much different results and would lead to different 
conclusions if used to evaluate energy saving measures. The need for validation data at a 
disaggregated level is again highlighted by these results.  

6. CONCLUSION 

In this paper two different single-family residential building stock typologies for Belgium were 
compared, namely the TABULA and ULg typologies. For this purpose detailed simulations of 
both stocks were performed using the IDEAS library implemented in Modelica. For the sake of 
the comparison the buildings were equipped with ideal heating systems where deterministic 
schedules were applied. Furthermore, the same occupant profile (defining the internal gains) 
was used for all buildings. The results were evaluated in terms of annual heating demand and 
dynamic heating load and temperature profiles.  

The examination of the descriptions and the analysis of the results showed that the two 
typologies differ significantly, resulting in large disagreement when comparing individual 
dwellings and the stocks. The TABULA buildings had an average annual heating demand 86% 
higher than the ULg dwellings. At an aggregate level the difference in annual demand was 
found to be 65%. Such large discrepancies indicate that at least one of the typologies is far from 
representing accurately the Belgian single-family residential stock. However, due to lack of 
validation data, it is not possible to conclude on which of the two performs better. The large 
discrepancies were primarily attributed to the differences in the size of the buildings and to the 
fact that the ULg typology considers five quality levels for each building case. The latter 
approach is thought as more appropriate in the sense that more cases represent better the 
heterogeneity of the stock, provided that there is enough data to support the additional 
discretization. 

The use of correction factors to account for occupant behaviour and rebound effects, as 
proposed by the TABULA project for the Belgian stock, reduced the difference in annual 
demand between the two stocks to 18.6%. However, the use of correction factors is no valid 
part of a bottom-up approach as their value cannot be explained based on known parameters. 
As was shown by the analysis of the results, the correction probably accounts for more effects 
than just the ones specified by the TABULA project. Additionally, the scope of these factors is 

 
Figure 9: Load duration curves aggregated 
for the stock for the two implementations. 
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only limited to the purpose for which they were introduced. This reveals the weakness of the 
TABULA typology, which relies on correction factors to model the energy demand. 

The comparison performed in this paper also emphasized the lack of reliable and 
comprehensive data for the building stock of Belgium. The existing typologies differ in such 
an extent that a question rises whether any of them is reliable enough. As the need for better 
and more detailed models increases to cover the requirements of the new technologies, the 
quality of the input data should follow. Therefore, a more systematic effort should be put on 
collecting and processing building related data. Further, relevant information on the energy use, 
e.g. obtained by smart meter readings, could support the validation of these building stock 
models, which is currently not possible. As soon as this data becomes available, future work 
could focus on setting up a validated residential stock typology that can be used for bottom-up 
modelling and analysis of the energy efficiency of the national stock.  
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1. ABSTRACT 

Building energy retrofits should be encouraged to reduce energy use and carbon emissions at a 
national level. Research indicates that buildings’ space conditioning needs can be met by low-
grade (low-quality) sources and it is here where the biggest potential to improve the sector 
thermodynamic efficiency can be found. In this paper the application of a thermoeconomic-
based framework oriented to assess the impact of a diverse range of retrofit measures applied 
to typical non-domestic buildings is presented. The modelling framework is based on a widely-
used dynamic energy simulation software (EnergyPlus) coupled with an exergy and 
thermoeconomics post-processing analysis tool developed for the purpose of this research. Two 
non-domestic archetype buildings (a typical office and a primary school) are simulated to test 
the model. Different scenarios based in retrofitting the insulation levels of the envelope as well 
as the energy systems (a ground-source heat pump and a district heating/cooling) are assessed. 
For the school case, the district network retrofits represent the greatest thermodynamic 
efficiencies and lower total exergetic cost. For the office case, the installation of a district 
system has the greatest exergy efficiency; meanwhile a combination of GSHP with high 
insulation levels has the lowest exergetic cost. It is concluded that the framework can assist the 
selection of retrofit projects based on energy use, exergy consumption, and exergy destructions 
rates as well as considering the exergetic cost of the system, adding value and minimizing 
uncertainty in the retrofit decision-making process. 

Keywords: exergy, simulation, thermoeconomics, retrofits, non-domestic 

2. INTRODUCTION 

One of the main challenges in today’s societies is to develop strategies for the smart deployment 
and utilisation of fossil fuels as these are scarce and regionally limited. Particularly in the UK, 
the non-domestic sector, which is comprised of approximately 1.8 million of buildings, is 
responsible of 17% of the national energy use; where 60% is used only to cover the space 
conditioning demand. At present, the sector still relies heavily on fossil fuels to cover this 
demand, where 60% and 10% is delivered in forms of gas and oil respectively; meanwhile 25% 
is delivered in form of electricity (DECC, 2013), which is largely generated by this same fossil 
fuels. The expansion of HVAC systems in new and existing buildings represent higher energy 
usage rates every year, mainly driven by the constant increasing of cooling demands. For 
heating, gas boilers are the predominant technology in the non-domestic sector. On the other 
hand, some non-domestic buildings such as offices and IT buildings have high cooling demands 
to remove excessive heat gains; this is normally carried out by electric cooling equipment such 
as chillers, packaged systems and VAV units. It is estimated that by 2050 the majority of the 
existing buildings will still be in operation, where actions are required to achieve the 80% 
reduction target set by the government (UK-Government, 2008). Improving energy utilisation 
in the existing non-domestic sector is one of the most important actions to reach a low-carbon 
society in the future. One of the major barriers lays in the current limitations and uncertainties 
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that current retrofit analysis methods have for the identification of the optimal conservation 
measures (Ma et al., 2012), where the economic aspect is still the most important objective 
function.  

Currently in the UK there is a wide range of building energy codes and programmes that 
stimulate the implementation of energy refurbishment projects on existing buildings by setting 
minimum values for energy efficiency. For example, Part L2B (DCLG, 2010) sets minimal 
envelope insulation levels when retrofits actions are implemented in existing non-domestic 
buildings. Moreover, financial mechanism strategies exist with the goal to drive down demand 
and improve efficiency in buildings (e.g. Climate Change Levy, CRC Energy Efficiency 
Scheme, ECO and Fuel Poverty, Green Deal). Also, policies to support the implementation of 
low carbon HVAC systems have been developed (Energy Labelling Directive, Renewable Heat 
Incentive). Systems such as biomass boilers, geothermal heat pumps, and solar thermal 
equipment are technologies that are widely supported. Other example at a European level is the 
recast of the Energy Performance of Buildings Regulations (DCLG, 2012), officially known as 
“Directive 2010/31/EU of the European Parliament and of the Council”. The directive took 
effect in 2013 and among the articles it sets minimum energy performance requirements on all 
renovated buildings (Article 7) as well as minimum energy performance on energy systems 
retrofits (Article 8).   

Recent research have shown that the majority of the current buildings are still very inefficient 
in thermodynamic terms, which means there is potential for improvements (Hammond and 
Stapleton, 2001; Shukuya, 2009). Gasparatos et al. (2009) performed a UK thermodynamic 
sectoral analysis where the commercial sector efficiency was calculated to be at 12.3% (only 
6.5% for space heating). This efficiency values are not based on the typical energy analysis but 
instead on the exergy concept, linked to the 2nd law of thermodynamics that states that unlike 
energy, exergy actually is destroyed in any real process. In any thermal system, to obtain a 
product (e.g. heating or cooling in buildings) the exergy content would be less than the exergy 
contained in the fuel entering the system. The high inefficiency of the UK commercial sector is 
due to the poor match between the qualities of the supply fuels with the quality of the demands. 
Building technologies are made such that high grade fuels (gas, electricity) are required for the 
proper functioning of the equipment to give the necessary thermal and non-thermal comfort 
conditions required by the users. These inefficiencies or the amount of destructions give us a 
clear signal on the thermodynamic improvement potential that any thermal system has. A major 
limitation for efficiency improvement is that current retrofit decisions are not taking into 
consideration these losses because the typical analysis based only on the 1st law does not have 
the potential to give this type of information. Also, 2nd law analysis could be seen as complex 
or cumbersome by some practitioners (Rosen, 2002). Research also suggests that current retrofit 
methods typically lead to big discrepancies between the modelling results and actual results 
post-retrofit; this could be due to the lack of information that 1st law analysis give in comparison 
with 2nd law analysis, where building energy systems are very sensitive to subsystems or 
components with high exergy destructions or irreversibilities (Jansen et al., 2012). Exergy 
analysis applied to buildings and its systems has become more popular over the last years, 
especially with the development of the International Energy Agency’s Energy in Buildings and 
Communities Programme (IEA – ECB) Annex 37 (ECB-Annex37, 2007) and Annex 49 (ECB-
Annex49, 2011); however researches have focused more on residential buildings having limited 
studies on the complicated and diverse non-domestic sector.  

2.1 Exergy and Retrofit 

Consequently, it can be suggested that exergy analysis can become essential in locating the 
aforementioned inefficiencies and seeking opportunities for improvement in the non-domestic 
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sector. Widely used in chemical and industrial processes as well as in large energy generation 
plants, exergy is a concept that helps to design more efficient systems as finds exact locations 
and magnitudes of inefficiencies throughout the process. Efficient energy use can be achieved 
if actions are made to reduce these inefficiencies. Because knowing the energy interactions 
between the different subsystems localized in the building is a big uncertainty when applying 
energy renovations (Ma et al., 2012), the exergetic approach could overcome or reduce this 
problem by applying the method of separating the supply chain into different subsystems. Few 
studies have shown the potential that exergy analyses has over using solely the energy concept 
for retrofit decisions (Jansen et al., 2012; Terés-Zubiaga et al., 2013), where exergy theory 
could provide a more detailed analysis of the true losses and a deeper insight on potential 
improvements. Unfortunately exergy analysis is not a common practice between building 
practitioners or in the decision making process. A particular case is the one found in the Canton 
of Geneva, Switzerland, where since early 2000s local authorities requires to practitioners who 
want to develop any new design or refurbishment projects for buildings, the calculation and 
delivery of exergy indicators. To vulgarize a method that could facilitate the comprehension of 
the exergy analysis approach, Favrat et al. (2008) developed a simplified calculation 
methodology for this purpose.  

2.1.1 Exergy-based simulation tools for buildings 

The use of simulation tools for retrofit projects represents a quick and cost-effective method to 
estimate pre and post retrofit energy use of a building. Although building simulation tools lack 
direct orientation to retrofit analysis, the outputs of these tools can be used in life cycle cost 
analysis (LCC) tools to calculate energy and money savings and make decisions on these 
results. Regularly, building retrofit practitioners use simulation and optimization software to 
help them to perform calculations that result in design parameters; although considering the 
whole energy supply chain in the analyses is not a common practice. Some tools have been 
developed with the intention to calculate exergy consumption throughout building energy 
systems. Sakulpipatsin and Schmidt (2005) presented an outline of an exergy analysis tool for 
building and building services including a GUI for engineers and architects based on the IEA 
ECB Annex 37 Pre-Design method. Later, Schlueter and Thesseling (2009) developed a tool 
that calculates the buildings exergy performance at an early design stage. The aim was focused 
on the integration of energy and exergy analysis into the architectural design process. To 
achieve this, the same Annex 37 exergy steady-state method was incorporated into BIM 
software.  As is noted in the final report of the ECB Annex 49, a steady state assessment can 
only be used to get a first comparison between systems but contains high uncertainty on the 
results. To overcome the limitation of using a steady-state exergy method on retrofit projects a 
dynamic exergy-based retrofit-oriented modelling framework was recently developed by the 
author (Garcia Kerdan et al., 2014).  

2.2 Exergy and economics for retrofit investments in buildings 

Apart from the ability to calculate the true inefficiencies of any system, the concept of exergy 
has a great potential to be used to cost accounting and economic analysis (Gaggioli Richard, 
1983). Regularly the selection of retrofit projects in buildings are commonly based on technical 
characteristics, environmental impact and availability of a resource or a technology; however, 
the money savings that can be achieved compared to the investment made on a project are still 
the main focus on any final decision. Combining thermal simulation and economic analysis is 
one of the most popular methods applied in the retrofit industry to determine the life-cycle cost 
of each design. This method can be seen in several retrofit-oriented research (Kumbaroğlu and 
Madlener, 2012; Rysanek and Choudhary, 2013). Conventionally, the investments decision for 
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energy retrofits in the building industry follows the typical methods of Net Present Value (NPV) 
and Internal Rate of Return (IRR). Research on the limitations of typical economic methods for 
retrofit decisions can be found in Menassa (2011).  

A clear relationship exists between economics and thermodynamics analyses where thermo-
economics, developed in the mid-20th century, is the discipline that connects these two 
concepts. Entrop and Brouwers (2008) explained the financial benefits of exergetic 
optimization in the built environment and introduced how the exergy concept could improve 
the typical LCC analysis. Recently, other combinations of exergy analysis with economic 
models have been developed. Methods such as exergoeconomics, EXCEM analysis (exergy, 
cost, energy and mass), exergy pricing and cost allocation, and loss-cost ratio analysis are a few 
examples (Rosen, 2008). The physical magnitude that connects thermodynamics with 
economics is entropy generation or irreversibilities. The more irreversible the process more 
natural resources are consumed (Valero and Torres, 2009). The objective of thermoeconomics 
is to minimise the objective function, which is usually a cost equation dependant on capital, 
maintenance, and running cost (Tozer et al., 1996). Irreversibilities or exergy destructions 
increase the life cycle cost of the system so this can represent investments opportunities to 
reduce cost and find the true system efficiency. Since prices reflect value, cost allocation should 
be put on availability or quality (exergy), so assigning cost to energy can be misleading. Thus, 
thermoeconomics can determine the internal cost of each process at every component of the 
building energy supply chain. This could help to optimize individual components or the whole 
system. A large potential lies in the application of thermoeconomics to retrofit designs that 
could be the link that supports a better understanding of the usefulness of the exergy concept 
applied to buildings and its systems.  

2.2.1 Exergy-based economic methods studies applied to buildings 

Since exergy studies focused on buildings are still relatively a new field of study, little research 
on the application of thermoeconomics exist in the built environment. Few researches have 
shown the potential of thermoeconomics to improve and optimize several design parameters in 
non-domestic buildings construction characteristics and energy systems. Tozer et al. (1996) 
applied a thermoeconomic method to a theoretical HVAC system (an absorption chiller driven 
by a CHP plant). With the method it was possible to locate the most appropriate location for 
optimization, consisting in the substitution of the dry coolers with a cooling tower, achieving a 
reduction of 35% in energy cost. Ozgener et al. (2005) analysed exergoeconomically a 
geothermal heat pump system installed in a University building located in Turkey. With the 
method it was possible to determine the optimal design of the system by finding that the major 
losses take place in the condenser and the compressor. Ucar (2010) applied thermoeconomics 
to optimize the insulation thickness depending on indoor and outdoor temperatures based on 
four different regions in Turkey. Balta (2012) used energy, exergy and cost analysis to assess 
and compare three different heating systems (conventional boiler, condensing boiler and air 
heat pump) for a sports hall. For this particular case and based on exergetic cost, it was found 
that the condensing boiler was the best option.  

In an indirect manner these studies have shown the potential to use exergy-based economic 
theory on retrofit projects by analysing the thermodynamic loss rate of different systems, as 
well as the exergetic costs of energy streams and the exergetic costs of equipment. These 
outputs could help a designer to decide which component or subsystem of the building should 
be retrofitted first. Also, this can help to improve the cost-benefit of retrofit projects in current 
buildings and the quality in the design of the components. The aim of the current paper is to 
incorporate exergy and thermoeconomic analysis into the typical analysis applied to retrofit 
projects. In this study, the energy, exergy and thermoeconomic performance of two archetypal 
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non-domestic buildings (a primary school and an office located in London, UK) are presented. 
The typical HVAC systems are analysed and compared with other low-exergy systems such as 
a ground source heat pump (GSHP) and a hypothetical connection to a district heating/cooling 
(DHC) network. Also, the authors are interested in knowing the impact of envelope 
refurbishment as we consider it also has a high impact on exergy utilisation/destruction at every 
level of the building energy supply chain.  

3. MODELLING METHODOLOGY AND SIMULATION  

3.1 The modelling framework 

To analyse the feasibility of different refurbishment options, a model-based simulation 
approach is used. The modelling framework (a dynamical exergoeconomic simulation tool) is 
based on the EnergyPlus software (EnergyPlus, 2012a) for first law analysis, an exergy method 
applied to buildings for second law analysis, and a thermoeconomic analysis module that in the 
future will be combined with cost-benefit analysis to improve design parameters. The selection 
of EnergyPlus was made because of the capabilities of the software to deliver all the detailed 
inputs needed for a dynamic exergy analysis (i.e. loads per zone, inside temperature per zone, 
auxiliary energy use, HVAC gas/electricity/district energy rates, total energy use, etc.). On the 
other hand, the selected exergy method, which has the potential to analyse the whole building 
energy supply chain is based on the model developed by Schmidt (2004) that was further 
improved in the ECB IEA Annex 49. This method follows an input-output approach based on 
seven different subsystems that are very strong related to each other, meaning that the 
performance of one subsystem highly depends on the other subsystems (Figure 1).  

Primary Energy 
Transformation

Generation
Storage 

(Optional)
Distribution Emission Room air Envelope

Figure 1: Energy supply chain for space conditioning of buildings (Schmidt, 2004) 

Each subsystem has one or more exergy inputs streams, and will have one or more outputs or 
product streams. In the first subsystem, only an input stream is located, but later the products 
of a previous subsystem become the input of the next. At each stage, exergy destructions take 
place due to irreversibilities. The outputs (energy and exergy flows) are determined throughout 
the supply chain, from the energy transformation subsystem to the boundaries of the building 
envelope, where exergy leaves the building at its lowest value after the decreasing of quality 
due to all energy transfers occurring in the system, thus closing the thermodynamic cycle and 
making room for more exergy to enter the supply chain. Because exergy analyses are not 
common in the majority of building energy simulation tools, a python code add-on was 
developed that functions as a post-processing tool that requires the aforementioned specific 
values obtained by EnergyPlus. This modelling framework allows the comparison between 
different retrofit options and assesses the exergy efficiency of different energy systems as well 
as locates where the exergy is consumed along the energy supply chain. The dynamic equations 
inserted in the model have the clear intention to consider the temporal effects of a dynamic 
reference environment and the energy/exergy storage phenomenon. Finally, a 
thermoeconomic/exergoeconomic module currently under development is inserted with the 
intention to optimize designs and support retrofit decisions (Figure 2).  
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Figure 2: Exergy-based modelling framework to assess refurbishment options in buildings 

3.1.1 The reference environment 

Exergy calculations highly depend on the choice of the reference environment that is 
determined with a preliminary analysis locating which environment could act as entropy-
disposal sink. An essential characteristic of the reference environment is that has to be 
irreversibilities-free, where all the major exergy destructions should occur on the system or 
process to analyse. The majority of research performs steady state calculations using monthly 
or seasonal average temperatures. In this research, by using the TMY2 weather files, hourly 
simulations are performed to account for all the heat transfer effects inside the buildings and 
the systems. Because this research only considers thermal exergy, mechanical and chemical 
exergy are neglected. 

3.2 Case Study  

The described model was applied to two archetypal UK non-domestic buildings (a primary 
school and an office building), with the purpose to understand the difference in performance 
and the impact of similar retrofit scenarios on the exergy use and destruction on the buildings 
energy systems. The method for the development of archetypes is based on an extensive review 
of literature combined with simple statistical analysis from data sources (Famuyibo et al., 2012). 
For the development of the archetypes used in this study, research in the UK context is taken 
into consideration (Bruhns et al., 2000; Korolija et al., 2013; Steadman et al., 2000). The main 
data can be seen in Table 1. Only in the UK, both the school and the office subsectors demand 
more than 200 PJ every year (Pout et al., 2002). The types of buildings analysed were chosen 
for two reasons: a) for comparative purposes and b) to perform analysis for both heating and 
cooling cases (as in the case of the office building).  
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Table 1: Characteristics of the UK primary school and office sector 

Characteristics Primary School A/C Office Unit 

Mean area 1512 2653 m² 

Most common form Daylit cellular Daylit cellular/Open-plan - 

Most common structure Frame Frame - 

Walls/Floor Ratio 0.6 0.6 - 

Glazing/Wall Ratio 0.28 0.30 - 

Number of floors (mean) 2.44 3 floors 

As a comprehensive case study, the city of London is considered for this analysis. Thus, the 
London TMY2 weather file is used as a reference temperature for the dynamic simulations.  

3.2.1 Archetype models 

The primary school form and geometry is based on the baseline designs for primary 
schools  developed by the UK Education Funding Agency (EFA, 2014). These designs 
demonstrate good practice and are based on the department’s guidelines for area planning. The 
model simulation consists of 14 thermal zones building spread over two stories. The largest 
proportion of the surface is occupied by classrooms, staff’s offices, laboratories, and the main 
hall. Other minor zones are comprised by corridors, bathrooms, and other common rooms. The 
considered HVAC system is based on a conventional gas boiler with an efficiency of 80% with 
no heat recovery; also, no cooling mode is considered. High-temperature radiators with 90/70 
inlet/outlet temperatures are considered as the emission system. On the other hand, and 
following the UK offices archetypes developed by Korolija et al. (2013), in this research an 
open-plan office model based on 6 thermal zones spread over three stories is used. A previous 
analysis of the model showed high homogeneity between areas, for this reason fewer thermal 
zones are analyzed compared with the primary school. This archetype consists only in office 
areas and common areas (including bathrooms and kitchen) at each of the three floors. The 
HVAC system is encompassed by a gas boiler for heating purposes and a chiller to cover the 
cooling demands. Fan-coil units are considered as the emission systems. For both models a poor 
insulation on the buildings’ envelope is considered as the baseline scenario. Finally, storage 
technologies are not considered in this study. Both virtual models can be seen in Figure 3. All 
the variables to populate the model such as envelope characteristics, occupancy patterns, 
thermostat temperatures, infiltration, and interior equipment are based on CIBSE guides and 
can be seen in Table 2. 

 

Figure 3: Archetype models buildings of a UK primary school and an office building 

Finally, the calibration process of the models is supported with a recently CIBSE report from 
Hong and Steadman (2013) based on a robust statistical analysis made on 73,160 Display 
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Energy Certificates of non-domestic buildings located in England and Wales. A great part of 
these certificates are from primary schools and air-conditioned offices (6,631 and 234 
respectively) which give us confidence to calibrate the archetypes with the EUI (energy usage 
indicators – kWh/m²-year) obtained in the study.  

3.3 Carbon reduction/Retrofit Scenarios 

A “retrofit module” was developed that encompasses a variety of common retrofit measures 
applied to the case study buildings. The paper puts special attention on analysing the impact of 
systems such as gas boilers, ground-source heat pumps and district cooling/heating systems 
with their respective emission systems. Both archetypes are retrofitted with the same scenarios. 
Case A represents the same building model but with high thermal insulation levels as requested 
by the local current regulations. The purpose of Case A is to explore how effective are this 
current regulations (Part L2B) on the overall exergy efficiency of the system. This comes from 
the premise that these codes are developed under the first law only, and the impact on the exergy 
destructions is fairly unknown. The purpose of the rest of the cases is to analyze those programs 
that incentive low carbon technologies, especially those focused on the non-domestic sector. 
Case B and Case C consider same thermal properties as the baseline scenario but with a 
refurbishment at the generation and heating emission subsystems. For Case B, a ground source 
heat pump is analysed considering that the typical 90/70 radiators are retrofitted by AHU with 
heating/cooling coils. On the other hand, Case C studies the impact of connecting the premises 
to a hypothetical district heat network (heating and cooling modes for the office), where a CHP 
tri-generation plant generates heating and cooling energy. To maximize the potential of district 
heating, the heat emission system is retrofitted to slab and floor emission systems to handle low 
temperature heating and high temperature cooling. Finally, Case D and Case E are similar to B 
and C but with the difference that the building envelope is retrofitted to the latest regulations 
requirements, as simulated in case A. For each case, the HVAC system inlet and outlet 
temperatures required to achieve thermal comfort, are taken from the energy simulation outputs. 
For example, outputs for Case E (slab and floor heating connected to a district network) showed 
average inlet and outlet temperatures of 30 °C and 27 °C for heating mode and 15 °C and 20 °C 
for cooling mode. In all cases DHW system generation is not retrofitted and it is considered 
that the baseline gas boiler supplies the demanded hot water. Important values for the analysis 
such as Primary Energy Factors are taken from the Standard Assessment Procedure (Pout, 
2011). Technical values of efficiency of HVAC equipment such as generation, distribution and 
emission systems had been taken from the EnergyPlus  Engineering Reference document 
(EnergyPlus, 2012b) supported with values form Annex 49 pre-design tool manual (ECB-
Annex49, 2011). A summary of the scenarios and assumptions is shown in Table 2. 

3.4 Thermoeconomic analysis 

The exergetic cost of a product in a process is the exergy containing the fuel passing through 
the component plus the sum of irreversibilities or exergy destructions along the whole process. 
In the case of building energy systems, each subsystem has consumed some resource to produce 
a particular product. Typically the final products (P) are cooling, heating, heated water and 
electricity. But these products come from several resources (R), typically fuels with high exergy 
content like natural gas, electricity, or steam. To define this cost is necessary to define the limits 
of the system. In this research these boundaries were already defined as shown in section 2.1. 
First, an unitary exergy cost needs to be calculated for each part of the energy supply chain, and 
the cost of the inputs and outputs can be used to gain an understanding on the economics inside 
the whole chain process. The exergy cost of an energy  
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Table 2: Baseline building characteristics and refurbishment scenarios for the primary school 
and A/C office archetypes 

Building and system 
Characteristics 

Baseline Case A Case B Case C Case D Case E 

External wall (W/m²K) 1.7 0.17 1.7 1.7 0.17 0.17 

Roof (W/m²K) 1.42 0.19 1.42 1.42 0.19 0.19 

Ground floor (W/m²K) 1.42 0.25 1.42 1.42 0.25 0.25 

Glazing (W/m²K) 5.7 1.3 5.7 5.7 1.3 1.3 

Infiltration (ach) 1.05 0.35 1.05 1.05 0.35 0.35 

Glazing (%) 30% 30% 30% 30% 30% 30% 

Lighting load (W/m²) 12 12 12 12 12 12 

Misc. Load avg.(W/m²) 5 / 15ᵃ 5 / 15a 5 / 15a 5 / 15a 5 / 15a 5 / 15a 

HVAC System* Gas Boiler 
and Chiller 

Gas Boiler 
and Chiller 

Ground 
heat pump 

W/W 

LT District 
Heating/ 
Cooling 

Ground 
heat pump 

W/W 

LT District 
Heating/ 
Cooling 

Main energy sources for 
space conditioning 

Natural Gas 
and 

Electricity 

Natural 
Gas and 

Electricity 
Electricity 

Heated/ 
Cooled 
Water 

Electricity 
Heated/ 
Cooled 
Water 

Thermal efficiency 0.8 0.8 4.61 0.89 4.61 0.89 

Cooling efficiency/ COP 2.5 2.5 3.0 0.89 3.0 0.89 

Primary energy factor 
fossil FP,fossil 

1.112 1.112 2.58 0 2.58 0 

Heating/Cooling supply 
temperatures  (°C) 

90/5a  90/5a 60/12a 50/15a 60/12a 30/15a 

Emission System Office:   
Fan coil 

School: 
Radiator 
HT 90/70 

Office: 
Fan coil 

School: 
Radiator 
HT 90/70 

AHU 
(heating /   
cooling 
coils) 

Hydronic 
Slab and 

floor 
heating 

AHU 
(heating /   
cooling 
coils) 

Hydronic 
Slab and 

floor 
heating 

Heating/Cooling return 
Temp (°C) 70/13a 70/13a 30/19a 38/20a 30/19a 27/20a 

Heat loss / efficiency  0.95 0.95 0.95 0.99 0.95 0.99 
*Cooling equipment is only considered for the A/C Office archetype,  
ᵃ Values only for the office archetype 

stream is the amount of exergy required to produce it.  According to Valero and Torres (2009) 
the average exergy cost can be written as: 

kÃ∗ =  |�∗
|�

           (1) 

Where EÃ∗ represents the exergy cost and EÃ is exergy of the product stream. A complete 
exergoeconomic analysis takes into consideration the economic cost of the consumed fuel c~ 
(market price in £/kWh) plus as the capital investment and the cost of the installation and 
operation of the system (Z�  [£/h]); this defines the amount of total money needed to generate an 
energy flow. Therefore the economic cost balance is written as: 
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��,�µ� =  �Q,�µ��9 + ��µ�W� + ��µ�XR             (2) 

In buildings the determination or estimation of products cost can be essential to analyse retrofit 
options. The cost of each final product can be traced through the whole energy supply chain. If 
each cost of the internal streams between the subsystems is assessed, this can be used to 
compare them with standard or reference cost values with the objective to avoid excessive 
resource consumption. The determination of all cost of the streams is useful to make trade-off 
analysis of the economics of the subsystem components to help the retrofit decision making. 
For this research only a first insight into the exergy cost of the fuels used at the generation 
subsystem in the different scenarios is presented. According to Balta (2012), the exergy cost is 
calculated using the next equation:  �Q,�µ��9 =   £C� ¶	�� ∗ ( ∗ / ∗ \)    (3) 

Therefore, unitary cost (£/kWh) is given by ��Q,�µ��9 =  W�,ì²ì#@J
� �J      (4)   

4. RESULTS ANALYSIS AND DISCUSSION 

4.1 Pre-retrofit analysis (Baseline Scenarios)  

4.1.1 Energy analysis (electricity and gas use)  

With the intention to understand the typical performance, a comparison is made between the 
primary school and the office energy outputs. The results show different usage patterns, 
especially in summer months where a cooling demand can be appreciated in office buildings. 
In both buildings, the largest resource demand is gas, which represents 80.3% and 58.3% of the 
annual demand for the primary school and the office respectively. The normalized energy use 
obtained from the primary school model was at 264.82 kWh/m²-year, where nearly 68% is 
represented by heating, 11% by DHW, 8% by lighting and 5% by internal equipment. 
Meanwhile for the office baseline scenario the EUI obtained was at 254.46 kWh/m²-year, where 
52% is used for heating, and only 6% to cooling. Both interior equipment and lights represent 
32% of the total usage. Detailed information of monthly energy usage by type of building, end-
use and type of fuel can be seen in Figure 4. 

 
Figure 4: Monthly energy usage for both case studies baseline scenarios 

4.1.2 Exergy analysis at baseline scenarios (irreversibilities) 

So far no studies on exergy utilisation, irreversibilities and/or exergy efficiency improvement 
potential have been applied to the UK non-domestic sector. The result obtained expresses the 
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actual thermodynamic efficiency of the typical analysed buildings and gives us more insight on 
how exergy is diminishing inside the energy supply chain. To show the advantages of a 
dynamical exergy modelling, Figure 5 shows the hourly exergy destructions at each stage of 
the supply chain. This gives us a direct comparison on the magnitudes of exergy irreversibilities 
in typical subsystems of non-domestic buildings located in London, UK.  

                            Primary School      Office 

 

 
Figure 5: Hourly exergy destructions and percentage of exergy by subsystems of a typical 

primary school and an A/C office building  

In both types of buildings the largest exergy destructions occur at the primary transformation 
and at the generation stage, representing 88% and 94% of the total exergy destructions for 

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Office
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% exergy destructions by subsystems
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schools and offices respectively. Also, special attention should be put on the distribution 
subsystem, where the range of destructions is between 3% and 5% of the total.   

4.2 Retrofit scenarios analysis 

In this section, outputs from the five different retrofit scenarios are assessed by analyzing the 
annual energy use and exergy destruction savings through the building energy supply chain. 

4.2.1 Energy Analysis 

By considering only the typical energy calculations that is applied to the majority of retrofit 
projects, the 1st law analysis shows that for the primary school the largest energy demand 
reductions come from implementing Case E, which means retrofitting the school with the latest 
minimum requirements for insulation plus connecting the premise to a district heating network 
supported by low temperature hydronic emission system (floor and slab heating). The model 
shows a maximum improvement of 70.1% (From 264.8 to 79.2 [kWh/m²-year]). For the office 
building the outputs are different, the model shows that the largest reductions will come by 
implementing Case D, which is the installation of a GSHP with high insulation levels on the 
building envelope. This will result in an improvement of 49.8% of the annual demand (From 
254.7 to 127.9 [kWh/m²-year]). The outputs confirms, only from a 1st law perspective, that full 
advantage is taken when both cooling and heating modes are met by the heat pump. Also, unlike 
in the school case, the model shows that by having higher insulation levels, the cooling demand 
increased; for this reason, the same scenarios have a lower impact that those found on the 
primary school. Figure 6 summarises the outputs of all retrofit scenarios.  

Figure 6: Energy analysis of the different refurbishment measures applied to a typical 
primary school and an A/C office building.  

For both buildings it can be concluded that typical insulation improvements have a reduction 
impact of almost 30% on the total energy demand. Holistic retrofits (at envelope and HVAC 
system level) have a high impact on the primary school; while for the office building, only the 
use of the GSHP combined with insulation improvements has a significant variation (almost 
50%).  
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4.2.2 Exergy analysis 

Before analysing all the cases, it is of interest of this research to know the impact that insulation 
improvement have on the exergy demand of the analysed non-domestic buildings. The 
simplified exergy demand at the room and a comparison between the exergy demands for the 
baseline scenario against the Case A is made.  Unlike the energy analysis, the exergy demand 
is not calculated using “exergy balance” equations, instead is calculated by using the energy 
balance values (in this case given by EnergyPlus) multiplied by the Carnot factor (Eq. 6). 

£C¶	<( 5) = (1 − Ní (�ó)Np (�ó)) ∗ �( 5)    (5) 

Figure 7 shows the impact that the insulation levels have on the hourly exergy demand. It is 
noted a big reduction in both cases. For the office, the values below zero on the vertical axis do 
not represent a negative demand; instead it represents the demand for cooling exergy. Because 
the primary school lacks cooling demand all the values are on zero or above zero.  

 

Figure 7: Exergy demand vs Outdoor Temperature of low insulated and high insulated non-
domestic building archetypes 

Unlike energy, when more exergy is supplied that the demanded, this will not lead to 
overheating or overcooling, instead it leads to more thermodynamic destructions or 
irreversibilities (ECB-Annex49, 2011). 

4.2.3 Exergy flows  

In Figure 8 and Figure 9 the flow of exergy through the supply chain is showed for the primary 
school and the office respectively. Because the retrofits were oriented to the thermal and space 
conditioning systems improvement, the graphs only show exergy destruction inside the HVAC 
systems (including destructions by auxiliary energy); therefore, in this case we are not showing 
the exergy flows of other end uses (lighting, equipment, DHW). For the school, the baseline 
and Case A scenarios presents the largest destructions at the “generation subsystem” (where 
high grade fuel is burned by the boiler). For the rest of the cases the largest destructions take 
place at the “primary energy transformation subsystem” where electricity is generated in power 
plants. Also, the “distribution subsystem” present losses equivalent to 10% of the total losses.  
Overall, the largest exergy destruction minimization is given by Case E, with a total exergy 
destruction reduction of 70.7%. The minimum improvement is given by Case B, with an 
improvement of only 5.6%. Case C, the district heating scenario with poor insulation values, 
also gives significant reductions (41.5%).  
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Figure 8: Normalized exergy flows for a typical primary school in the UK.  

For all the scenarios in the office case, the major irreversibilities take place at the “primary 
transformation” level, due to the high demand of electricity from the chillers or heat pumps to 
cover the cooling demand and the constant daily use of high grade fuel at the district plant to 
generate the heating and cooling energy. As it can be seen in the graph, the exergy improvement 
is not as large as in the school case. In fact, Case A present the best exergy improvement with 
a 30.4% reduction. The lowest impact is given by Case B with a reduction of only 6.7%. The 
improvement of only the HVAC equipment (Case B and Case C) doesn’t lead to significant 
reductions compared to the installation of a GSHP combined with an improvement of insulation 
at the envelope, leading to a reduction of 25.8%. If we consider the analysis from the Generation 
stage (only at a building level), similar to a typical energy retrofit analysis, the largest reductions 
are given by Case D (blue line). This shows the importance of how different thermodynamic 
boundaries can affect the analysis.  

 

Figure 9: Normalized exergy flows for a typical A/C office building in the UK.  

In both buildings, the installation of heat pumps without improving any levels on the insulation 
(as in Case B), leads to the lowest exergy improvements. On the other hand, the solely 
improvement of insulation levels (as case A) leads to a much larger exergy destruction 
reductions (50.7% and 30.4% for the school and office respectively). A holistic approach will 
lead to the largest reductions, but in a real situation the economic factor will probably limit 
these scenarios.  Analysing the district systems cases (C and E) we have to consider that the 
Primary Transformation, Generation, and part of the Distribution subsystems usually are 
located outside the building physical boundary. Also, it appears that a district system functions 
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better when only heating mode is considered as shown in the school case. When both heating 
and cooling are required, a heat pump system appears to be a better option.  

4.2.4 Exergy efficiency 

Exergy efficiency is based on the relationship between the exergy demand by the building and 
the exergy supplied by the system. The annual exergy efficiency of each case is calculated by 
using the hourly efficiencies obtained by the model and the related internal zone temperatures 
and outdoor temperatures. These are given by the next equation: 

��Ú� =  %3  ∑ �( 5) ð1 − Ní(�ó)Np(�ó)ò56356%          (6)  

If the “whole-system exergy efficiency” were the main decision factor in a retrofit project, the 
chosen scenario for the primary school will be the connection to a district heating system and 
the improvement of the insulation levels of the building. For the office, it will be also the 
connection to a district heating/cooling network but leaving the same insulation levels of the 
building envelope as found on the baseline case. But these efficiencies have a larger impact at 
a national level, because it considers the whole chain, meaning that the irreversibilities at power 
plants are also considered.  

Table 3: Whole supply chain exergy efficiency (Ѱ) for every retrofit scenario 
(Ѱ) system Baseline Case A Case B Case C Case D Case E 

Primary School 2.18% 2.28% 2.10% 2.30% 2.28% 2.41% 

Office 2.47% 2.71% 2.90% 4.46% 3.12% 4.00% 

If we only consider the efficiency at the building level, which is the efficiency that most 
building practitioners care about, the best value for both the primary school and the office is 
found at Case D. This case represents the installation of the GSHP and the improvement of the 
envelope insulation, with efficiencies close to 10%.  

Table 4: HVAC exergy efficiency (Ѱ) for every retrofit scenario 
(Ѱ) HVAC Baseline Case A Case B Case C Case D Case E 

Primary School 2.43% 2.54% 6.05% 3.00% 11.74% 3.13% 

Office 3.40% 4.75% 8.07% 4.96% 8.54% 4.45% 

These results show how important are for the analysis the selection of boundaries. While some 
cases are more beneficial at the national energy system level, others will be more beneficial at 
the building level. Here lies the importance of creating policies and incentives that are beneficial 
for all the stakeholders involved in this type of projects. 

4.3 Thermoeconomic analysis 

4.3.1 Annual cost by exergy destructions at the generation stage 

To give a larger picture, a simplified thermoeconomic analysis is applied after the latest exergy 
analysis. An exergy cost of the fuels and a unitary cost per kWh are assessed for all cases by 
using equations 3 and 4. An important variable that is needed is the price of the fuels (Z). Natural 
gas, electricity, and district heating/cooling are the main fuels used in this analysis. The cost 
(£/kWh) of natural gas and electricity are taken from the latest national average quarterly prices 
(DECC, 2014). The cost of the fuel varies depending on the size of the consumer. According to 
the annual MWh usage of the models, the primary school baseline and case A scenario can be 
considered as a small non-domestic gas consumers (between 278 and 2777 MWh annually) that 
has an average price of 3.68 p/kWh. All other cases are considered as “very small” consumers 
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(<278 MWh), with an average price of 4.20 p/kWh. For electricity, all the cases lie into the 
“small” consumer category (between 20-499 MWh annually), with an average price of 11.84 
p/kWh. These same tariffs are considered for the office building with a few differences between 
scenarios. In the case of the office, only the baseline scenario is considered as a “small” gas 
consumer with an annual usage above 278 MWh (400.7 MWh). All others scenarios are on the 
“very small” usage category. For electricity, all 6 cases are on the “small” category. On the 
other hand, district network prices (6.50 p/kWh) were taken from Shetland Heat and Energy 
Power tariffs (http://www.sheap-ltd.co.uk/commercial-tariffs), one of the few district networks 
that work in the UK market. The exergoeconomic values of the fuels and the unitary exergy 
cost are summarized in Table 5 and Table 6 for the school and the office respectively.  

In the case of the school, Case B has the largest annual exergy cost due to the large usage of 
electricity by the heat pump system. Case E represents the lowest, where exergy from the 
district network is the predominant fuel. If we compare this value with the baseline scenario, a 
reduction of 91.92% is achieved. Also this scenario has the greatest exergy efficiency (as seen 
is section 3.2.3), which gives us the confidence that this is most effective scenario for the 
primary school. 

Table 5: Exergy cost analysis at a generation subsystem in a Primary School 

For the office, the exergoeconomic values show that the baseline scenario has the largest exergy 
cost for fuels. On the other hand, the most cost-effective scenario is represented by Case D, 
where the GSHP turned out to have a reduction of 48.51% compared to the baseline. Unlike in 
the school case, the lower exergetic expenditure is not followed by the most exergy efficient 
case (Case C). So a decision has to be made to which factor is more important from a retrofit 
point of view, exergy efficiency or total exergy cost.   

Table 6: Exergy cost analysis at a generation subsystem in an A/C Office 

For comparison purposes, the total exergetic cost (Ctotal) for both cases are summarized in 
Figure 10. It is notable the different impacts that each measure has on the total exergetic 
expenditure every year. For the primary school, case E improves 92% on the total exergetic 
cost, but Case B represents an increment of 13% on the annual exergy costs. For the office, 
Case D has an exergetic cost improvement of 51%, meanwhile case B only 6%.  

Primary 
School 

Total Exergy Input (kWh)  
Ψ 

(%) 
k 

(1/ψ) 
t 

(h/year) 
�Q,�µ��9 
(£/year) 

��Q,�µ��9 
(£/kWh-

year) 
Natural 

Gas 
Electricity 

District 
Energy 

Baseline 366,277 37,312 0 2.18 0.46 3,007 7,353 55 
Case A 231,736 33,144 0 2.28 0.44 2,774 4,928 52 
Case B 0 150,023 0 2.10 0.48 3,007 8,281 166 
Case C 0 1,299 152,719 2.30 0.43 3,007 4,282 84 
Case D 0 50,999 0 2.28 0.44 2,774 2,588 141 
Case E 0 819 21,073 2.41 0.41 2,774 594 75 

A/C 
Office 

Total Exergy Input (kWh)  
Ψ 

(%) 
k 

(1/ψ) 
t 

(h/year) 
��µ��9 

(£/year) 

��Q,�µ��9 
(£/kWh-

year) 
Natural 

Gas 
Electricity 

District 
Energy 

Baseline 332,166 26,073 0 2.47 0.40 4,669 5,505 72 
Case A 103,098 32,833 0 2.71 0.37 4,663 2,950 101 
Case B 0 129,956 0 2.90 0.34 4,669 5,152 185 
Case C 0 2,310 255,904 4.46 0.22 4,669 3,622 65 
Case D 0 72,638 0 3.12 0.32 4,663 2,671 171 
Case E 0 2,055 181,203 4.00 0.25 4,663 2,885 73 
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Figure 10: Comparison of the total annual exergy cost for the generation subsystem at a 
Primary School and a A/C Office building  

Although this result only gives a first insight on the potential of using thermoeconomics by 
showing the total exergetic cost of the fuels at each scenario, still a complete thermoeconomic 
analysis is needed that considers capital cost investments and operation & maintenance costs, 
with the intention to have a more robust economic perspective. Also, the exergetic cost analysis 
needs to be implemented at each subsystem of the energy supply chain to discover where are 
located the largest economic expenditures throughout the whole system. This will give us 
enough information to locate the most energy/exergy efficient and cost-effective scenario. 

5. CONCLUSIONS 

The focus of this paper was to present how 2nd law theory (exergy and thermoeconomics) can 
be added to energy simulation tools to strengthen the typical analysis applied for the comparison 
and selection of the most optimal retrofit project. EnergyPlus was successfully used as a tool to 
perform 1st law analysis, which combined with an exergy and thermoeconomic module, it could 
become a powerful tool for a complete thermodynamic analysis. In this work this was done 
with the development of a post processing exergoeconomic add-on model.  

The typical energy analysis, where building retrofit decisions are commonly based on, has 
shown the impact of different refurbishment projects on two typical non-domestic buildings. 
When we considered only “energy quantity”, the best retrofit scenario for the school was a 
combination of a district heating connection with high envelope insulation levels (Case E), 
obtaining a reduction of 70.1% of the annual energy used compared to the baseline scenario.  
For the office, the best scenario was represented by the installation of a GSHP combined with 
a high insulated building envelope (Case D); this scenario had a reduction of 49.8% compared 
to the baseline. When exergy analysis is added with the purpose to identify improvements that 
energy analysis is not adequate to do, the primary school showed that the largest minimization 
of irreversibilities were given by the same Case E scenario, with a reduction of 70.7%. But the 
results are different for the office, where Case A, that represents only the refurbishing on the 
building insulation levels, bring the largest minimization of exergy destructions with a 
decreasing of 30.4%. Last, a first insight of using exergy cost theory gave us a straight 
comparison on the different economic impact of the studied cases. When the exergetic cost is 
considered, the school still shows that Case E is the most cost-efficient scenario, with an 
exergetic expenditure of 593.93 £/year, representing a saving of 91.92%  of the baseline exergy 
cost. But for the office, case A, D and E are very similar and all represent good exergy cost 
options. Of these scenarios, Case E has the largest economic reduction with a saving of 49.51% 
compared to the baseline scenario.  
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In the future, both heat pumps systems and district networks are technologies that could become 
the largest actors in the supply of energy to cover the UK space condition demand.  Nowadays 
only 2% of the UK heating demand is covered by district networks. Technically, benefits apart 
for a reliable constant supply is the reduction of electricity peak demand, the reduction of power 
generation, and the reduction on infrastructure electricity distribution cost, including 
operational cost over the years. All this benefits indirectly were shown by the simple 
exergoeconomic study developed in this paper. Economics applied to retrofit projects should 
be more than a technique for energy saving, but should help in the diagnostic and optimization 
of system designs options. More robust economic models can assist and improve the accuracy 
of retrofit design options for non-domestic buildings. We believe that thermoeconomics could 
help to achieve important savings in life cycle cost and capital investments, making 
thermoeconomics an ideal tool for investment decisions by giving NPV and IRR analysis more 
information to work with. Also, exergy-oriented policies and taxation could help to deliver 
exergoeconomic methods applied to buildings more rapidly. Although at this moment, a big 
drawback of using thermoeconomics for retrofit decisions is that the second law is not a familiar 
concept between practitioners and others stakeholders in the building industry.   

In the future it is intended to improve the thermoeconomic module by adding information on 
capital investment and operating cost of technologies. Data on cost of labour, equipment cost, 
operation & maintenance cost, and energy process are needed to perform a complete 
thermoeconomic analysis. Also, since the selected model archetypes are fairly representatives 
of the UK non-domestic sector, it is intended to develop a bottom-up exergy-based stock model 
that could serve as a basis for a large-scale stock analysis with the objective of minimizing 
irreversibilities and improve efficiency along the non-domestic sector. This could also help for 
the formulation of new policies based on exergy indicators.  
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NOMENCLATURE 

�Q,�µ��9 total exergetic cost of the fuel (£) � energy demand (kW) ��Q,�µ��9 unitary exergetic cost of the fuel (£/kWh)   operation hours per year (h/year) ��,�µ� total exergoeconomic cost of the product (£) �# reference temperature (k) EÃ exergy cost (£) �@ room temperature (k) EÃ∗ exergy cost of the product (£) \ exergetic cost of the fuel (£/kWh) £C� ¶	�� exergy destructions (kW) ��µ�W�  capital investment cost (£) £C¶	< hourly exergy demand (kW) ��µ�XR operation & maintenance cost (£) £C� �
 average exergy input (kW) � energy efficiency (-) / inverse of the exergy efficiency (-) ��Ú� exergy efficiency (-) kÃ∗ average exergy cost (£)   
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1. ABSTRACT  

Retrofitting plays an important role in reducing space heating energy demand in the Belgian 
residential building stock. Moreover, retrofitted buildings allow the application of low 
temperature heat emission systems combined with heat pumps. In this context, the potential of 
air-water heat pumps is assessed from an energetic and economic point of view, by considering 
multiple combinations of building retrofit options, heating system components and energy 
prices, resulting in different scenarios. Each scenario leads to a different space heating demand 
while domestic hot water demand is equal in all cases. Results of dynamic simulations in 
Modelica show that retrofitting the building envelope is always beneficial from an energetic 
point of view, but the economic viability strongly depends on the age of the dwelling and energy 
prices. Regarding the heating system, a single stage heat pump combined with a low 
temperature heat emission system, amongst which the recuperated original radiators are also 
taken into account, leads to the lowest energy use. A gas condensing boiler is still the most cost 
effective solution with current prices in Belgium, but the ratio between mean electricity price 
and gas price appears to be one of the most important drivers for the competitiveness of heat 
pumps. 

Keywords: Air water heat pump, hybrid heat pump, fan supported radiator, retrofit, residential, 
electricity price profiles 

NOMENCLATURE 

CAPEX   Capital expenditures 

DHW Domestic hot water 

DPP Dynamic pay back period  

FH Floor heating 

FSR Fan supported radiators  

GCB Gas condensing boiler  

HDD Heating degree days 

HTHP High temperature heat pump  

LTHP Low temperature heat pump  

NZEB Nearly zero energy building  

OPEX Operational expenditures 

PPD Predicted percentage of dissatisfied  

TCO Total cost of ownership 
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2. INTRODUCTION 

Climate change, large energy expenses and energy security have made the European Union set 
strict regulations within energy policy, amongst which regulations considering the electricity 
sector and residential buildings. The former regulations are expected to lower the CO2-intensity 
of electricity generation in the future (Delarue et al., 2011; Keay, Rhys, & Robinson, 2012). 
The latter regulation is the European Energy Performance of Buildings Directive (EPBD) and 
regulates the energy performance of new dwellings (The European parliament & the Council 
of the European Union, 2010). However, presently the existing residential building stock 
accounts for 25% of total energy use in Europe (Poel, van Cruchten, & Balaras, 2007), of which 
82% for domestic hot water (DHW) production and space conditioning (Pérez-Lombard, Ortiz, 
& Pout, 2008). Therefore, the existing building stock presents a large potential for reducing 
energy demand, since in Europe more than 50% of today’s buildings is built before 1970 and 
about 33% of the dwellings between 1970 and 1990 (Poel et al., 2007; Norris & Shielsn, 2004). 
Retrofitting older buildings can significantly lower energy demand, because it reduces the need 
for space conditioning (Verbeeck & Hens, 2005) and makes these buildings suitable for low 
temperature emission systems (Schmidt, 2009). The possibility of applying these emission 
systems, combined with the expected lower CO2-intensity of electricity, can make heat pumps 
a competitive heating system as opposed to conventional heating solutions using fossil fuels. 
Especially air-source heat pumps are seen as an attractive option for residences, due to their 
lower investment cost compared to ground-coupled heat pumps (Cabrol & Rowley, 2012). The 
latter have benefits when the building has both heating and cooling loads, typically in the 
tertiary sector. 

This paper investigates two approaches for decreasing the energy demand of old buildings. On 
the one hand, an improvement of the building envelope by insulating roofs, floor and walls and 
placing windows with high performance glazing is considered. Three generations of building 
stock, from the periods 1946 - 1970, 1971 - 1990 and 1991 - 2005, are retrofitted to the newest 
standards (Flemish Energy Agency (VEA), 2013). On the other hand, the reference gas 
condensing boiler (GCB) is compared to more energy efficient heating systems, being low and 
high temperature heat pumps (resp. LTHP and HTHP) and hybrid heat pumps (HHP). These 
heat production systems are combined with three heat emission systems, namely the 
recuperated radiators, fan supported radiators (FSR) and floor heating (FH). Well-chosen 
system configurations that combine the two energy demand reduction approaches, are 
compared by performing dynamic simulations. The advantage of this methodology is that the 
energy use can be determined more precisely, since effects such as lower part load efficiencies 
and losses due to intermittent heating are included in the simulation models.  These dynamic 
simulations are based on a global system approach using IDEAS component models (De 
Coninck, Baetens, Saelens, Woyte, & Helsen, 2014; Baetens et al., 2012) in the modelling 
language Modelica using Dymola as interface. 

Various studies investigate the performance of heat pumps, but these studies generally lack to 
consider retrofitting the building envelope or other emission systems (Cabrol & Rowley, 2012; 
Huchtemann & Müller, 2012; Kelly & Cockroft, 2011; Van der Veken, Hens, Peeters, Helsen, 
& D’haeseleer, 2006). Results of these studies strongly depend on the boundary conditions 
considered, such as the CO2-intensity of the electricity generation park and the primary energy 
factors. However, they indicate that lower CO2-emissions are already possible if air water heat 
pumps are applied, even with current fuel mixes for electricity production (Huchtemann & 
Müller, 2012). 

Verbeeck et al. (Verbeeck & Hens, 2005) proposed a logical hierarchy of energy-saving 
measures, preferring insulation improvement of building components above more energy 
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efficient heating systems and renewable energy systems. These conclusions were based on a 
static calculation procedure as stated in the Flemish Energy Performance Regulation (EPR) 
(Department of the Flemish community, 2006; Flemish government, 2006). This EPR 
calculation method will be used in the current work to verify results of dynamic simulations 
even though it does not contain the newest technologies such as hybrid heat pumps or fan 
supported radiators. 

The aim of this work is to assess how various combinations of retrofit measures impact the 
energetic and economic potential of air-water heat pumps in a residential retrofit context. First, 
the assessment methodology is described in section 3, followed by an overview of data and 
models in section 4. The results of the energetic and economic analysis are summarized in 
section 5 and a discussion of the results is given in section 6. Finally, section 7 summarizes the 
main conclusions of the paper. 

3. METHODOLOGY 

The quantitative indicator in the energy analysis is primary energy use for heating cumulated 
over one year. The energy use considered in this study includes the gas use of the GCB (����( ) 
[W]), electricity needed for the electronics and the fan of the GCB (��Wz,	9	�( ) [W]) and the 
electricity use of the heat pump (�ÐY( ) [W]), circulation pumps (��;<��( ) [W]) and fan sup- 
ported radiators (�Qª×( ) [W]) if present. Mechanical ventilation and other electrical appli- 
ances are not taken into account. The conversion factor between electricity and primary energy 
is taken equal to 2.5 and 1 for natural gas to primary energy (Verbeeck & Hens, 2005). Equation 
(1) is used to calculate the primary energy use. 

£�@�< = � �	9	�( )� ∙ 2.5%?	�@ + � ����( )� ∙ 1%?	�@  (1) 

with �	9	�( ) = �ÐY( ) + ��;<��( ) + �Qª×( ) + ��Wz,	9	�( )   

In order to make an honest energetic comparison, the indoor operative temperature needs to be 
within similar comfort bounds in every case (Peeters, de Dear, Hensen, & D’ haeseleer, 2009; 
Van der Linden, Boerstra, Raue, Kurvers, & De Dear, 2006). 

The economic viability of the retrofit options for the building envelope and the heating system 
is evaluated based on two indicators, namely the total cost of ownership (TCO) [e] and the 
dynamic pay back period (DPP) [years]. The total cost of ownership (Verbeeck & Hens, 2005; 
Kaynakli, 2012) is a financial indicator which is used to assess the viability of a certain 
investment by actualizing all associated costs over a period: 

��� = �# + - ���1 + ���� + - ��	9	�(1 + O	9	�)�
�1 + ����  +  �����1 + O�����

�1 + ����



�6%
,?,1 + 

�R(1 + OR)�
�1 + ���� + �WX��1 + OWX� ��

�1 + ���� � 
(2) 

In this study, the costs of initial investment �# and reinvestment �� in the years x, y and z, and 
the annual costs of maintenance �R , electricity �	9	�, gas ���� and CO2-emissions �WX' are 
considered to determine the TCO. Investment costs consist of material costs of different 
elements of the heating system and the improvement of the building envelope, labour cost and 
6% VAT (Federal State Service for Finances, 2012). Prices of the installations used are a 
combination of prices and information of manufacturers complemented with prices of research 
centers as shown in table 1. Prices of retrofit measures of the building envelope are given in the 
lower part of table 1 (based on updated information from (De Coninck & Verbeeck, 2012)). 
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The heating system and the windows need reinvestments every 20 and 25 years respectively. 
Local subsidies are not taken into account. 

Table 1: Investment costs of installations and prices of retrofit measures of the building 
envelope based on updated information from (De Coninck & Verbeeck, 2012) and 

manufacturers’ data. 

 

Next to the capital expenditures (CAPEX), operational expenditures (OPEX) consist of 
maintenance costs, energy costs and CO2-costs. Annual maintenance cost is expressed as a 
percentage of the investment cost (Parys, 2013), as indicated in table 1, and prices of gas and 
electricity are summarized in table 2. Only CO2-emissions associated with energy use for 
heating in the dwelling are taken into account, thus embedded CO2is out of the scope of this 
research. As shown in the third and fourth column of the upper part of table 2, CO2-cost is only 
a fraction of the total cost. As long as CO2-costs do not rise significantly, these will not have a 
significant influence on the conclusions of the economic analysis. 

Due to the variability of several cost parameters in the future, different scenarios are proposed. 
CO2-prices and maintenance costs are kept constant in this study (OR and OWX� equal 0). O��� and O	9	� represent the yearly percentage increase on top of the inflation of respectively the gas and 
electricity price, as shown in table 3. The exponent [ in equation 2 corresponds to the considered 
year, while h is the period under consideration, which equals 50 years in this study. The 
actualisation rate �� equals 2.5%. 

The second evaluation method, the dynamic payback period, is defined as the period after which 
benefits outweigh costs.  Contrary to the static payback period, the dynamic payback period 
takes into account derating of cash flows. 
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Table 2: The upper part summarizes energy prices (Flemish regulator of the electricity & gas 
markets (VREG), 20/05/2013; Eurostat European Commission, 2013) and CO2-emissions 
(Verbeeck & Hens, 2005; Van der Veken et al., 2006) in the Belgian context. The last two 

columns show the total resource cost, CO2-emissions included for two different CO2-costs. 
The lower part gives the average, maximum and minimum value, and standard deviation of 

the variable electricity price profiles for France, Belgium and Germany. 

 
Table 3: Evolution of energy prices in Europe over the past 13 years. Yearly increases in 

terms of percentage are on top of the inflation (European commission, 2012; Flemish 
regulator of the electricity & gas markets (VREG), 20/05/2013) 

 

4. CASE STUDY AND MODELLING 

For this study, three representative dwellings constructed in different time periods are 
considered, each having construction components with an insulating quality that is typical for 
the respective building period in Belgium. As a reference case, all original dwellings are 
considered to be equipped with a gas condensing boiler and radiators designed for a supply 
temperature of 75°C and a temperature difference of 10°C. 

4.1 Dwellings 

The national brochure about the Belgian dwelling typology (Holm, Verbeke, & Stoppie, 2011) 
identifies different generations in Belgian building standards of which three generations are 
considered in this study, namely 1946-1970, 1971-1990 and 1991-2005. Table 4 summarizes 
typical parameters of the building envelope for each generation and values of these parameters 
after retrofitting the building in order to meet the requirements of EPB2014 energy regulations 
for buildings in Flanders (Flemish Energy Agency (VEA), 2013).  The additional insulation of 
the facades is assumed to be added at the outside wall of the building. This technique requires 
higher investment costs than other insulation techniques, but the narrowness or absence of a 
cavity in walls of older building generations implies this insulation technique. 
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Table 4: Overview of building envelope parameters for considered building generations and 
after retrofitting (Retr) (Holm et al., 2011; Hens, 2010) 

 

In order to make reasonable comparisons for different generations, all dwellings are considered 
to be detached houses with the geometrical characteristics of the average Belgian detached 
dwelling as determined in the EL2EP study (Verbeeck & Hens, 2002) based on statistical data. 
The geometry of the dwellings is given in appendix A. The protected volume is 565 m³, the 
floor surface area 93 m² and the total external surface area 421 m². Table 5 summarizes 
percentage of glazing compared to the overall area of facades in different orientations. 

Table 5: Areas of construction components complemented with the share of glazing in a 
particular building component 

 

The building is considered to be a single zone with convective and radiative heat transfer 
towards high order lumped capacitance building components (Baetens & Saelens, 2011). 
Building components such as facades, roofs and floors consist of typical Belgian construction 
layers. Facades as from generation 1971 - 1990 have typically an inner and outer wall with a 
cavity, eventually filled with insulation. The heat demand of every dwelling is calculated based 
on the EN12831- standard (European committee for standardization, 2003) using a design 
outside temperature of -10°C and an inside design temperature of 20°C for the single zone 
building. 

4.2 Heating systems 

Four heat production systems and three heat emission systems are considered. The considered 
heat production systems are: a gas condensing boiler (GCB), a low temperature heat pump 
(LTHP), a high temperature heat pump (HTHP) and a hybrid heat pump (HHP). The low 
temperature heat pump uses a single compression stage and can deliver heat up to a supply 
temperature of 60°C, while the high temperature heat pump employs two compression stages 
in order to reach supply temperatures of 80°C. These supply temperatures determine whether 
the system is considered in a certain scenario or not. 

The models of the LTHP and gas condensing boiler are based on manufacturers’ data and 
component models taken from the IDEAS library3 (De Coninck et al., 2014; Baetens et al., 
2012). In case of the heat pump, manufacturers’ data give the thermal and electrical power as a 
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function of the ambient air temperature, the supply temperature to the emission system and the 
frequency modulation of the heat pump compressor. For the GCB, the efficiency of the boiler 
is given as a function of mass flow rate and supply temperature to the emission system. The 
model of the HTHP is similar to the one of the LTHP, but based on other manufacturers’ data. 
The LTHP and the HTHP, having a COP of 3.31 and 3.28 at 2°C/35°C respectively, are sized 
based on their heat power delivered at -10°C outside temperature and the required supply 
temperature of the emission system (-10°C/��;��9?) at 100% modulation in order to deliver the 
heat power demand as shown in the last row of table 4. 

The hybrid heat pump is a combination of a LTHP and a GCB and is able to switch between 
the two devices depending on which of the two is the most cost effective at a specific moment 
in time. The model of the hybrid heat pump combines the model of the GCB and the LTHP 
complemented with an algorithm that controls the switching between the two devices based on 
cost effectiveness (Heylen & Jordens, 2013). 

The three heat emission systems considered in this study are radiators (Rad), floor heating (FH) 
and fan supported radiators (FSR). In all buildings before retrofit (denoted with ’O’ in table 6) 
radiators are installed with a nominal supply and return temperature of 75°C and 65°C, 
respectively. After a retrofit (denoted with ’R’ in table 6), it is possible to recuperate these 
radiators. This results in a lower required supply temperature, because the nominal power of 
the radiators is higher than the heat demand of the dwelling, which makes the installation of a 
heat pump more attractive (Radson, 2012). 

Floor heating is only considered in the retrofitted building, since the floor needs to be 
sufficiently insulated in order to use this emission system and the supply temperature should be 
kept below an upper limit, which limits the available heating power. Floor heating is modelled 
as a thermal resistance and capacitance circuit that transfer heat of water in embedded pipes 
through the floor to the room. 

Fan supported radiators have a higher heat transfer coefficient than conventional radiators due 
to the combination of forced (fan assisted) convection and radiation, which lowers the needed 
supply temperature. They can be used in four different fan states. The model of the fan sup- 
ported radiator is an extension of the model of the conventional radiator (similar to equation 3) 
with a heat transfer coefficient depending on different states of the fan as given by equation 4. 
As the nominal power of the four states Q˙ nom differ, the model will change the heat transfer 
coefficient of the FSR depending on the state of the fan. For a conventional radiator, the heat 
transfer coefficient in equation 4 remains constant and is calculated using nominal values. The 
equations of the conventional radiator model are the same as equations 3 and 4, with all values 
replaced by the respective values of the conventional radiator and a fixed nominal power ��
µ<. 

 

 

 

 

 

 

 

 

     ³https://github.com/open-ideas/IDEAS 
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Z� ∆ℎ + ���µ��9 = �Z���	@��,���	@ + Z¶@?<�����,¶@?<���� ���Ú�,Qª×�   (3) 

with ���µ��9 = ¤D�0.5���;� + �@	�� − �1µ
	�<
  

�h� ¤D = ��
µ<�0.5���;�,3µ< + �@	�,3µ<� − �1µ
	3µ< �< (4) 

Z�   Mass flow rate of water through the FSR [kg/s] ∆ℎ         Enthalpy difference between inlet and outlet of the FSR [J/kg] Z���	@        Mass of the water in the FSR [kg] Z¶@?<���   Dry mass of the FSR [kg] ��,���	@      Specific heat constant of water [J/kgK] ��,¶@?<���  Specific heat constant of the material of the FSR [J/kgK] ��Ú�,Qª×  Average temperature of the FSR [K]  

���µ��9    Emitted heat power of the FSR [W]  ��;�            Supply temperature [K] �@	�        Return temperature [K] �1µ
	          Temperature of the zone [K] Z             Exponent of emission (i.e. 1.1 for FSR and 1.3 for radiators based on 
manufacturers’ data) ��
µ<            Nominal power of the respective state of the FSR, constant value for 
conventional radiator ��,
µ<  is indicating the nominal values of the respective temperatures. The algorithm to control 

switching between the four states of the fan can be found in (Heylen & Jordens, 2013). 

Sizing of the FSR is based on data from manufacturers that give the nominal power in the four 
fan states as a function of the temperature difference between room and mean temperature of 
the FSR. On the one hand, it is advisable to keep the supply temperature as low as possible to 
increase the efficiency of the heat production device. On the other hand, this increases the 
investment cost because more radiator units are needed due to lower heat emission per unit. 
The used FSRs have a nominal power emission of respectively 204 W, 796 W, 1084 W and 
1452 W in the four fan states at a mean temperature difference of 20°C between radiator and 
zone. The needed number of units to supply sufficient heat is determined based on the maximal 
power emission of 1452 W and the heat demand of table 4. 

Table 6 summarizes combinations of heat production systems and heat emission systems that 
are considered. Combinations are selected based upon the required supply temperature of the 
emission system, as given between brackets. After a retrofit of the building envelope of the 
older dwellings, the recuperated radiators can be supplied with water at a lower temperature, as 
they were originally sized for a larger heat demand. Domestic hot water (DHW) profiles are the 
same in all dwellings and they are supplied by the heat production system that generates the 
space heating demand. 
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4.3 Heating curve control 

The set point temperature of the heat production system is controlled using a heating curve 
approach (De Coninck et al., 2010), which determines the supply temperature to the emission 
system as a function of the ambient temperature as given by equation 5. 
Table 6: Overview of considered combinations of heat production systems and heat emission 

systems. (Rad = radiators with nominal power expressed at 75/65/20 ◦C) 

 ��;� = �1µ
	 + `��;�,3µ< + �@	�,3µ<2 − �@	�a [\@	9< ]4%
+ `��;�,3µ< − �@	�,3µ<2 − �@	�a \@	9 

(5) 

with \@	9 = N�²J´4N#5?N�²J´4N³´L�KJ [/], �1µ
	 the actual room temperature [°C], ��;� the supply temperature 

[°C], ��;�,3µ< the nominal supply temperature [°C], �@	� the return temperature of the emission 
system, �@	�,3 om the nominal return temperature, ��<� the ambient temperature [°C] and �¶	���
 the minimal ambient temperature used in the nominal heat demand calculation [°C]. 
The exponent m depends on the characteristics of the heat emission system and equals 1.3, 1.1 
and 1 for radiators, FSR and FH respectively. (Hens, 2010; CEN, 2006) 

4.4 Boundary conditions 

Inhabitants are assumed to be present between 7 am and 10 pm, during which the set point of 
the room temperature is 20°C. Outside this period, the set point is taken to be 16°C. This study 
is carried out using Belgian climate data measured in Uccle (Brussels) (2002). In order to assess 
the influence of different electricity price profiles as given in table 2, the simulations are 
repeated for the climate data of 2013, a year for which whole sale market prices are available. 
The characteristics of both climates, i.e. average temperature ��Ú� , maximal temperature �<�
, 
minimal temperature �<�
 and heating degree days (HDD) with respect to 16°C (Hens, 2010) 
are summarized in table 7. 

Table 7: Overview of the climate characteristics of 2002 and 2013 of Uccle (Brussels). 

 

5. RESULTS 

Figure 1 compares the total cost of ownership (TCO) before and after retrofitting the building 
envelope for various generations of dwellings. The bar graph differentiates the types of costs 
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that are involved in a retrofit. Part of the CAPEX of the building envelope, namely €29420, is  
equal in the three cases, due to the costs of new windows, air tightness improvement and the 
large share of labour cost that are equal for all generations irrespective of the level of 
improvements. Next to that, the variable part of the CAPEX of the building envelope and 
investment costs of installations have to be added and finally operational costs, namely energy 
costs, CO2-costs and maintenance costs. 

 
Figure 1: Average total cost of ownership for a period of 50 years of the three considered 

building generations for relevant combinations of the heat emission and production system as 
stated in table 6, with and without a retrofit of the building envelope. Energy prices rise 

according to scenario 1 (O���= 4% and O	9	�= 2.1%). 

Benefits of a building envelope retrofit in the oldest generation are clear as shown by the large 
difference in TCO with and without retrofit in figure 1, but in more recent generations, profits 
strongly depend on the evolution of energy prices. Also table 8 clarifies this, as the DPP is much 
higher when energy prices remain constant. 

Table 8: Summary of average dynamic pay back periods (DPP) for retrofitting the building 
envelope of dwellings of different generations for relevant combinations of the heat emission 

and production system as stated in table 6. Comparison between outside insulation of the 
facade and filling of the cavity wall. Standard deviation for different combinations of heat 

emission and production system is given between brackets 

 

Expensive outside insulation of the facade leads to these limited benefits in more recent 
dwellings. From a pure economical point of view, outside insulation can even not be cost 
effective in recent dwellings. However, this insulation technique incorporates an aesthetic 
advantage by completely renewing the facade of dwellings. When cavity filling is used in the 
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two most recent generations, the DPP reduces considerably, as shown in table 8.  If it is possible 
to apply the latter insulation technique, it is preferred over outside insulation of the facade. 

Table 9 compares the different emission systems for the retrofitted dwelling. This table shows 
the average relative TCO of appropriate combinations of heat production and emission systems 
as indicated in table 6 for a retrofit of the three original dwellings of different ages. The TCO 
of different solutions is expressed relatively to the TCO of the solution with maximal TCO, in 
this case fan supported radiators. Radiators or a new floor heating system have nearly the same 
TCO after retrofitting the building envelope and are nearly 10% cheaper over a 50 year period 
than FSR. From the energetic point of view, however, the FSR has the highest potential of 
reducing the primary energy demand of the dwelling, as shown in the last column of table 9, 
which shows the relative primary energy demand. Radiators have the advantage that no extra 
labour is needed, but the floor heating system and FSR require a lower supply temperature, 
which leads to a higher efficiency of the heat production system counteracted by the higher 
investment cost. The relative cost effectiveness of the emission systems is nearly independent 
of the evolution of the energy (natural gas and electricity) prices. 

Table 9: Comparison between different emission systems after retrofitting the building 
envelope. The second column presents TCO expressed relatively to the TCO of the device with 
maximum TCO. The third column shows the standard deviation for combinations with various 
production systems as stated in table 6, while the fourth and fifth column indicate the relative 
average primary energy use with respect to the FSR and the standard deviation, respectively. 

 

Without a retrofit of the building envelope, heat emission systems’ performance strongly de- 
pends on the efficiency of the heat production device. In the oldest dwelling, a lot of energy can 
be saved by using fan supported radiators in combination with a low temperature heat pump. 
This results in a lower total cost of ownership than using radiators. However, the energy saved 
by retrofitting the building envelope is much higher, so ignoring a retrofit of the building 
envelope is not advisable. In newer generations of dwellings, the absolute reduction of energy 
is more limited and radiators are a more economically favorable solution. 

Using the recuperated radiators is not the best option from an energetic point of view, however 
the results are not far behind FH and FSR. Thus, from an economical point of view, using the 
existing radiators can be profitable. Therefore, figure 2 shows the comparison of the different 
heat production systems with (recuperated) radiators as emission system for the retrofitted 
building envelope. Thermal discomfort is expressed using hot degree hours and cold degree 
hours, which are defined as the temperature difference respectively above and below the 
temperature limit of a predicted percentage of 10 % of dissatisfied (PPD) multiplied by the 
duration of the limit violation. The level of discomfort is of the same order of magnitude for 
different heating system configurations, which allows a correct comparison of different system 
configurations based on annual primary energy use. 
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Figure 2: Annual primary energy use of heat production systems combined with radiators in a 

retrofitted building envelope with the current (2013) Belgian energy prices used for all 
production systems. 

The lowest primary energy demand with radiators as emission system is obtained with a HTHP. 
The results of the LTHP are almost similar, although if an emission system is used that requires 
a lower supply temperature, the primary energy use of a LTHP reduces significantly. Therefore, 
a HTHP especially makes sense when relatively high supply temperatures are required, e.g. 
radiators in older buildings. Since the HHP combines a GCB and a LTHP, one expects its 
energy use to be between this of a GCB and a LTHP. The simulations show that the HHP 
behaves mainly as a LTHP when the gas price is relatively high compared to the electricity 
price and vice versa. The economic viability of the hybrid heat pump strongly depends on the 
energy cost savings that can be made with respect to the GCB by choosing for the most cost 
effective device, i.e. LTHP or GCB. Therefore, the ranking of heat production devices in 
combination with radiators based on TCO is influenced by the age of the dwelling. The age of 
the dwelling determines the supply temperature when the original radiators are recovered after 
retrofitting the building envelope and thus the efficiency of the heat production system, which 
determines possible energy savings. Table 10 compares the TCO of different heat production 
systems that supply heat to radiators with a retrofitted building envelope. If energy prices are 
constant (scenario 2), the gas condensing boiler outperforms the others, but an increase of 
energy prices (scenario 1) nearly levels out the differences. In the oldest generation, TCO of 
the hybrid heat pump is even smaller than TCO of the GCB for two reasons. First, the low 
temperature heat pump in the hybrid heat pump is used more in this case, because it can use a 
working point with a higher efficiency due to the lower supply temperature of recovered 
radiators. Secondly, the rapid increase of the gas price favors the use of electricity. However, 
in more recent dwellings higher investment costs of the hybrid heat pump with respect to the 
gas condensing boiler cannot be recovered, because the nominal power of the recovered 
radiators is lower than in the older buildings, so required supply temperatures are higher. 
Therefore, the hybrid heat pump uses working points with lower efficiencies, thus its gas 
condensing boiler will be preferred over its low temperature heat pump. As a consequence, 
there will be no net benefit compared to the gas condensing boiler. The high temperature heat 
pump is the most expensive solution. 

The lower part of table 10 shows results with decreasing investment costs due to learning 
aspects in development and manufacturing of systems.  A decrease of 1.6% per year is 
considered for all devices (Weiss, Junginger, & Patel, 2008; Weiss, Dittmar, Junginger, Patel, 
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& Blok, 2009; Bettgenhäuser et al., 2013). This also lowers maintenance costs which are 
expressed as a percentage of investment costs. Due to these learning aspects, the cost 
effectiveness of the heat pumps improves. However, the GCB is still the most profitable 
solution, except for the oldest generation of dwellings with rising energy prices. Without 
learning aspects, the LTHP was approximately 5% more expensive in the generation 1971 - 
1990 with rising energy prices than the GCB. With learning aspects included, the cost 
effectiveness of the LTHP comes close to that of the GCB. The relative cost difference between 
the GCB and the heat pumps reduces, because the GCB already walked through a large part of 
the learning curve. Therefore, reductions in investment cost are lower. Values for the HHP with 
learning aspects included are not given in table 10, because the learning curve is difficult to 
estimate for this novel device, which is the combination of two devices that walked through 
different parts of their learning curves. 
Table 10: Comparison between TCO of heat production systems combined with radiators in 

buildings of three different ages after retrofitting the building envelope. The TCO is relatively 
scaled to the TCO of the gas condensing boiler. Scen 1 represents the first scenario with in- 

creasing energy prices. Energy prices are constant in scen 2. The upper part of the table does 
not take into account learning effects in investment and maintenance costs in contrast to the 

lower part. 

 

As the high temperature heat pump seems less economically interesting based on table 10, the 
focus will be on the LTHP, HHP and GCB. In order to assess the impact of the source of 
electricity generation in different countries on the potential of heat pumps, variable customer 
electricity prices can be considered as smart metering systems might become more wide-spread 
in the future. In this study, these prices are based on whole sale price profiles of 2013 (Epexspot, 
2013) supplemented with grid tariffs, taxes etc. These supplements can be calculated by 
assuming the average of the variable price profile equal to the average price of the fixed price 
contracts in the different countries. The main characteristics of the variable electricity prices 
are summarized in the lower part of table 2. The simulations of dwellings with retrofitted 
building envelope and a heating system using radiators as emission system are repeated for 
different ratios of the average electricity price to average gas price, which results in figure 3. 
The climate data of 2013, as given in table 7, are used for these simulations. Figure 3 allows 
assessing the potential of a heat pump, if the ratio between the average electricity price and 
average gas price and the yearly energy cost for a system with GCB are known. It gives the 
yearly energy cost of a LTHP or HHP solution expressed relatively to the yearly energy cost 
with a GCB for different electricity price profiles. The maximum investment cost that can be 
paid back by the energy cost savings within the lifetime of the devices can be determined based 
on figure 3, if a certain evolution of the electricity prices and gas prices is assumed. The 
obtained investment cost can be compared with the current investment cost of the different 
types of heat pumps. The hybrid heat pump, which could effectively handle the price variations, 
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is an effective investment in France, even if the current electricity and gas prices remain 
constant over the years. This is the case due to the much lower electricity costs as clearly shown 
in figure 3. In Germany, the electricity prices are much higher, which causes the gas condensing 
boiler to outperform the heat pump solutions. The results are mainly influenced by the average 
electricity price rather than by the price profile. 

 
Figure 3: Yearly energy cost of the HHP and LTHP as a percentage of yearly energy cost of 
the GCB, as a function of the ratio of the average electricity price to the average gas price 

using electricity price profiles of France, Belgium and Germany after retrofitting the building 
envelope using radiators as heat emission system. The seasonal performance factor (SPF) of 

the LTHP equals 3.42. Results for the HTHP are very similar to the LTHP, and hence not 
shown. 

6. DISCUSSION OF THE RESULTS 

The results show a large potential to cut costs and energy usage by retrofitting the oldest 
buildings. In order to lower primary energy use, a LTHP combined with FSR leads to the best 
result for both the retrofitted and non-retrofitted dwellings considered in this study. When the 
building envelope has been retrofitted, FH supplied by a LTHP is a very good alternative to 
FSR from an energetic point of view. Also using the existing radiators with the correct heat 
production system is possible, i.e. a LTHP with low supply temperature emissions systems and 
a HTHP when a higher supply temperature is required. 

A comparison of the results with other studies is difficult due to the assumptions made. 
Nevertheless, table 11 compares the primary energy demand with the values of the Tabula 
project (Holm et al., 2011) for a Belgian single family house. The lower primary energy use 
averaged over the different heating systems for each generation compared to the Tabula study 
is amongst others the result of the retrofitting applied in this study. The heat production systems 
used in the Tabula project are a local stove with fuel oil (η = 75%) in generation 1946 - 1970, 
central heating with a fuel oil boiler (η = 70%) in generation 1971 - 1990 and central heating 
with a gas boiler (η = 76%) in generation 1991 - 2005, while this study also uses more efficient 
heat production systems such as heat pumps in the original dwellings. Therefore, the average 
primary energy use is lower. Next to that, the global heat insulation quality is worse in Tabula 
than in this study for generation 1946 - 1970 and 1971 - 1990 due to differences in the geometry 
and air tightness of the building. Another important aspect is the large amount of solar gains 
due to the large percentage of glazing in the southern facade of the considered dwelling. Finally, 
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the static calculation method for the energy use applied in Tabula results in an overestimation 
of energy demand. 
Table 11: Comparison of the primary energy use (Eprim) in the original dwellings averaged 

over various heating system in this study with values in the Tabula brochure (Holm et al., 
2011). 

 

From an economic point of view, the literature confirms that the outside insulation of the facade 
is not an economically optimal measure. Therefore, investment costs are higher and primary 
energy use is lower in this study compared to the results of Verbeeck et al. (Verbeeck & Hens, 
2005). Verbeeck et al. also consider insulation measures, especially roof and floor insulation, 
and better performing glazing, before more efficient heating systems, even though the total net 
present value might be similar or even lower. On the one hand, insulation has a longer life span 
than the heating system and on the other hand, the building’s thermal quality determines the 
design and dimensions of the heating system with a risk of not being adapted if insulation is 
placed after replacing the installation. However, the aim of this paper is not to find the optimal 
solution but to compare different heating systems. 

An important factor in the cost effectiveness of air source heat pumps is the evolution of the 
energy prices. It seems that current Belgian electricity prices are too high compared to gas 
prices, thus the energetic benefits cannot favor heat pumps from the economic point of view. 
This conclusion can also be drawn with learning aspects included, but the economic viability 
of heat pumps is already better in this latter case. However, even with decreasing installation 
costs the cost effectiveness of the heat pumps strongly depends on the evolution of energy 
prices. So, commercializing heat pump systems is one point, but, more importantly, policy 
makers have to focus on the large difference between gas and electricity prices. Possible 
measures could be to introduce a separate and cheaper electricity tariff for owners of a heat 
pump, e.g. only night tariff, or research in thermal energy storage could be stimulated which 
can lead to using heat pumps when electricity is cheaper. With the current evolution to nearly 
zero energy buildings (NZEB) the integration of renewable energy sources is a hot topic. PV 
systems often feed heat pumps, which is an extra incentive for heat pump systems. Mismatch 
in time between supply and demand asks for thermal energy storage. However this applies 
mainly to new buildings. For building owners, a gas condensing boiler is still an economically 
safe investment today. 

7. CONCLUSION 

Retrofits of building envelope and heating systems in the residential sector have a very large 
potential for the reduction of primary energy consumption. From the energetic viewpoint, it is 
always advised to retrofit the building envelope. The heating system has to be upgraded by 
choosing a heat production device that delivers the appropriate supply temperature for the 
emission system, where a heating system with low supply temperature gives better results than 
a high temperature system. Overall, the air source heat pump has a large energetic saving 
potential. 

In contrast, the economic potential of air water heat pumps strongly depends on the evolution 
of the energy prices and investment costs. This discrepancy between the energetic and economic 
results can be diminished by using a more favorable electricity tariff for owners of a heat pump. 



P039 Page 16 

 

9th International Conference on System Simulation in Buildings, Liege, December 10-12, 2014 

 

Nevertheless, today the gas condensing boiler still seems to be a cost effective choice for 
building owners in Belgium and Germany due to the low gas price with respect to the electricity 
price. In France, however, especially hybrid heat pumps are a more cost effective investment 
due to the relatively low average electricity price with respect to the average gas price. 
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A. GEOMETRY OF THE BUILDING 

 
Figure 4: Geometry of the building  

 
 



 

 



 

 

Short conclusions by Vincent Lemort 
One of the major topics covered by the conference was simulation of advanced control of 
HVAC systems in buildings. Advanced control is a mean of improving the energy performance 
of buildings, of allowing for their efficient integration into energy grids and more generally of 
reducing their operating cost.  

- Among others, Model Predictive Control has been largely covered by the conference.  
- A technique to cope with the non-convexity of the optimal control of HVAC systems 

was proposed.  
- The coordination of the control of roof top units in buildings, based on appropriate 

algorithms, can yield significant energy savings.  
- A new methodology, using Generalized Linear Models, was proposed to extract 

decision models from the dynamic programming results. 

The integration of renewable energy sources into buildings was illustrated during the 
conference. 

- It was investigated how to increase the SPF of a ground source heat pump coupled to 
solar collectors and to a buffer tank. 

- A new concept of reversible heat pump/organic Rankine cycle system was proposed. 
- Various energy efficiency measures to achieve net zero energy in a mid-rise apartment 

in Canada were investigated using Trnsys. Different heating systems were investigated: 
conventional heat pumps, solar assisted GSHPs, cold climate HPs. Optimizing the solar 
assisted heat pump showed promising results. 

- A computational model of a district heating network (DHN) has been built in Modelica. 
It includes the heating plant (gasifier), the DHN, the buildings and a thermal energy 
storage. Thanks to the latter, the utilization of the gasifier was improved. 

Simulation, with different degrees of complexity, is often necessary to analyse and assess the 
building energy use. 

- The impact of refined HVAC systems efficiency determination on monthly calculation 
was investigated. 

- Not only more efficient and better-controlled HVAC systems can contribute to the 
improvement of energy performance. There is an urgent need for realistic models of 
lighting and appliances load profiles 

- Occupant behavior plays a large role on building energy consumption. It can explain (at 
least partially) the gap between prediction by Energy Performance Certificate and actual 
performance of buildings. 

Buildings can play an important role in the management of energy grids. The topic of Demand 
Side Management has been largely covered during the conference. 

- Electrification of domestic heating and vehicle is a mean of achieving greenhouse gases 
emissions reduction. Through simulation, the impact of moving heat pumps and electric 
vehicle consumption to off-peak periods was investigated. 

- The investigation of the upper limit of potential of net-metering programs to promote 
load matching through load shifting was shown. This work emphasized the consumer’s 
cost benefit. 

- An integrated city planning tools combining GIS with electricity grid and building 
simulation programs was presented. 

- The optimal chiller operation for integration into smart grids was studied. Optimal 
curves of high-energy efficiency to be implemented into control and management 



 

 

system of chillers have been derived based on semi-empirical models calibrated using 
manufacturer data. 

Advanced control often relies on reduced order models of systems and buildings.  

- Optimization of heating start-up was conducted using algorithms based on low order 
models. 

- A methodology to aggregate set of buildings to model country’s building stock for 
demand side management studies with heat pumps was shown. The work answered the 
question of how to reduce the number of buildings needed in order to represent multiple 
user behaviors. It investigated the influence of model complexity (COP formulation, 
emission systems modeling, etc.) on the aggregated results. 

- A computational efficient and accurate building stock model, based on a typology of 
buildings was proposed. The work addressed the impact of the modeling approach on 
the accuracy of the building stock model. 

- A practical and scalable multi-zone building inverse modeling methodology was 
presented. It is useful for control and analysis of existing buildings. It decouples the 
weakly coupled zones and groups the ones with strong thermal interactions + eliminate 
non-significant parameters. 

Building and HVAC systems models have to be validated with experimental data 

- A new systematic and experimental methodology has been proposed in order to 
determine parameters of simple R-C building models. 

- An adapted co-heating test and experimental infrastructure for characterising the 
dynamics of residential buildings was presented. 

- Results of “blind validation” of building energy simulation tools, conducted in the frame 
of the EBC Annex 58, were analysed.  

Besides control of HVAC systems, a way of improving the energy performance of buildings is 
to design innovative and efficient components. Such developments require advances in 
modeling techniques. Examples of innovative components and advanced modeling techniques 
were presented during the conference.  

- An optimized hydraulic layout can increase the seasonal COP and decrease the primary 
energy demand of geothermal heat pumps associated with TABS. 

- A new simple wood stove model has been proposed. 
- A design tool for piles heat exchangers (smaller depth to radius ratio than boreholes) 

was developed. 
- A new system of dehumidification based on a zeolite membrane was shown and 

investigated based on modeling. It is an alternative to refrigerant dehumidification or 
desiccant dehumidification. 

- A comparison between one-stage and two-stage desiccant wheels was presented 

Control strategies of HVAC components can be tested on simulated duty cycles by means of 
Hardware-in-the-loop (Hil) methods.  A new building emulator has been presented. It can 
replace field tests by imposing real conditions to HVAC systems. 
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