On the room temperature ferroelectricity of hydrogen-bonded charge transfer crystals
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We present a theoretical investigation of the anomalous ferroelectricity of mixed-stack charge transfer molecular crystals, based on the Peierls-Hubbard model, and first principles calculations for its parameterization. This approach is first validated by reproducing the temperature-induced transition and the electronic polarization of TTF-CA, and then applied to a novel series of hydrogen-bonded crystals, for which room temperature ferroelectricity has recently been claimed. Our analysis shows that the hydrogen-bonded systems present a very low degree of charge transfer and hence support a very small polarization. A critical reexamination of experimental data supports our findings, shedding doubts on the ferroelectricity of these systems. More generally, our modelling allows the rationalization of general features of the ferroelectric transition in charge transfer crystals, and suggests design principles for materials optimization.

Mixed-stack charge transfer (CT) crystals (e.g. TTF-CA, TTF-Ba) are a spectacular example of multifunctionality in organic materials. Being one of the few examples of quantum ferroelectricity among organics [14], CT crystals offer novel opportunities to achieve magnetoelectric control of the polarization [3], and for the realization of ultrafast nonlinear optical oscillators [6]. Moreover, the occurrence of photoinduced phase transitions [7] triggered by multie excitonic phenomena [8, 9] make these systems interesting for optical switching, memory and energy generation applications.

This intriguingly rich physics emerges from a quite simple structure, in which electron-donor (D) and -acceptor (A) molecules pack in an alternating one-dimensional (1D) pattern \( D^\rho A^\rho \cdots D^\rho A^\rho \) characterized by a fractional charge transfer \( \rho \) (see Figure 1(a)). Both neutral (N, \( \rho \lesssim 0.5 \)) and ionic (I, \( \rho \gtrsim 0.5 \)) CT crystals are known, and a few of them can undergo the so-called N-I transition, from a N phase to a low-temperature (T) and high-pressure I phase [10-12]. In I systems a generalized Peierls instability may lead to a dimerization of the lattice, and ferroelectric phases characterized by an exceptionally strong electronic polarization, pointing antiparallel to molecular displacement dipoles [3].

The archetypal organic CT ferroelectrics are the complexes of tetratiafulvalene-halo-p- benzoquinone (TTF-QBr\(_x\)Cl\(_{1-x}\)) family, presenting transition temperatures \( T_c = 81, 67 \) and 53 K for \( x = 0 \) (TTF-CA), \( x = 1 \) and \( x = 4 \) (TTF-BA), respectively [1]. Room-temperature ferroelectricity has recently been reported in a novel series of CT crystals characterized by the presence of a supramolecular network of hydrogen-bonds (H-bonded charge transfer - HBCT, see Figure 1) [13]. This seems to pave the way for their application in realistic all-organic devices. Remarkably, CT and H bonds, two phenomena possibly which both lead to ferroelectricity in molecular systems [1] [14] [15], coexist in HBCT.

In this Letter, by means of a novel theoretical approach based on a model Hamiltonian fed with first principles inputs, we discuss on equal footing TTF-CA and HBCT, to determine the origin of the unprecedented properties of the latter and provide general insights on the anomalous ferroelectricity of mixed-stack CT crystals.

Electronic and structural instabilities of CT crystals are described by the 1D Modified Hubbard Hamiltonian with electron-phonon coupling [16] [17], which, in conjunction with the modern theory of polarization in di-electrics [18], provides a coherent framework that explains the divergence of the dielectric constant [19] [20], vibrational spectra [17] [21] and diffuse X-ray data [22]. The physics of CT crystals is captured in its essence by the infinite-correlation limit [23] of the Modified Peierls-
Hubbard (MPH) Hamiltonian:

\[
H = \Gamma_{\text{eff}} \sum_i (-1)^i \hat{n}_i - t \sum_{i,\sigma} \left[ 1 + (-1)^i \delta \right] \hat{b}_{i,\sigma} + \frac{N t}{2\varepsilon_\delta} \delta^2
\]

where \( \Gamma_{\text{eff}} \) is the effective ionization gap of a DA pair, \( t \) is the CT integral, and \( \delta \) is the dimensionless coordinate of the Peierls mode, with relaxation energy \( \varepsilon_\delta \); \( \hat{b}_{i,\sigma} = (\epsilon_{i,\sigma} c_{i+1,\sigma} + H.c.) \) is the bond-order operator, and \( N \) is the number of sites. Hamiltonian (1) describes a continuous transition from a neutral band-insulating to an ionic Mott-insulating state upon decreasing \( \Gamma_{\text{eff}} \). At the critical point, characterized by a divergent polarization, the instability to lattice dimerization becomes unconditional, so that the I phase is always polar at \( T = 0 \).

A more realistic model for CT crystals can be obtained by including electrostatic interactions in the 3D solid and intramolecular Holstein vibrations, allowing to describe discontinuous N-I transitions [16,17]. A mean-field treatment of electrostatic interactions leads to the self-consistent 1D Hamiltonian:

\[
H_{\text{CT}} = (\Gamma + V/2 + q + \varepsilon_c \rho) \sum_i (-1)^i \hat{n}_i
\]

\[-t \sum_{i,\sigma} \left[ 1 + (-1)^i \delta \right] \hat{b}_{i,\sigma} + \frac{N t}{2\varepsilon_\delta} \delta^2 + \frac{N t}{2\varepsilon_q} q^2
\]

plus constant terms [17]. Here, \( 2\Gamma \) is the energy to ionize a DA pair at infinite distance and \( V \) is the nearest-neighbor electrostatic interaction; \( q \) is the coordinate of the Holstein mode, with relaxation energy \( \varepsilon_q \), and \( \varepsilon_c = 2M - V \), where \( M \) is the Madelung energy measuring the total strength of electrostatic interactions.

Traditionally, the model parameters were derived from experiments [17,24], and empirical relationships between \( \Gamma_{\text{eff}} \) or \( V \) and \( T \) (or pressure) were established in order to induce the N-I transition [21,22]. In this work we instead propose a novel and general approach to the model parameterization based on density functional theory (DFT). This strategy is first validated by reproducing the \( T \)-induced N-I transition of TTF-CA, and then applied to the series of HBCT crystals.

The values of \( t \), \( \delta \) and \( \Gamma' = \Gamma + V/2 \) are obtained by mapping DFT calculations on DA dimers to the corresponding effective model. We perform DFT calculations on nearest neighbor DA dimers extracted from the crystal structures (at different \( T \) for TTF-CA) [18,23,26], and compute energy and intermolecular CT in the singlet \( (\rho_1) \) and triplet \( (\rho_3) \) ground states. We adopt three recent hybrid functionals, CAM-B3LYP, \( \omega B97X \) and M06-HF as implemented in the Gaussian09 suite [27]. \( \rho_1 \) and \( \rho_3 \) were evaluated with natural population analysis atomic charges [28].

On the other hand, in the strong-correlation limit (excluding double excitations, \( D^2 \lambda^2 \), on physical grounds), the Modified Hubbard Hamiltonian for a DA dimer factorizes into a two-state model for the singlet subspace, plus three fully-CT \( (\rho_3 = 1) \) triplet states that are unaffected by the CT interaction (see Figure 2(a)). This simple analytical model is fully characterized by the two parameters \( t \) and \( \Gamma' \), whose values can be obtained from closed expressions in terms of the singlet-triplet gap, \( \Delta_{ST} \), and the singlet ground-state CT, \( \rho_1 \), calculated with DFT. By considering the symmetry inequivalent dimers one can access both \( t \) and \( \delta \) [29].

The values of \( t \), \( \delta \) and \( \Gamma' \) for TTF-CA and HBCT are shown in panels (b) and (c) of Figure 2. For TTF-CA we obtain a nearly \( T \)-independent \( t \) and comparable results for different functionals, with CAM-B3LYP achieving a quantitative agreement with previous empirical estimates, \( t \sim 0.21 \text{eV} \) [24]. \( \Gamma' \) shows an increasing trend with temperature, ascribable to the weakening of the nearest-neighbor interaction \( V \) with the lattice expansion.

![FIG. 2](color online) Model parameters calculated for TTF-CA and HBCT. (a) Sketch of the energy levels for a DA dimer. (b-c) Values of \( t \) (red/dark gray symbols), \( t - \delta \) (cyan/light gray) and \( \Gamma' = \Gamma + V/2 \) (green) obtained from CAM-B3LYP (circles), \( \omega B97X \) (pluses) and M06-HF (crosses) functionals and 6-31+G* basis set. Squares correspond to the environment polarization contribution to the DA ionization energy, \( \Gamma_p < 0 \). (d) Madelung energy, \( M \), and \( \varepsilon_c \) (inset).

A very different scenario emerges for HBCT crystals, which are characterized by \( t \) values comparable to TTF-CA, smaller dimerizations \( (\delta < 0.1 \text{eV}) \) and, most importantly, values of \( \Gamma' \) more than 0.5 \text{eV} larger than in TTF-CA. The last result is clearly due to the weak DA character of HBCT complexes, as also confirmed by experimental [18,23] and calculated redox potentials [29].

The other crucial parameters entering Hamiltonian (2) are those quantifying electrostatic interactions in the solid. \( M \) and \( \varepsilon_c \) are here evaluated with a point-charge model, in which dielectric screening is accounted for with a microscopic model for molecular polarization, based on DFT inputs [29,31].

The computed values of \( M \), shown in Figure 2(d), are
large and negative as foreseeable for ionic lattices. The Madelung energy decreases with $T$ in TTF-CA, confirming the expected gain in electrostatic energy upon lattice contraction. Smaller $M$ values are found for HBCT: the difference with respect to TTF-CA is due to the looser molecular packing in the presence of side chains.

The polarization of the environment is also responsible for a renormalization of the crystal ionization gap with respect to its gas-phase value, i.e., $\Gamma \to \Gamma + \tilde{\Gamma}_p$ [20]. $\Gamma_p$ (squares in Figure 2(c)) has been evaluated to be about $-0.2$ eV [20].

With the set of parameters at hand we can now perform MPH calculations specific for TTF-CA and HBCT. As in previous works [21, 22], Hamiltonian (2) is diagonalized exactly for chains with $N = 16$ sites and periodic boundary conditions. 3D electrostatic interactions are treated at the mean-field level. The Peierls phonon coordinate, $\delta$, is set to the values determined from experimental structures (see Figure 2(b)), while the Holstein coordinate is relaxed [22]. In the following, we will show results obtained with the CAM-B3LYP estimates of $t$, $\delta$ and $\Gamma$.

The polarization along the stack (crystal axis $a$ in TTF-CA) can be decomposed in an electronic contribution, $P_{el}$, and an ionic one, $P_{ion}$. According to the modern theory of polarization, $P_{el}$ is computed as a Berry phase [18, 20, 21]:

$$P_{el} = \frac{e d}{\pi \Omega} \text{Im} \ln(\Psi) \exp \left( \frac{i 2\pi \hat{M}}{\Omega} \right) |\Psi\rangle \tag{3}$$

where $\Psi$ is the many-body ground state, $\hat{M}$ is the dipole moment operator of the open-boundary chain, $d$ is the intermolecular distance (at $\delta = 0$), $\Omega$ is the volume per DA pair and $e$ the elementary charge. The ionic contribution, due to frozen charges $\pm \rho$ at molecular sites displaced by $u$ (see Figure 1(a)), is $P_{ion} = e \rho u / \Omega$.

The electronic polarization computed for TTF-CA, shown in Figure 3(b), is of the order of magnitude of experimental values (6.3 $\mu$C cm$^{-2}$ at 51 K [23]), and correctly points antiparallel to the almost negligible ionic contribution, as also reported by Giovanni et al. [25]. $P_{el}$ is evaluated at both the calculated and experimental ionicity, showing a very good agreement with experiments in the second case. This allow us to conclude that, apart from inaccuracies in the estimation of $\rho$, the MPH model provides a quantitative description of the electronic polarization of CT crystals. The better result obtained for $P_{el}$ with respect to the previous ab initio attempts [23, 24], suggests that an explicit, though approximate, treatment of the strong correlations seems to be more important than other details of the electronic structure.

MPH calculations for HBCT predict all the three crystals to be largely neutral ($\rho < 0.1$) and characterized by very small polarizations (see Figure 3(c) and (d)). This is in marked contrast with the results of Ref. [23], where HBCT crystals were attributed $\rho$ values spanning a range of 0.4-0.9 and polarization comparable to or higher than TTF-CA. The discrepancy between experiment and theory is addressed in the following.

Experimental estimates of $\rho$ in CT crystals rely on the linear dependence of the frequency of asymmetric C=O stretchings on the molecular charge, as it is well established for CA complexes [35]. A similar procedure has been used for HBCT in Ref. [13], where a tiny hardening of the C=O mode of A1, $\Delta \tilde{\nu} = \tilde{\nu}_c - \tilde{\nu}_0 = 14$ cm$^{-1}$, has been ascribed to the complete molecular ionization. This is at odds with what is observed in CA, where, in agreement with chemical intuition, the relevant bond strongly weakens in ionized molecules ($\Delta \tilde{\nu} = -160$ cm$^{-1}$) [35]. Normal mode calculations on neutral and charged molecules yield $\Delta \tilde{\nu} = -198$ and $-89$ cm$^{-1}$ in CA and A1, respectively [29]. This leads us to conclude that the $\rho$ values of HBCT crystals are actually very similar and quite small.

Further confirmation of our ionicity estimates can be found by considering the whole experimental scenario. The relationship between $\rho$, the frequency of the CT optical transition, $\omega_{CT}$, and the difference between the re-

![FIG. 3: (color online) Ground-state ionicity and polarization of TTF-CA and HBCT calculated with the MPH model and CAM-B3LYP parameters in Fig. 2 (data points). Higher $T$-resolution for TTF-CA (lines) is obtained with diagonalizations for interpolated values of the parameters. The calculations describe the $T$-induced N-I transition of TTF-CA (a), and the direction and magnitude of the polarization (b). Unlike in Ref. [13], all HBCT crystals are found to be largely N (c) and with negligible $P$ (d) (see text).](Image 338x641 to 541x790)
dox potentials of D and A, \( \Delta E_r \), has been established in Torrance’s V-shaped diagram, which has been empirically validated for many CT crystals \([10]\). While TTF-CA lies at the boundary between N and I phases, the experimental values reported for HBCT (\( \omega_{\text{CFT}} \sim 1.4 – 1.8 \text{ eV} \) and \( \Delta E_r \sim 1.1 – 1.6 \text{ eV} \) \([13]\)) safely locate these systems in the N region.

The polar crystal structures of HBCT were obtained by refining low-\( T \) (84-100 K) X-ray diffraction data in non-centrosymmetric space groups. The only argument brought in support of the room-\( T \) polarity of these systems is the violation of the mutual exclusion rule in infrared (IR) and Raman spectra \([13]\). However for HBCT there is no evidence of the very intense vibronic bands characterizing the IR spectra of dimerized stacks \([35]\). The coincidence of Raman and weak IR bands in busy vibrational spectra (because of the presence of side chains) should be considered accidental rather than a proof of the polarity of HBCT.

Finally, the polarization hysteresis loops of the HBCT crystals at room-\( T \) show neither saturation nor reproducibility. These features are reminiscent of artifacts due to leakage current \([36, 37]\), which are indeed mentioned to occur in HBCT, especially at high \( T \) \([13]\). Moreover, we note that the remnant polarization reported for A1-D4 is one order of magnitude higher than the upper limit prescribed by the modern theory of polarization for one-electron transfer. Both theory and experiments cast doubts over the ferroelectricity of HBCT, calling for an unambiguous proof of the structure polarity and cleaner dielectric measurements.

In order to offer a comprehensive picture of the ferroelectric transition in CT crystals, we now present the general properties of the charge and lattice instability of the MPH model. This provides useful guidelines for achieving robust ferroelectrics with high \( T_c \). As is well known, the increase of \( \rho \) triggers the lattice instability and the ground-state potential in Figure 4(a) develops a double well. The minima at \( \pm \delta_{eq} \) correspond to polar phases of opposite polarization \([16, 17]\). The depth of the wells (\( \Delta E \) in Figure 4(b)) determines the stability of the polar phase against thermal fluctuations. \( \Delta E \) increases with the lattice softness and reaches a maximum at \( \rho \sim 0.6 \). In this regime, the lattice instability has a Peierls-like mechanism, with delocalized electrons forming a bond-order charge density wave. Conversely, the spin-Peierls instability of localized spins in the Mott-insulating I phase, results in vanishing \( \Delta E \) in the \( \rho = 1 \) limit. This explains why TTF-BA, featuring \( \rho = 0.95 \) up to room \( T \), dimerizes only below 53 K, while higher transition temperatures are observed for TTF-CA and TTF-QBrCl\(_3\), which both undergo ferroelectric transitions to I phases with \( \rho \sim 0.55 \).

The magnitude of the electronic polarization is determined by the ionicity and the dimerization amplitude as shown in Figure 4(d). \( P_{el} \) is an odd function of \( \delta \) and vanishes by symmetry in the regular stack. \( P_{el} \) remains small at low ionicities, while, for \( \rho > 0.6 \), it becomes large and discontinuous at \( \delta = 0 \). Sizable CT (\( \rho > 0.3 \)) is therefore an essential requisite to obtain a strong electronic polarization, which is instead less sensitive to the dimerization amplitude. Large and nonlinear variations of \( P_{el} \) with \( \delta \) are signatures of the strong entanglement of correlated, yet delocalized, electrons with vibrations, suggesting that the concept of Born effective charges should be used with caution in these systems.

Hydrogen bonds can alter this picture, both by affecting the crystal packing (e.g. by favoring polar phases) or being responsible for an additional contribution to the polarization, as reported for several single- and multi-component H-bonded ferroelectrics \([11, 14, 15]\). Our calculations account only for the structural effect on CT through the evaluation of the model parameters at experimental geometries. The polarization of H-bonded ferroelectrics originates from the rearrangement of the \( \pi \)-conjugated electron system associated with the collective proton transfer, as also confirmed by DFT calculations \([14, 38]\). Since the weak H bonds of HBCT do not imply similar charge reorganization, we exclude that they could be responsible for the discrepancy between our estimate for the polarization and the data in Ref. \([13]\).

In conclusion, we present a novel and general approach to the modelling of mixed-stack CT crystals, which is able to capture the anomalous electronic ferroelectricity of TTF-CA. We show that the novel HBCT complexes are all characterized by very low ionicities, as confirmed by a close reading of the original experimental data. The latter do not unambiguously demonstrate the presence of ferroelectricity. More generally, the theoretical framework we propose for CT crystals, by allowing one to target chemical specificity while fully accounting for the strong electronic correlations, is a powerful tool for the comprehension of the complex physics governing these promising multifunctional materials.
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