
Geomorphology 214 (2014) 339–355

Contents lists available at ScienceDirect

Geomorphology

j ourna l homepage: www.e lsev ie r .com/ locate /geomorph
The evaluation of unmanned aerial system-based photogrammetry and
terrestrial laser scanning to generate DEMs of agricultural watersheds
Mohamar Moussa Ouédraogo a,⁎, Aurore Degré a, Charles Debouche a, Jonathan Lisein b

a Systèmes Sol-Eau, Gembloux Agro-Bio Tech, Université de Liège, Passage des Déportés 2, Gembloux, Belgium
b Gestion des Ressources Forestières et des Milieux naturels, Gembloux Agro-Bio Tech, Université de Liège, Passage des Déportés 2, Gembloux, Belgium
⁎ Corresponding author. Tel.: +32 81 62 22 41; fax: +
E-mail address: mohamarmoussa.ouedraogo@ulg.ac.b

http://dx.doi.org/10.1016/j.geomorph.2014.02.016
0169-555X/© 2014 Elsevier B.V. All rights reserved.
a b s t r a c t
a r t i c l e i n f o
Article history:
Received 8 January 2013
Received in revised form 13 February 2014
Accepted 23 February 2014
Available online 1 March 2014

Keywords:
DEM
Terrestrial laser scanning
UAS
Agricultural watershed
Errors
Agricultural watersheds tend to be places of intensive farming activities that permanently modify their
microtopography. The surface characteristics of the soil vary depending on the crops that are cultivated in
these areas. Agricultural soil microtopography plays an important role in the quantification of runoff and sedi-
ment transport because the presence of crops, crop residues, furrows and ridges may impact the direction of
water flow. To better assess such phenomena, 3-D reconstructions of high-resolution agricultural watershed to-
pography are essential. Fine-resolution topographic data collection technologies canbe used to discern highly de-
tailed elevation variability in these areas. Knowledge of the strengths and weaknesses of existing technologies
used for data collection on agricultural watersheds may be helpful in choosing an appropriate technology. This
study assesses the suitability of terrestrial laser scanning (TLS) andunmanned aerial system (UAS) photogrammetry
for collecting the fine-resolution topographic data required to generate accurate, high-resolution digital elevation
models (DEMs) in a small watershed area (12 ha). Because of farming activity, 14 TLS scans (≈25 points m−2)
were collected without using high-definition surveying (HDS) targets, which are generally used to mesh adjacent
scans. To evaluate the accuracy of the DEMs created from the TLS scan data, 1098 ground control points (GCPs)
were surveyed using a real time kinematic global positioning system (RTK-GPS). Linear regressions were
then applied to each DEM to remove vertical errors from the TLS point elevations, errors caused by the
non-perpendicularity of the scanner's vertical axis to the local horizontal plane, and errors correlated
with the distance to the scanner's position. The scans were then meshed to generate a DEMTLS with a 1 × 1 m
spatial resolution. The Agisoft PhotoScan and MicMac software packages were used to process the aerial photo-
graphs and generate a DEMPSC (Agisoft PhotoScan) andDEMMCM (MicMac), respectively, with spatial resolutions
of 1 × 1 m. Comparing the DEMswith the 1098 GCPs showed that the DEMTLS was the most accurate data prod-
uct, with a root mean square error (RMSE) of 4.5 cm, followed by the DEMMCM and the DEMPSC, which had RMSE
values of 9.0 and 13.9 cm, respectively. The DEMPSC had absolute errors along the border of the study area that
ranged from 15.0 to 52.0 cm, indicating the presence of systematic errors. Although the derived DEMMCM was
accurate, an error analysis along a transect showed that the errors in the DEMMCM data tended to increase in
areas of lower elevation. Compared with TLS, UAS is a promising tool for data collection because of its flexibility
and low operational cost. However, improvements are needed in the photogrammetric processing of the aerial
photographs to remove non-linear distortions.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Digital elevation models (DEMs) are among the most important
spatial information tools used in geomorphological applications be-
cause they allow for the extraction of crucial attributes, such as
slope, aspect, profile curvature, and flow direction. Elevation data
can be acquired from three main sources (Nelson et al., 2009): (1)
ground surveys (Peucker et al., 1978; Niewinski, 2004); (2) existing
topographic maps (Gooch et al., 1999; Henry et al., 2002; Fabris and
32 81 62 23 16.
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Pesci, 2005; Hladik and Alber, 2012); and (3) remote sensing
(Huising and Gomes Pereira, 1998; Wehr and Lohr, 1999;
Eisenbeiss and Zhang, 2006; Guarnieri et al., 2009; Höhle, 2009). Al-
though ground survey techniques are very accurate compared with
topographic maps and remote sensing, the data acquisition can be
time-consuming when the applications require high-resolution
DEMs. Remote sensing technologies, including airborne photogram-
metry and satellite photogrammetry, interferometry, and light de-
tection and ranging (LiDAR) techniques, can be costly for areas of
only a few km2 (Eisenbeiss, 2009). The rapid development of tech-
nology over the past few years has seen the emergence of new, flex-
ible, fine-resolution topographic data collection technologies, such
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as terrestrial laser scanning (TLS) and unmanned aerial system
(UAS) photogrammetry.

1.1. Use of DEMs in agriculture

Several approaches have been used to generate DEMs for agricultur-
al applications. DEMs can be generated from handheld high-resolution
cameras located a few meters above ground level. This technique was
assessed by Warner (1995) on a 1 m2 plowed field. He suggested that
this method was suitable for mapping tilled soil over areas of a few
squaremeters and did not require any photogrammetric experience, al-
though it is less precise than traditional close-range photogrammetry.
This technique has been widely used in many studies to assess agricul-
tural soil erosion and deposition (Yang et al., 2009; Gessesse et al.,
2010), quantifying water storage on soil surfaces (Bogner et al., 2013),
identifying and characterizing clods (Taconet et al., 2010), assessing
gully locations (Svoray andMarkovitch, 2009) and determining agricul-
tural soil roughness (Taconet and Ciarletti, 2007). Other techniques
used to generate agricultural soil DEMs include using contour lines to
calculate potential surface runoff (Rosatto et al., 2011), DGPS (Differen-
tial Global Positioning System) for mapping grain and straw (Reyniers
et al., 2006), laser tachometry for quantifying and explaining the origin
of the morphological and geochemical properties of soil that has accu-
mulated in terraces (Salvador-Blanes et al., 2006), profile laser scanning
for clod detection (Hammad et al., 2006), and TLS, which is an emerging
technology for characterizing soil tillage characteristics at very high res-
olutions (Barneveld et al., 2013).

Most of the applicationsmentioned here usedDEMs thatwere only a
few square meters in area and that were located mainly on one plot.
However, applications (e.g., runoff pathway extraction, and basin delin-
eation) often require DEMs of an entirewatershed of a few hectares that
comprises several plots, so it is necessary to use technologies that have
the flexibility to produce high-resolution DEMs over several hectares,
such as TLS and UAS photogrammetry.

1.2. Terrestrial laser scanning

The TLS technique involves sending and receiving laser pulses to
build a point file of 3D coordinates of the scanned surface. The time of
travel for a single pulse reflection is measured along a known trajectory
and allows the distance from the laser, and consequently the position of
the point of interest, to be computed. Using this methodology, data col-
lection occurs at a rate of thousands of points per second and generates
a point cloud of 3D coordinates.

TLS has been used for a variety of applications, including structural
monitoring (Brinkman and O'Neill, 2000; Gordon et al., 2003; Smith,
2005; Guarnieri et al., 2006; Landes and Grussenmeyer, 2011), record-
ing cultural heritage (Vozikis et al., 2004; Jütte, 2008; Kersten et al.,
2008; Eisenbeiss, 2009; Goulette, 2009; Herbin, 2012), landslide moni-
toring (Aber et al., 2002; Fotinopoulos, 2004; Gonzalez-Aguilera and
Gomez-Lahoz, 2009) and forensic characterization (Webster and
Olivier, 2007; Zhang, 2008; Haala et al., 2011).With ongoing technolog-
ical improvements, the field of TLS has expanded, and many studies
have used TLS data to generate DEMs (Mitas and Mitasova, 1999; Lane
et al., 2000; Hirano et al., 2003; Guarnieri et al., 2009; Coveney et al.,
2010; Perroy et al., 2010; Coveney and Fotheringham, 2011; Smith
et al., 2011; Eitel et al., 2011a; Barneveld et al., 2013).

Although many studies have investigated agricultural fields to
model crop growth (Eitel et al., 2010, 2011b; Ehlert and Heisig, 2013),
few have assessed the suitability of TLS data for generating DEMs of ag-
ricultural soil surfaces (Barneveld et al., 2013), and there is a lack of re-
search at the watershed scale. Such data, however, could provide high-
resolution, accurate DEMs for hydrological process modeling. In partic-
ular many agricultural watersheds are facing intense farming activities
that change themicrotopography of the land andmake them very diffi-
cult to accurately model.
An agricultural watershed area generally contains more than one
plot. Depending on the time of year, plots differ in soil structure and
cover, which can change their topography. Many studies have reported
that the most relevant characteristics of agricultural soil surfaces, such
as crusting (Cerdan et al., 2002; Le Bissonnais et al., 2005; Carmi and
Berliner, 2008; Rodríguez-Caballero et al., 2012), roughness (Takken
et al., 2001a,b; Rai et al., 2010; Zhao et al., 2013), and crop and crop res-
idue cover (Wilson et al., 2008; Sasal et al., 2010) affect infiltration, tem-
porary storage capacity, runoff rates and direction, and erosion. The
ability of TLS to produce high-resolution DEMs that are capable of re-
solving individual ridges and depressions is particularly useful for the
detailed surface characterization and micro-scale hydrological model-
ing necessary to determine the runoff direction. The presence of crops
and crop residues on agricultural plots and the effect of tillage on soil
structure, however, can make the data collection difficult and make
the data have questionable value. It is therefore debatable whether
TLS technology is suitable for collecting and analyzing data to be used
for the creation of DEMs of agricultural watersheds.

1.3. UAS photogrammetry

Theuse of stereoscopic aerial photographic pairs for generatingDEMs
has been extensively investigated— see Gruen (2012) for a review of the
development of image-matching since 1960. Nevertheless, themethod is
constrained by the price and flexibility of traditional aerial surveys
(manned aircraft), which are unsuitable for surveying small areas
(±1 km2). The recent use of UASs in geomatics offers a cost-effective
way to produce aerial imagery at very high spatial and temporal resolu-
tions. Examples of UASs include motorized paragliders (Jütte, 2008),
blimps (Ries and Marzolff, 2003; Gonzalez-Aguilera and Gomez-Lahoz,
2009), kites (Smith et al., 2009), balloons (Fotinopoulos, 2004), fixed-
wing UASs (Haala et al., 2011; Kung et al., 2011) and rotary-wing UASs
(Zhang, 2008; Niethammer et al., 2010). The expected ground pixel spa-
tial resolution can be less than 10× 10 cm, and only small investments of
time andmoney are required for small studies. In addition, the flexibility
of UASs enables a time series of aerial photographs to be acquired and
used to detect changes in microtopography that can affect hydrological
processes (e.g., soil runoff).With small human interventions, i.e., the des-
ignation of several ground control points (GCPs) in the images, an accu-
racy of 0.05–0.20 cm can be achieved (Kung et al., 2011).

Although the use of rapid terrain mapping tools such as micro-UASs
is very promising (Hardin and Jensen, 2011), many issues persist when
mini-UAS photogrammetry techniques are used for scientific purposes;
for details about UAS classification, seeWatts et al. (2012). Recent prog-
ress in computer vision, photogrammetry and computing power has led
to an operational solution for 3D data acquisition that is based on
structure-from-motion photogrammetry, which is also referred to as
structure-from-motion-multi-view stereo (Snavely et al., 2008; James
and Robson, 2012;Westoby et al., 2012; Fonstad et al., 2013). However,
there is still no robust, harmonized methodology for acquiring and pro-
cessing images. The bottleneck occurs mainly in the process chain,
which greatly depends on the software used (and thus, indirectly, on
the algorithm) and has a significant influence on the resulting accuracy.

The accuracy of these approaches needs to be investigated further,
especially in relation to agricultural watersheds where the soil rough-
ness and texture vary due to farming activity. Although many studies
have focused on the accuracy of DEM-based photogrammetry, only a
few applications (Eisenbeiss, 2009; Kung et al., 2011; Vallet et al.,
2011; James and Robson, 2012; Westoby et al., 2012; Fonstad et al.,
2013) have used UAS images because this technology is so new.

1.4. Goal of this article

High-resolution digital elevation models of agricultural watersheds
can be helpful for analyzing the impact of agricultural soil roughness
from tillage, crops and crop residues on geomorphological parameters.



341M.M. Ouédraogo et al. / Geomorphology 214 (2014) 339–355
Therefore, thefirst aim of this study is to produce a high-resolutionDEM
of a small agricultural watershed using elevation data from two emerg-
ing fine-resolution topographic data collection technologies: TLS and
UAS photogrammetry. The second aim is to assess the accuracy,
strengths and weaknesses of each method by comparing the generated
DEMs with ground control points and by highlighting their specific
characteristics. Such comparisons should be helpful for users in choos-
ing the appropriate method for generating high-resolution DEMs of ag-
ricultural watersheds.

2. Material and methods

2.1. Study site

The study site is an easily accessible small watershed (12 ha) in
Wallonia, Belgium (Fig. 1). Thewatershed is free of any human activities
apart from farming and is comprised entirely of agricultural plots. The
mean elevation is 165 m, and the minimum and maximum elevations
are 159 and 169 m, respectively. The area is relatively flat with a mean
slope of 3.67%. The soil is loamywith textural and structural B horizons.
The drainage varies from moderately well-drained to well-drained.

2.2. Data surveying

2.2.1. Ground control points (GCPs)
A total of 1098 points were surveyed across the surface of thewater-

shed from April 2008 to September 2009, and all these points were
retained to assess the DEM's accuracy. The points were approximately
10 m apart on a regular grid, and the data were collected using a Leica
GPS1200 GPS in static RTK mode on the bare surface. This mode gives
highly accurate coordinates of points that can be used to assess the ac-
curacy of less accurate data. The Leica GPS1200 has a nominal accuracy
of 1 cm for the x and y coordinates and 1.5 cm for the z coordinate (Leica
Geosystems, 2008). All the coordinates were surveyed in the Belgian
Datum 1972 projection system. The plots had also been plowed prior
to data collection.

2.2.2. TLS surveying
Data collection on the agricultural watershed using TLS was a deli-

cate operation because the watershed comprised several plots owned
by different farmers. To collect the elevation data, we had to wait until
the crops had been harvested to ensure that the surface was bare or
that the crops were no higher than ±10 cm. In addition, harvesting
crops from the same plot could take several days or several weeks, de-
pending on the weather and the farmer's activities. Thus, the data
were collected each time the plot or a portion of its surface was bare.
This led to individual scans being performed without using any TLS
mesh targets that could be used to link subsequent scans, as was done
Fig. 1. Orthophotograph of the study site that is located at 50°34
(Source: Service Public de Wallonie, Direction Générale Opératio
in other studies (Perroy et al., 2010; Coveney and Fotheringham,
2011). Fourteen overlapping TLS scans obtained from fourteen stations
numbered from ST1 to ST14 (Fig. 2) were needed to cover the entire
surface of thewatershed. The differences in soil tillage across thewater-
shed are illustrated in Fig. 3. Table 1 shows the soil tillage and the num-
ber of points within each scan.

Nine scan stations were initially planned in ArcGIS to obtain the x
and y coordinates for a scanning range of 100 m. Due to ‘shadow
zones’, however, we had to add five more stations to cover the area of
interest. A Leica GPS1200 was used in the RTK mode to locate the sta-
tions on the plots. Two high-definition surveying (HDS) targets were
also surveyed with the Leica GPS1200 for each scan to ensure that the
scanning cloud would be in the correct projection system of Belgian
Datum 1972. The scanning was conducted with a Trimble Gx TLS scan-
ner using the PointScape (v3.1) software. The Trimble Gx uses a class 2
pulsed 532 nm green laser with a standard distance range of 200 m. Its
field of view is limited to 360° × 60°, with an asymmetric vertical por-
tion that is approximately 40° above the horizon. The device's scanning
speed is up to 5000 points per second, and it operates in a single-return
laser pulsemode that can capture survey points at an accuracy of 12mm
within a data capture range of 100 m. Scanning was performed from a
tripod that ranged from 1.8 to 2.0 m high. The scanning resolution
(mean distance between points) was set at 20 cm, which corresponded
to an approximate point density of ±25 points m−2.

2.2.3. Photogrammetry surveying
In this study, we used a small Gatewing X100 UAS (wingspan:

100 cm; weight with payload: 2 kg; cruise speed: 80 km h−1; flight
height: 100–750 m; maximum flight duration: 40 min). The X100
(see http://www.gatewing.com/X100 for images) is a fixed-wing sys-
tem that is equipped with a GPS and an inertial measurement unit
(IMU). Its flights are completely autonomous from takeoff to landing,
and the flight plan is defined beforehand by setting the flight parame-
ters (scanning zone, image overlap, flight altitude, and takeoff and land-
ing location). The ground control station consists of a rugged tablet
computer (Yuma Trimble®) that maintains constant contact with the
UAS and allows the remote pilot to interrupt the flight in case of an ac-
cident hazard. The effective range of this UAS is up to 2 km, and its flight
endurance is long enough for it to cover 100 ha at 100 m above ground
level. The X100 uses a catapult launcher for takeoff and requires a 150
× 30 m landing strip that is clear of any obstacles. Its optical sensor is
a consumer grade camera (Ricoh GR Digital III) with a charged couple
device (CCD) of 10 megapixel resolution and a fixed focal length of
6 mm (either 28 or 35 mm equivalent focal length).

Given that the TLS data must be used for other applications, the
Ricoh camera was adapted for near-infrared (NIR) acquisition by re-
moving its red blocking filter and fitting it with a yellow filter (for
more information, see Verhoeven, 2008 and Hunt et al., 2010); this
′33.00″N and 4°39′50.75″E, in the WGS84 reference system.
nnelle Agriculture, Ressources Naturelles et Environnement).

http://www.gatewing.com/X100


Fig. 2. TLS station footprints on the watershed.

342 M.M. Ouédraogo et al. / Geomorphology 214 (2014) 339–355
modification did not impact the image processing. The aerial surveywas
launched on 13October 2011 under clear skies andmoderatewind con-
ditions. Flight authorization was given by the Belgian Civil Aviation Au-
thority. The flightwas conducted at amaximum of 100m above ground
level, which corresponds to a pixel spatial resolution (ground sample
distance) of 3.3 × 3.3 cm. The pictures were taken with forward and
side overlaps of 80%, which is equivalent to a distance of 25 m between
two adjacent images. Ten GCPs were manually placed on the study site
and surveyed using a Leica GPS1200 to precisely georeference the
resulting DEMs. When the flights were performed, wheat had just
been harvested from the plots, except for a small area that was cultivat-
ed with a mustard crop ranging in height from±10 to ±20 cm (Fig. 4).

2.3. Data processing

2.3.1. DEM computation and error analysis from TLS data
The 14 scans obtained from thefield operationsweremanually proc-

essed in Trimble RealWorks v7 to delete points outside the area of inter-
est. These points weremainly from buildings and trees surrounding the
study site. The scan point coordinates (XTLS, YTLS, ZTLS in Belgian Datum
Lambert 72) were exported in a text file for analysis. To compare the
scans with the GCPs for error analysis, a raster DEM was computed
from each scan in ArcGIS, using the method described by Guarnieri
Fig. 3. Soil tillage on the plots during scanning. (A) Tilled using amoldboard plow (Soil A); the s
wheat harvest (Soil B); the soil surface was covered by crop residues and grass less than 10 cm
et al. (2009). The method involved selecting as a pixel value the mini-
mum TLS point elevation within a moving window of a fixed size,
which corresponded to the final DEM's spatial resolution. This proce-
dure ensured the selection of a point with a high probability of ground
return because the agricultural plots were not free of crops (b10 cm)
or crop residues. The window size used in this study was set at 1 m.

We considered theDEMerror to be the difference between the given
value of a pixel and the true value (Wechsler, 2007). To determine
whether a DEM contains errors, the field observations (also referred to
as ‘true values’) must be more accurate than the data collected for the
DEM generation. The GCPs were used as references. For a DEM generat-
ed from the scan data, the errors are defined by:

Ei ¼ ZGCP−ZDEM i ¼ 1…nð Þ ð1Þ

where n is the number of GCPs on the scan footprint, ZGCP corresponds
to the elevation of the i-th GCP, and ZDEM is the elevation of the i-th
pixel.

According to the U.S. Geological Survey (1997), DEM errors are gen-
erally divided into three groups: systematic, blunders or random. If data
have beenwell reviewed before DEMgeneration, it can be assumed that
blunders have largely been removed. In this case, the DEM error can be
considered to be the sum of only systematic and random errors.
oil surfacewas free from any crops or crop residues. (B) Tilled using a disk harrow after the
high. (C) A plot after the sugar beet harvest (Soil C).

image of Fig.�2
image of Fig.�3


Table 1
Soil tillage differences during the scanning operations and the number of points within
each scan.

Stations Number of points within scans Plot tillage

ST1 185,797 Plowed
ST2 126,798 Plowed
ST3 107,126 Plowed
ST4 150,389 Plowed
ST5 170,852 Plowed
ST6 112,472 After beet harvest
ST7 23,791 After beet harvest
ST8 133,867 After beet harvest
ST9 76,691 Grass (b10 cm)
ST10 61,784 Grass (b10 cm)
ST11 89,180 Grass (b10 cm)
ST12 99,112 Grass (b10 cm)
ST13 58,251 Grass (b10 cm)
ST14 200,852 Grass (b10 cm)
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Systematic errors result from the procedures used to generate the DEM
and follow fixed patterns that can cause bias or artifacts in the final
DEM. When the cause of a systematic error is known, the error can be
removed or reduced. Random errors are those that remain in the data
when systematic errors and blunders have been removed. Assuming
that blunders have been removed from the data, the DEM error can be
modeled:

E ¼ eþ R ð2Þ

where E is a random variable that represents all errors, e denotes the
systematic error, and R is a random variable that represents the random
error.

Given that the structure of agricultural soil is continuously modified
by farming activities, setting up the tripod on certain plots was difficult,
and the scanner's vertical axismay havemoved during the scanning op-
eration, meaning that it might not have been perpendicular to the local
horizontal plane. Any change to the Trimble Gx's vertical axis during
scanning would have introduced errors in the surveyed points' eleva-
tions. Assuming that those spatial errors are linearly correlated with
the x and y coordinates, it is possible to detect them in the elevation
data of a scan by applying a multivariate linear regression on Ei. The in-
dependent variable is e1, and the dependent variables are x and y, which
correspond to the coordinates of the errors. Then, e1 is modeled by the
linear relationship

e1 ¼ axþ byþ c ð3Þ
Fig. 4. Location of area cultivated with mustard during the aerial photograph collection
with Gatewing X100 UAS.
where a, b and c are constant. The known relationship describing e1 is
used to remove the systematic errors from the scan's elevation data. If
the DEM creation process is repeated, we then obtain

E′ ¼ e−e1ð Þ þ R ð4Þ

which is free of any systematic error due to the non-perpendicularity of
the scanner's vertical axis with the local horizontal plane.

Because the TLS is mounted on a tripod, the distances to the targets
hit by the laser beam vary. For a tripod with a limited height (1–2 m), a
target located far from the scanner will be hit by a laser beam that is
nearly parallel to the ground's surface. In this configuration, it will likely
hit the top of objects in agricultural plots, such as crop residues or ridges,
which will introduce error into the elevation scan data. Because this
error is correlatedwith the distance (d) to the TLS position, we calculat-
ed the correlation coefficient (ρ) between E′ and d.We then conducted a
coefficient significance test to test the null hypothesis that ρ=0 (alter-
native hypothesis: ρ ≠ 0). When the null hypothesis was not accepted
(i.e., E′ and d were significantly correlated), the regression line

e2 ¼ a′ þ b′ � d ð5Þ

with a′ and b′ constants, was determined and used to remove this error
from the elevation scan data. We then repeated the DEM creation pro-
cess and obtained E″, which theoretically represents only random error.

We ascertainedwhether the error distribution of eachDEMwasnor-
mal by conducting a normality test. The random error of a DEM is gen-
erally assumed to be normally distributed (Parratt, 1961; Topping,
1962; Taylor, 1982). This assumption comes from the central limit the-
orem,which states that averaging a sufficiently large number of random
variables yields a normal distribution (Vanmarcke, 1983; Cassela and
Berger, 1990). Therefore, when a variable is considered to be the super-
position of several smaller error sources, it can be assumed to be nor-
mally distributed (Heuvelink, 1998). A normal distribution has two
parameters: the mean (μ) and the standard deviation (σ). In many
cases, if the systematic error has been removed, it is reasonable to as-
sume that the mean is zero (Temme et al., 2009).

We first conducted a test of equal variance to compare the error var-
iability between the different scans. We then calculated the mean (μE″)
of E″ andperformed ameans test to test the null hypothesis. The null hy-
pothesis test is expressed byμE″ ¼ 0 (i.e., themean random error attrib-
utable to farming activity is equal to zero; the alternative hypothesis is
μE″≠0). If the null hypothesis was rejected (i.e., the mean was signifi-
cantly different from 0), the mean was added to the elevation scan
data to ensure that the new mean (μE‴ ) of E‴ (calculated from the
newly generatedDEM)was zero. Fig. 5 shows aflowchart of themethod
used to address the errors in the TLS point elevations.

After the systematic error had been removed and the mean error
was determined to be zero, the 14 corrected scans were merged to ob-
tain a point cloud of the watershed. The method described by Guarnieri
et al. (2009) was used to generate a DEM (1 × 1 m spatial resolution)
over the area of interest. The remaining holes in theDEMwere thenfilled
using the mean values of the surrounding pixels within a 5 × 5 pixel
window centered on the pixel of interest. To detect and remove local
outliers, we applied the method suggested by Felicisimo (1994) be-
cause some erroneous points related to the tops of the crops remained
despite the use of a local minimum elevation filter. In this method, the
probability of finding a certain elevation valuewithin the neighborhood
of a pixel is calculated by comparing the original elevation of a pixel
with the values estimated from the neighbors:

δi ¼ ẑNBi −zi ð6Þ

where δi is the difference between the original and estimated values at
the i-th pixel, NB is the number of neighbors, ẑNBi is the elevation esti-
mated from the NB neighbors, and zi is the original elevation.

image of Fig.�4


Fig. 5. Flowchart of TLS data processing for error removal.
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When δi (i = 1… n) is determined for every pixel, the overall aver-
age and standard deviation (STD) (δ and sδ) can be calculated. Assuming
a Gaussian distribution of δi, Student's t-test can be used to standardize
the difference:

ti ¼ δi−δ
� �

=sδ i ¼ 1;…;n ð7Þ

where n is the total number of pixels. An outlier is detected when |ti| ≥
tα/2,∞, and the original erroneous value zi is then replaced by ẑNBi for each
neighboring i-th pixel. Otherwise, a new value of ẑNBi is calculated from
the neighboring pixels where |ti| ≥ tα/2,∞.

Given the farming activity in the agricultural watershed, most of the
error in the DEM might be observable in the field. To detect only the
most significant errors, we set the value of α (significance level) to be
as low as possible. This value corresponded to 0.001 in the Student's t
table, leading to a tα/2,∞ value of 3.291 for a two-tailed test. Using a com-
putation process, the neighbors of i-th pixel were selected within a
moving window centered on i. Commonly used window sizes are 3 × 3
and 5 × 5 pixels. Often, ẑNBi is calculated as either the mean of the
neighboring pixel values or as a kriged value. Felicisimo (1994) found
that the mean method was simple and sufficient for obtaining an ade-
quate substitution value. In this study, we calculated ẑNBi as the mean
of the neighboring pixels located in a 5 × 5 window. When a pixel
value was detected as an outlier, one or more surrounding pixel values
were generally also erroneous. Using a window size of 3 × 3 in such a
case could thereby limit the number of pixel values from which the
new, replaced value of ẑNBi is calculated.

2.3.2. UAS photogrammetry
Approximately 760 aerial images were acquired in a single flight,

and a manual interrogation check confirmed that all the images were
sharp (i.e., not blurred or over- or under-exposed) and could be used
for 3D restitution. For image-based surface reconstruction, we used a
similar workflow based on two software packages: the recently
launched (commercial) computer vision Agisoft PhotoScan software
v0.84 (http://www.agisoft.ru) and the open-source toolbox for experi-
mental photogrammetry, MicMac (http://www.micmac.ign.fr/), which
was developed by the National Geographic Institute of France (NGIF).

http://www.agisoft.ru
http://www.micmac.ign.fr/
image of Fig.�5
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The Agisoft PhotoScan software was reviewed by Verhoeven (2011),
while MicMac was reviewed by Pierrot Deseilligny and Clery (2011).

Three-dimensional restitution from multi-view imagery is a com-
plex process that requires several steps. The workflow used in this
study is outlined in Table 2,where the differences between the two soft-
ware packages are apparent. Initially, the camera was calibrated to take
lens distortion into account. Feature points (e.g., corners or characteris-
tic points) were then extracted from each image using a scale invariant
feature transform (SIFT) algorithm (Lowe, 2004). Common feature
points (tie points) were then determined for each overlapping image
pair and used to compute a relative orientation of the block at low alti-
tude (automatic aerial triangulation by means of bundle adjustment).
The image block was then georeferenced using the GCPs (RMSE of
0.05 m). Subsequently, a DEM was generated using dense matching al-
gorithms. Prior to 3D restitution, the resolution of the aerial images was
reduced to 1:2, leading to a resolution of 6.6 cm GSD for the DEMs pro-
duced from each software package. To generate DEMs of 1 × 1 m reso-
lution, the original DEMs were first converted to a point layer using
ArcGIS v10 and setting each grid cell value to the mean elevation of
the points within the grid cell.

2.3.3. DEM accuracy assessment and comparison
DEMs obtained from the TLS data and UAS were compared with the

GCPs, which were considered to be references. We calculated several
common parameters to compare DEM accuracy, including RMSE, mean
error (ME), STD andmean absolute error (MAE). Elevations along a tran-
sect were analyzed to determine whether variations in the topography
of the agriculturalwatershedwere readily discernible in theUAS photo-
grammetry and TLS data. A DEM (1 × 1 m resolution) generated from
the GCPs by applying ordinary kriging was used as a reference because
it was derived from coarse resolution data and produced a very smooth
DEM.

3. Results

3.1. TLS data

Due to farming activities, the TLS points were collected individually
without linked targets that could be co-registered to ensure continuity
between scans. Coveney and Fotheringham (2011) showed, however,
that the co-registration process is not perfect and leads to error of up
to 4 cm. In this study, the scan data were analyzed individually to re-
move systematic errors that could affect data meshing. Table 3 (col-
umns 4 to 6) summarizes the errors that were calculated from the 14
DEMs generated directly from the original TLS elevation points; these
elevations were estimated using TLS and were not changed. As the
table shows, the number of GCPs differs; scan stations near the center
of the watershed had more GCPs. This was expected because the GCPs
Table 2
Workflow showing the image processing steps using the PhotoScan Agisoft and MicMac softw

Process Description PhotoS

Tool n

Camera calibration Modeling of the inner geometry (interior orientation)
of the camera

Agisof

Feature point
extraction

Extraction of point of interest for each image Align t

Tie point generation Determining common feature points on image pairs
Image orientation Computing simultaneously the poses of each camera

and the position of tie points in a relative system
(aerotriangulation by means of bundle block adjustment)

Georeferencing Transform the relative orientation in absolute orientation Optim
Surface reconstruction
by dense matching

Multi-view geometry restitution by ray intersection Buildin
were limited to the delineated watershed. The mean errors ranged
from−15.5 to 4.8 cm, where negative values imply that theDEMeleva-
tions were overestimated and positive values denote underestimation.
The negative mean errors were within the range of the errors obtained
in many other studies (Guarnieri et al., 2009; Coveney et al., 2010). The
positive means, however, were new and were associated with stations
located on a plot after the sugar beet harvest (Soil C). This soil structure
remained after the harvesting of sugar beets and the soil had been
compacted by harvesting vehicles. Many studies have highlighted soil
displacement byheavy vehicles during sugar beet harvesting operations
(Arvidsson et al., 2000; Trautner and Arvidsson, 2003); therefore, the
positive mean errors could have been caused by the soil being
compacted by tractor wheels.

These TLS points were therefore underestimated compared with a
situation where the soil surface had been plowed or contained some
crop residues. The GCP elevations were also collected when the plots
were plowed. Plowing preserves nutrients from weeds and previous
crops by burying them in the upper layer of the soil; it also aerates the
soil and provides good conditions for seeding alternate crops. This oper-
ation leads to an upward displacement of the topsoil, resulting in an
overestimation of the GCP elevations.

The errors from stations on a soil that was tilled using a moldboard
plow (Soil A) had the highest absolute mean errors. Field measure-
ments on this soil were difficult because the soil was loose as a result
of plowing. It was difficult to ensure the stability of the tripod when
the TLS was rotating. In addition, the tripod height measurements
may have contained errors. Given the soil roughness caused by plowing,
it was difficult to obtain a topsoil reference from which the tripod
height could be measured. In addition to these errors, the overestima-
tion of TLS point elevations on Soil A was also due to the vertical dis-
placement of the soil by plowing. These conditions did not occur on a
soil that was tilled using a disk harrow after the wheat harvest (Soil
B), which was smoother and provided better stability for the tripod
and a more precise measurement of the tripod height. The presence of
wheat or grass, however, tended to significantly overestimate the
point elevations because the laser beam would hit the crops rather
than the soil surface.

Table 3 shows the values of ME, RMSE and STD that were calculated
from the DEMs generated after removing the errors associated with
the x and y coordinates from the scan data.MAE and RMSE therefore de-
creased given that most of the errors were spatially correlated with x
and y. The results aremore impressive for stations on Soil A. Themethod
reduced RMSE from initial values of 11.7 to 17.7 cm to only 3.0 to 6.4 cm.
Irrespective of soil tillage, the mean errors ranged from−1.5 to 4.8 cm,
and the RMSE ranged from 3.0 to 8.5 cm. In contrast, this treatment had
no significant effect on the STD values, which remained nearly un-
changed. These results were expected because, theoretically, the vari-
ance of ZGCP − ZDEM is equal to the variance of ZGCP − ZDEM ± f(x, y).
are packages.

can MicMac toolbox

ame Specificity Tool
name

Specificity

t Lens With a set of
checkerboard images

Apero With a set of convergent
images of a 3D objet

ool Similar approach
than SIFT

Tapioca SIFT algorithm

Apero Offers much fine control
parameterization

ize tool Bascule
g geometry Triangulate the dense

cloud points to produce a
mesh and then simplify
this mesh

MicMac Multiscale pixel-based matching
approach: surface reconstruction
is performed from coarse to fine
resolution.



Table 3
ME, RMSE and STD calculated from DEMs generated using original TLS scan point elevations, TLS scan point elevations after removing errors correlated with x and y coordinates, and TLS
scan point elevations after removing errors correlated with the distance to the scanner position.

Stations Soil tillage Number of GCPs From original TLS scans After removing errors correlated with x
and y coordinates (1)

After removing (1) and errors correlated
with distance to scanner position

Mean (cm) RMSE (cm) STD (cm) Mean (cm) RMSE (cm) STD (cm) Mean (cm) RMSE (cm) STD (cm)

ST1 A 301 −15.5 16.3 5.1 −4.5 6.4 4.5 0.0 4.0 4.0
ST2 A 228 −16.9 17.7 5.3 0.6 4.5 4.4 0.0 4.4 4.4
ST3 A 194 −11.3 12.2 4.6 −0.7 4.5 4.5 0.0 4.3 4.4
ST4 A 181 −14.5 15.1 4.2 0.0 3.9 3.9 0.0 3.9 4.0
ST5 A 179 −11.0 11.7 4.1 −1.2 3.8 3.6 −1.0 3.8 3.7
ST6 C 137 1.8 3.7 3.2 0.0 3.0 3.1 0.0 3.0 3.0
ST7 C 136 2.9 4.4 3.3 −1.5 3.6 3.2 −1.0 3.6 3.2
ST8 C 154 4.8 6.4 4.4 0.8 4.0 3.9 0.0 3.9 3.9
ST9 B 100 −6.1 10.0 7.9 4.8 8.5 7.0 0.0 6.2 6.2
ST10 B 57 −8.8 10.3 5.5 −2.8 5.5 4.9 0.0 4.6 4.6
ST11 B 73 −3.0 5.7 4.9 0.9 4.5 4.5 0.9 4.5 4.5
ST12 B 51 −4.8 6.2 3.9 1.3 3.9 3.7 0.0 3.4 3.4
ST13 B 64 −4.5 7.7 6.6 0.0 6.5 6.6 0.6 4.5 4.5
ST14 B 232 −0.1 4.6 4.5 0.0 4.1 4.1 0.0 3.9 4.0
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Table 3 shows theME, RMSE and STD of the DEM error after remov-
ing errors that were correlated with distance to the scanner position.
Themean errors ranged from−1 to 0.9 cm,which is close to 0. Irrespec-
tive of soil tillage, only four stations out of 14 hadmean errors that were
not null. It is worth noting how close the obtained RMSE values were to
the STD values. The systematic error removal methods appear to be op-
timal. RMSE and the estimated variances were calculated with the
method of Deakin and Kildea (1999):

RMSEð Þ2 ¼ σ2 þ estimate of biasð Þ2 ð8Þ

whichmeans that if the biaswas removed, RMSE and variance should be
equal. Conformity tests of the variance to the square of RMSE showed
that all the varianceswere equal to their correspondingRMSE at a signif-
icance level of α = 0.05. We can thus conclude that all the biases were
successfully removed from the errors computed in the TLS data.

Fig. 6 shows the histograms of the errors obtained after removing
the errors that were correlated with the distance to the scanner posi-
tion. A normality test performed at a significance level of α = 0.001
on the errors showed that only the distribution of errors from ST3
could not be considered to be normal. However, given that its histogram
could be approximated by a bell-shaped distribution, we assumed that
it was normal for the remainder of the analysis.

A test of equal variances at a significance level of α= 0.001 (null hy-
pothesis is H0: σ2

ST1
¼ … ¼ σ2

STn ; alternative hypothesis is Ha: σ2
ST1

≠…

≠σ2
STn) performed on the scan data showed that the varianceswere sig-

nificantly different. Despite the lack of variance homogeneity, we tested
the equality of the mean errors. The mean errors, which ranged from
−1 to 0.9 cm, were found to be significantly different given that the
equal means test rejected the null hypothesis.

Themeans were also significantly different. This was confirmed by a
means test to determine zero for stations ST5, ST7, ST11 and ST13,
where the null hypotheses were all rejected. Non-zero mean errors de-
note errors that were not correlatedwith x and y or with the distance to
the scanner position.Only a few stations on the same soil type hadmean
errors that were not zero. This was the case for stations ST5 on Soil A,
ST7 on Soil C, and ST11 and ST13 on Soil B and was likely due to the
soil structure, whichwas not identical fromone station to anotherwith-
in the same soil tillage type.

Table 4 shows the calculated parameters after removing the mean
errors from the scan data. This process involved only the data from sta-
tions ST5, ST7, ST11 and ST13. The values of the errors in Table 4 are
identical to the errors remaining after removing the errors that were
correlated with the distance to the scanner position, other than the
means of stations ST5, ST7, ST11 and ST13, which were previously set
to zero. Themean removal process had no impact on the final RMSE be-
cause these mean values were very small.

Fig. 7 shows the decrease in RMSE aswe applied the systematic error
removal methods. The final RMSE values differed from zero, which indi-
cated differences between the TLS data and the GCPs. Apart from sta-
tions ST9 and ST13, the error correlated with x and y was high and
was the largest for the stations on Soil A. On this soil, the error that
was correlated with the distance to the scanner position was insignifi-
cant (compared with the error that was correlated with x and y),
which differed from stations ST1, where the soil was free of crops or
crop residues. This result could be explained by the fact that the ST1
footprint radiuswas high comparedwith those of ST2, ST3, ST4 and ST5.

Plowed soils are characterized by successive ridges, which give them
a sinusoidal pattern (Fig. 8). Therefore, the area between two successive
ridges has a lower elevation that can be obscured by objects in the fore-
ground (i.e., the ridges). Wolf and Dewitt (2000) described these re-
gions as “dead ground”. The greater the distance to the scan, the more
likely it is that the laser beamwill hit the ridge tops,which introduce er-
rors in the TLS point elevation estimations.

Only the errors thatwere correlatedwith x and ywere present at the
stations on Soil B. This result was expected because the plots were
completely free of crops or crop residues that could interrupt the laser
beam. In addition, the plot soils had been compacted by sugar beet har-
vesting vehicles before the collection of the TLS data, leaving the soil
surface flat and free of any patterns, such as ridges, that could intercept
the laser beam.

Other than ST11, the stations on Soil C presented errors that were
correlated with x and y and with the distance to the TLS position, but
these errors were less important than those from the stations on Soil
A. Although this soil was tilled, its surface was less patterned. The data
collection conditions were more optimal than those on Soil A. The soil
surface was less rough, and it was not ridged. The error that was corre-
lated with the distance to the scanner was mainly caused by the pres-
ence of crops and crop residues. The decrease in RMSE values differed
from one station to another, which could be explained by the fact that
the plants at each station differed in height, although they were all
less than 10 cm.
3.2. Comparison of the DEMs

The DEMs generated from the merged TLS scan data (after they had
been processed to remove the systematic errors and non-zero means)
and the UAS photogrammetry data were compared with the GCP eleva-
tions (Fig. 9). Only a few of the absolute errors from DEMTLS (DEM gen-
erated from the TLS data; Fig. 9A) were greater than 15.1 cm.



Table 4
ME, RMSE and STD calculated for each scan after removing the mean errors from ST5, ST7,
ST11 and ST13 point elevations.

Stations Soil tillage Mean (cm) RMSE (cm) STD (cm)

ST1 A 0 4.0 4.0
ST2 A 4.4 4.4
ST3 A 4.3 4.4
ST4 A 3.9 4.0
ST5 A 3.8 3.7
ST6 C 3.0 3.0
ST7 C 3.6 3.2
ST8 C 3.9 3.9
ST9 B 6.2 6.2
ST10 B 4.6 4.6
ST11 B 4.5 4.5
ST12 B 3.4 3.4
ST13 B 4.5 4.5
ST14 B 3.9 4.0
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Approximately 96% of the absolute errorswere less than 10 cm, and 99%
were less than 15 cm.

For DEMPSC (DEM generated from the UAS data using Agisoft
PhotoScan; Fig. 9B), 57% of the absolute errors were less than 10 cm,
and 72% were less than 15 cm. The absolute errors greater than
15.1 cm were systematically located near the watershed boundary.
The 3D model created with the Agisoft PhotoScan software had a non-
linear (parabolic) distortion that overestimated the terrain elevation
on the image block border. Although the accuracy of the elevation of
the image block center was good, the systematic overvaluation of the
terrain increased as the distance from the center increased. This shift
has been referred to as the ‘bowl effect’ by some users of Agisoft
PhotoScan (e.g., on the Agisoft PhotoScan forum: http://www.agisoft.
ru/forum/).

As mentioned by Yuan (2009), the reasons for this reduced accuracy
on the block border are that the photogrammetric points on the periph-
ery are seen on fewer images and that the intersection angles are rela-
tively small. Therefore, fewer image rays are used to compute the
position of the peripheral points, and the intersection angles are lower
than the points at the center of the block. In contrast, the DEMs gener-
atedwithMicMac (DEMMCM, Fig. 9C) donot show a parabolic distortion.
Fig. 6. Histograms of random errors from TLS scans. Dashed lines denote n
In our opinion, this difference results from the camera calibration
model; MicMac provides a more precise correction (Brown's distortion
model with five coefficients of radial distortion) than Agisoft PhotoScan
ormal distributions computed using mean and the standard deviation.

http://www.agisoft.ru/forum/
http://www.agisoft.ru/forum/
image of Fig.�6


Fig. 7. RMSE values when applying methods for removing errors correlated with x and y coordinates and distance to TLS position.
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(Brown's distortion model with three coefficients of radial distortion).
Image lens distortion modeling has an important impact on the 3D
restitution accuracy, and the Agisoft Lens toolbox does not appear to
provide a satisfactory result in terms of camera calibration.

For DEMMCM, 71% of absolute errors were less than 10 cm, and 90%
were less than 15 cm. Other than the plot that was occupied by a mus-
tard crop, most of the absolute errors greater than 10 cmwere at low el-
evations. Although the multi-view stereo restitution accuracy depends
on many interactive factors, such as image quality, surface complexity,
the algorithm used and its parameterization (Egels and Kasser, 2001),
the base-to-height ratio is a good indicator of the expected altimetry ac-
curacy. ‘Base’ is the distance between two adjacent images, and ‘height’
is the flight height (i.e., the distance between the camera and the
ground). The base-to-height ratio indicates the convergence of the
imagery's optical rays and thus, implicitly, the accuracy of the parallax
measurement (Konecny, 2002). In the study area, the difference be-
tween the maximum and minimum elevations was ±10 m, which is
significant.

The small UAS flew at a constant altitude of 100 m above ground
level from its takeoff location, and the flight height changed as the relief
changed. The base-to-height ratio changed from 0.30 on the upper side
of the watershed to 0.25 on the lower side. As shown in Fig. 9C, most of
the absolute errors in the area occupied by the mustard crop (Fig. 9D)
Fig. 8. Illustration of plowed soil's sinusoidal patter
ranged from 0.15 to 0.35 cm. The DEM in this area wasmore of a digital
surfacemodel (DSM) than a DEM. The differences between DEMGPS and
DEMMCM showed that the crops were high in this area. These differ-
ences varied between −5 and −35 cm and had a mean of −18 cm,
which confirm that the elevations measured in this area corresponded
to the tops of themustard crop. As observed in the field, this height var-
ied from±10 to ±20 cm. However, the crops were not uniformly dis-
tributed on the plot; this explainswhy some of the differences between
DEMGPS and DEMMCM were less than 10 cm.

Table 5 presents some of the statistics related to the DEM errors. As
expected from Fig. 9, the DEMTLS is the most accurate of the three
models, with an RMSE value of 4.9 cm and an ME value of 0.6 cm. The
very smallME value indicates that all the systematic errors had been re-
moved during TLS data processing. The DEMPSC has a greater RMSE
value of 13.9 cm, which is nearly five times greater than that of the
DEMTLS, which has an ME value of −9.6 cm. A negative or non-zero
mean indicates that systematic error was present and that the elevation
was generally overestimated by the DEMPSC. This conclusion can also be
made for the DEMMCM. The DEMs from the UAS data have a larger range
of errors, with maximum absolute values of 52 cm for the DEMPSC and
35 cm for the DEMCMC.

Fig. 10 shows the spatial distribution of the elevation differences be-
tween DEMTLS and DEMMCM (Fig. 10A), DEMTLS and DEMPSC (Fig. 10B),
n due to the succession of ridges and furrows.

image of Fig.�7
image of Fig.�8


Fig. 9. Absolute errors calculated from DEMs. (A) Errors from a DEM generated from TLS data. (B) Errors generated from UAS data using Agisoft PhotoScan software. (C) Errors generated
from UAS data using MicMac software. (D) Location of area cultivated with a mustard crop during UAS aerial photograph collection.
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and DEMMCM and DEMPSC (Fig. 10C). Relative to the DEMTLS, the DEMPSC

overestimates the elevations on the border of the watershed, with ele-
vation differences that reach −59 cm. In contrast, the elevation differ-
ences in the center of the watershed are generally less than −7 cm.
This result is specific to the DEMPSC because the elevation differences
of the DEMMCM relative to the DEMTLS are generally less than −13 cm
except in the area occupied by themustard crop, where theDEMMCM el-
evations are higher. The DEMMCM appears to overestimate the eleva-
tions in the center of the watershed relative to the DEMPSC, with
elevation differences of up to 30 cm.

Fig. 11 compares the elevations of the DEMs generated from the TLS
andUAS data and the elevations of DEMs generated usingGCPs (DEMGCP)
along a transect. The transect (Fig. 11D) was selected so that it
Table 5
Basic statistical parameters calculated from DEM errors.

DEMTLS DEMPSC DEMMCM

DEM resolution (cm) 100
Minimum (cm) −18.0 −52.0 −37.0
Maximum (cm) 16.0 10.0 33.0
Absolute mean (cm) 3.7 10.0 7.4
STD (cm) 3.0 9.0 5.5
Mean error (cm) 0.6 −9.6 −6.8
RMSE (cm) 4.9 13.9 9.0
crossed areaswhere the DEMMCM andDEMPSC showed high absolute er-
rors. Although the DEMGPS profile is very smooth, the high-resolution
DEMs (from TLS and UAS data) had rough profiles, highlighting their
ability to show the farming activities that modify the microtopography
of the plot (Fig. 12). Although the DEMs generated with both technolo-
gies (TLS andUAS) are able to reveal soilmicrotopography, theDEMMCM

(Fig. 12A) better reconstructs the individual ridges and furrows,
whereas the DEMTLS (Fig. 12B) shows a succession of mounds and
depressions.

The transect from the DEMTLS betterfits the topography (Fig. 11B). Al-
though the transect crossesmany of the stations, there are no discontinu-
ities from one station to another. In contrast, the elevations were
overestimated by theDEMPSC along thefirst and last 100mof the transect
(Fig. 11A), which correspond to the borders of the watershed. The differ-
ences decreased as the distance to the transect boundaries increased. The
maximum differences were 20 cm at ±15 m and 37 cm at ±340 m. The
presence of mustard was not indicated in the results obtained from the
DEMPSC. In contrast, the DEMMCM transect closely matched the profile
from the DEMGCP at ±130 m. The mean error at this location was
−5.8 cm, which is very small. From ±130 to ±230 m, the transect was
located in the area occupied bymustard. TheDEMMCM showed a clear dif-
ference from the DEMGCP in this region; it overestimated the elevations,
with a maximum difference of −30 cm and a mean difference of
−18 cm.

image of Fig.�9


Fig. 10. Spatial distribution of elevation differences between DEMs. (A) Elevation differences between DEMTLS and DEMMCM. (B) Elevation differences between DEMTLS and DEMPSC. (C)
Elevation differences between DEMMCM and DEMPSC.
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The elevations appeared to be more variable when crops were
present. From ±230 m, the difference between DEMMCM and DEMGCP

appeared to be constant, with a mean value of−14 cm, which is, in ab-
solute terms, 8.2 cm greater than the mean value calculated for the first
±130 m, although the soil surface was precisely the same. These por-
tions of the transectwere located on harvested plots, where the soil sur-
face was free of crops and crop residues. The difference of 8.2 cm was
most likely due to a decrease in the base-to-height ratio. Future investi-
gations should assess the correlation between flight height and error to
quantify the increase in error at low elevations. This could be helpful
when choosing an optimal flight height that would minimize the error
in the low elevation areas of a watershed.

4. Discussion

According to Schiewe (2000), TLS- and UAS-derived DEMs can be
rated highly because their RMSE values do not exceed 10 cm. This
study is not the first to note the high precision of these technologies.
In the past five years, TLS data have been used in many studies as the
data source for DEM generation. Despite the presence of obstacles,
such as vegetation, the RMSE values of DEMs produced from TLS data
can be reduced to only a few cmbyfiltering thedata andusing statistical
processing techniques. Guarnieri et al. (2009) used TLS data to produce
a DEM of a tidal marsh that was covered by low and dense vegetation
approximately 0.3–1.0 m high. Their results showed that despite the
vegetation, a DEM could be produced with a resolution of 1 × 1 m, a
mean error of approximately −2 cm and an RMSE value of 3 cm in
sparse vegetation. These values are similar to the results presented in
this study (RMSE = 4.9 cm, ME = 0.6 cm). Therefore, it may be useful
to consider TLS data as external validation data for quantifying themag-
nitude and spatial distribution of errors for DEMs of medium and low
resolution DEMs (Coveney et al., 2010).

Most of the studies that have collected TLS data for DEM generation
used HDS targets to co-register the scans. According to Coveney and
Fotheringham (2011), co-registration errors can be up to 4 cm, which
is significant in high-resolution DEMs. Nevertheless, the use of HDS tar-
gets on agricultural watersheds remains difficult because of the spatial
organization of the parcels; adjacent parcels may belong to different
farmers, who could have different crop tillage plans. Therefore, the
scans must be surveyed individually. This study introduced a new ap-
proach for removing errors caused by not using HDS targets on agricul-
tural watersheds by applying linear regression on the elevation errors.
The collection and analysis of the TLS data, however, were time-
consuming because GCPswere used on the entirewatershed for the sta-
tistical analysis to allow for scanmeshing. Nevertheless, given the linear
behavior of the errors, a decrease in the number of GCPs could lead to
similar linear relationships. Further analysis will reveal the optimum
number of GCPs.

A comparison of the DEMPSC with the GCPs showed that the errors
tended to increase on the watershed border due to the camera calibra-
tion model; this error was referred to as the ‘bowl effect’. According to
Fonstad et al. (2013), the presence of such non-linear distortions in
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Fig. 11. Elevation evolution along a transect. (A) Profiles from DEMGCP and DEMPSC. (B) Profiles from DEMGCP and DEMPSC. (C) Profiles from DEMGCP and DEMMCM. (D) Location of the
transect.
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the DEM can severely limit the potential accuracy of structure-from-
motion photogrammetry. However, using Brown's distortion model in
theMicMac software package, which used five coefficients of radial dis-
tortion, we showed that the bowl effect could be largely removed.
Therefore, the MicMac package shows great promise for the develop-
ment of structure-from-motion photogrammetry.

We could have removed the systematic error (i.e., the ‘bowl ef-
fect’) by applying a regression to the differences in elevation be-
tween DEMPSC and GCPs. However, unlike the DEMTLS, this error is
specific to the camera calibration model in the Agisoft PhotoScan
software and is not due to the field conditions (e.g., crops, ridges,
and soil structure). In contrast to scanner, the UAS was not in contact
with the soil, and the DEMPSC became a complete end product after
using the structure-from-motion approach. Moreover, except for a
few software packages (e.g., MicMac), the entire process is a black
box to the user. Thus, the identification of systematic and random
errors caused by agricultural activities, as we performed with the
TLS data, remains difficult to handle.

Data collectionwas easier with the UAS thanwith the TLS because
it only involved placing 10 GCPs in the field, surveying them with
RTK GPS, and launching the data collector. The entire flight was au-
tonomous. The main problem, however, is found in the data process-
ing. The results showed that the use of two software packages could
lead to different results. The DEMs generated using the MicMac soft-
ware appeared to be the most accurate (with an RMSE value of 9 cm
vs. 13.9 cm for the DEM generated using Agisoft PhotoScan) and
allowed the bare plot and the plot occupied by the mustard crop to
be identified. This comparison highlighted the importance of the
choice of the UAS data processing tool (i.e., the implemented
method).

These results confirmed the conclusion of Vallet et al. (2011), who
compared DEMs extracted from UAS data with GCPs surveyed by GPS.
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Fig. 12. Magnified images of DEMs showing the detail of a soil microtopography reconstruction. (A) DEMTLS. (B) DEMMCM.
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These authors used two commercial software packages to process the
images and extracted the DEMs: Pix4D (http://www.pix4d.com) and
NGATE (http://www.socetgxp.com). Their results revealed significant
differences between the software packages. For instance, Pix4D provid-
ed a mean elevation difference of 4.7 cm and an STD value of 9.5 cm,
whereas the NGATE results were 11 cm and 26.7 cm, respectively. Nev-
ertheless, the low RMSE values obtainedwithDEMs generated fromUAS
data in different applications showed that UAS is a promising technolo-
gy for data acquisition on agricultural watersheds.

Nevertheless, TLS and UAS photogrammetry are not comparable in
terms of affordability. The UAS Gatewing X100 technology currently
costs approximately 50,000 euros (educational price), including mate-
rials and training. The body, which is made of carbon reinforced EPP
(Engineered Polymer Product), costs 2500 euros and must be replaced
after 50 flights. In contrast, a terrestrial laser scanner can cost two to
three times the price of the UAS Gatewing X100. However, we rented
the equipment from a private company for 1150 euros (including
taxes) per day of surveying. There is no way that UAS photogrammetry
is more affordable, even though some UAS systems can cost much less,
depending on their complexity.

The ability of UAS data to highlight crop height variability could be
helpful for analyzing crop growth and could be used as supplementary
data for crop growth models. Many studies have used crop growth
models for applications that range from analyzing yield potential and
improving pesticide, nutrient and water management to estimating
aboveground dry biomass (Liu et al., 2010; Palosuo et al., 2011;
Claverie et al., 2012; Rötter et al., 2012).

Both TLS and UAS photogrammetry represent promising opportuni-
ties for collecting high density, fine-resolution topographic data while
taking account of microtopographic variability. This is especially appar-
ent in agricultural watersheds where their role in quantifying soil sur-
face depression storage (Planchon et al., 2002; Abedini et al., 2006;
Martin et al., 2008), estimating infiltration and runoff (Gascuel-Odoux
et al., 1991; Watts and Hall, 1996; Le Bissonnais et al., 1998; Spaan
et al., 2005) and calculating soil erosion and deposition (Yang et al.,
2009; Gessesse et al., 2010) has been highlighted. Deriving hydrological
parameters from high-resolution DEMs generated from such data could
allow for the analysis of microtopography at the watershed level.

Agricultural soil microtopography causes ridges and depressions in
the generated DEMs. Certain hydrological applications, such as water
drainage extraction, require a DEM model that does not have depres-
sions, and this constraint is accepted by many hydrologists as a neces-
sary evil (Wechsler, 2007). Many algorithms have been developed to
assign flow directions in depressions; depending on the strategy, de-
pressions are either filled (Jenson and Domingue, 1988; Martz and
Jong, 1988; Soille and Gratin, 1994) or carved (Martz and Jong, 1988;
Morris and Heerdegen, 1988; Rieger, 1998; Martz and Garbrecht,
1999). Several studies have also used combinations of both strategies
(Soille, 2004a,b; Lindsay and Creed, 2005). Many studies have com-
pared different strategies for removing depressions in DEMs and have

http://www.pix4d.com
http://www.socetgxp.com
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shown that depression removal algorithms can impact the extracted
final drainage water (Lindsay and Creed, 2005; Zhu et al., 2006;
Grimaldi et al., 2007).

Moreover, removing depressions from DEMs assumes that they are
artifacts, which is not the case in agricultural watersheds. Therefore,
the removal of depressions remains debatable. Few studies have consid-
ered depressions as existing features of the terrain (Temme et al., 2006).
The use of high-resolution DEMs generated from TLS and UAS data to
extract drainages water on agricultural watersheds calls into question
the need for depression removal.

5. Conclusion

Farming activities on agricultural watersheds continuously change
the microtopography and make the watersheds very difficult to
model. The main aims of this study were to investigate the suitability
of using TLS and UAS data for generating high-resolution and accurate
DEMs of agricultural watersheds and to identify the strengths and
weaknesses of both technologies.

The results indicate that TLS data collection was possible on agricul-
tural watersheds, although HDS targets were not used tomesh adjacent
TLS scans. All the TLS scan data, however, had to be statistically proc-
essed individually using GCPs surveyed by RTK GPS, to remove system-
atic errors that were correlated with the x and y coordinates and with
the distance to the scanner position. The obtained RMSE values showed
that the linear relationships applied to remove those errors were opti-
mal because the RMSE values of the errors were equal to the STD values.
Therefore, future work should attempt to use only a few GCPs for the
error analysis.

DEMs of agricultural watersheds can be generated from UAS-
photogrammetry data using the Agisoft PhotoScan and MicMac soft-
ware packages. However, the DEMPSC showed greater errors on thewa-
tershed border (i.e., the bowl effect) due to the camera calibration
model, which used Brown's distortion model with three coefficients of
radial distortion rather than the five coefficient used in the model for
the DEMMCM.

The error assessment showed that the DEM derived from TLS data
was more accurate, with an RMSE value of 4.5 cm, than the DEMs de-
rived from UAS photogrammetry data (9.0 cm for the DEMMCM and
13.9 cm for the DEMPSC). However, the DEMTLS failed to reconstruct in-
dividual ridges and furrows in the agricultural soil.
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