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Abstract

While 3D cinema is becoming increasingly established, little effort has fo-
cused on the general problem of producing a 3D sound scene spatially coher-
ent with the visual content of a stereoscopic-3D (s-3D) movie. The percep-
tual relevance of such spatial audiovisual coherence is of significant interest.

In this thesis, we investigate the possibility of adding spatially accurate sound
rendering to regular s-3D cinema. Our goal is to provide a perceptually
matched sound source at the position of every object producing sound in
the visual scene. We examine and contribute to the understanding of the
usefulness and the feasibility of this combination.

By usefulness, we mean that the technology should positively contribute to
the experience, and in particular to the storytelling. In order to carry out
experiments proving the usefulness, it is necessary to have an appropriate
s-3D movie and its corresponding 3D audio soundtrack. We first present
the procedure followed to obtain this joint 3D video and audio content from
an existing animated s-3D movie, problems encountered, and some of the
solutions employed. Second, as s-3D cinema aims at providing the spectator
with a strong impression of being part of the movie (sense of presence), we
investigate the impact of the spatial rendering quality of the soundtrack on
the reported sense of presence. The short 3D audiovisual content is pre-
sented with three different soundtracks. These soundtracks differ by their
spatial rendering quality, from stereo (low spatial coherence) to Wave Field
Synthesis (WFS, high spatial coherence). The original stereo version serves
as a reference. Results show that the sound condition does not impact on
the sense of presence of all participants. However, participants can be classi-
fied according to three different levels of presence sensitivity with the sound
condition impacting only on the highest level (12 out of 33 participants).
Within this group, the spatially coherent soundtrack provides a lower re-
ported sense of presence than the other custom soundtrack. The analysis
of the participants’ heart rate variability (HRV) shows that the frequency-
domain parameters correlate to the reported presence scores.



ABSTRACT

By feasibility, we mean that a large portion of the spectators in the audience
should benefit from this new technology. In this thesis, we explain why
the combination of accurate sound positioning and stereoscopic-3D images
can lead to an incongruence between the sound and the image for multiple
spectators. Then, we adapt to s-3D viewing a method originally proposed
for 2D images in the literature to reduce this error. Finally, a subjective
experiment is carried out to prove the efficiency of the method. In this
experiment, an angular error between an s-3D video and a spatially accurate
sound reproduced through WFS is simulated. The psychometric curve is
measured with the method of constant stimuli, and the threshold for bimodal
integration is estimated. The impact of the presence of background noise
is also investigated. A comparison is made between the case without any
background noise and the case with an SNR of 4 dBA. Estimates of the
thresholds and the slopes, as well as their confidence intervals, are obtained
for each level of background noise. When background noise is present, the
point of subjective equality (PSE) is higher (19.4◦ instead of 18.3◦) and the
slope is steeper (−0.077 instead of−0.062 per degree). Because of the overlap
between the confidence intervals, however, it is not possible to statistically
differentiate between the two levels of noise. The implications for the sound
reproduction in a cinema theater are discussed.
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Chapter
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Introduction

Highlights
X The objective of the thesis is to investigate the addition of spatially ac-

curate sound rendering, or “3D sound”, to regular stereoscopic-3D video.

X This thesis revolves around two main objectives, respectively concerned
with usefulness and feasibility of this new technology.

X Some considerations on hardware and software used in this thesis are
given.

X The contributions of the thesis are given.

X The organization of the manuscript is described.
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1.1. MOTIVATION FOR THE THESIS

1.1 Motivation for the thesis

The motivation for this thesis is the understanding and improvement of the per-
sonal experience of people watching stereoscopic-3D (s-3D) movies, in particular
in a movie theater setting. The objective of the thesis is to investigate the addition
of spatially accurate sound rendering, or “3D sound”, to regular s-3D video.

While 3D cinema is becoming more established, little effort has focused on the
general problem of producing a 3D sound scene (or soundscape∗) spatially coherent
with the visual scene of an s-3D movie.

3D sound aims at reproducing the correct sensation of direction and distance to
the sound source as well as the room effect. The acoustic sweet-spot, where sound
reproduction is controlled, can be either a portion of the space or the listener’s
ears.

Today’s cinema sound systems are designed to immerse the spectators in sound
sources that are confined to the horizontal plane at the height of the specta-
tors’ ears [Dager, 2013]. 3D audio techniques are able to produce such a render-
ing, but can also do much more in terms of localization. It is thus interesting to
investigate the use of 3D audio in combination with s-3D video, in a movie theater
environment.

The last major improvement in the spatialization of sound in movie theaters
was the addition of sound channels fed uniformly to loudspeakers on the back and
the sides of the theaters. These channels were introduced to immerse the audience
in the movie they are watching, by producing a sound that has no particular direc-
tion of arrival. These channels have always served as a way to provide ambience
as well as special, non-localized sound effects. Allen [1991] notes that, because a
movie director wants to avoid taking the audience attention away from the screen,
the rear channels rarely carry a sound effect which would make the spectators
turn their heads. In addition, when Dolby Labs introduced Dolby Surround 5.1,
attention was mostly given to the sound events in the horizontal plane, because
they are far more likely than events above or under the audience [Allen, 1991].

3D audio is capable of precise localization, which makes its use in conjunction
with an s-3D movie seems contrary to these principles that have guided movie
directors for decades. Therefore, there is a need for psychological studies to show
whether or not a realistic soundscape improves the perceptual immersion, i.e. the
feeling of “being part” of the movie, by comparison to a general immersion such

∗A soundscape is understood as the auditory equivalent of a visual landscape.

2



CHAPTER 1. INTRODUCTION

as that provided by Dolby’s fourth channel.

1.2 Objectives of the thesis
We investigate here the possibility of adding spatially accurate sound rendering to
regular s-3D cinema. Our goal is to provide a perceptually matched sound source
at the position of every object producing sound in the scene. Note that the object
need not be present in the visual field. For example, one could hear a character’s
steps well after the character has left the screen. Still, the sound would originate
from a likely position, say to the left or right of the screen.

For the market to consider adopting this new technology, its usefulness and
feasibility should be proven. By usefulness, we mean that the technology should
positively contribute to the experience, and in particular to the storytelling. By
feasibility, we mean that a large portion of the spectators in the audience should
benefit from this new technology.

This thesis examines and contributes to the understanding of these two aspects.
Therefore, the thesis revolves around two main objectives, respectively concerned
with usefulness and feasibility. With respect to the “usefulness” issue, the objective
is:

to study, in the cinema context, the cognitive differences between a tra-
ditional sound rendering (stereophony), and a highly precise spatial sound
rendering (Wave Field Synthesis or WFS). In particular, we will examine
whether a higher spatial coherence between sound and image leads to an
increased sense of presence for the audience.

In order to achieve this first objective, we investigated different ways to obtain a
content combining 3D audio with s-3D video. We found that the easiest and most
cost effective way to carry out a first investigation was to recreate the soundtrack
of an existing animation movie. Indeed, when the 3D scenes used to render one
such movie are known, it is possible to extract the coordinates of the visual ob-
jects emitting sound in an automatic fashion. Then, the 3D audio soundtrack is
obtained by assigning these coordinates a sound.

With respect to the “feasibility” issue, the objective is:

to evaluate the possible angular error between the sound and the image
when presenting precise spatial sound through Wave Field Synthesis (WFS)
in combination with s-3D video to spectators seated at different locations.

3



1.3. HARDWARE AND SOFTWARE CONSIDERATIONS

As we will see later on, the visual perception of two spectators looking at an s-3D
image depends on their respective location. To put it simply, if an object in the
scene is supposed to appear halfway between the screen plane and the spectator,
it will appear so for every spectator. Therefore, each spectator perceives the
visual object at a different location in a room, depending on his own position. In
addition, unless sound is reproduced via headphones, there can only be one sound
source corresponding to one visual object. As a result, the position of the sound
source will be chosen with respect to one “ideal” seating position, leading to a
potential error between the sound and the image for spectators seated at another
position. The perception of this error will be quantitatively evaluated in order
to verify that a large portion of the audience can benefit from spatially accurate
sound rendering in a movie theater.

1.3 Hardware and software considerations

1.3.1 Hardware

When working with s-3D imaging and 3D sound, the minimum equipment needed
would be a computer equipped with an s-3D capable display and headphones.
These peripherals can be bought off-the-shelf at a price around 300e in early 2013
(that is, not counting the computer itself). This is arguably low cost. However
this does not emulate “cinema” conditions. The large scale equivalent equipment
is an s-3D digital projector and a loudspeaker rig (linear array, hemisphere, sphere,
. . . ), with a price that can easily reach 30 000e. Such an equipment is still rarely
encountered. Systems that combine 3D sound with s-3D imaging in laboratories
are often virtual reality systems [Amatriain et al., 2009; Lentz et al., 2007; Rébillat
et al., 2008]. This is why we collaborated with Brian Katz, PhD, from the LIMSI-
CNRS, who could provide us, in addition to his large experience in 3D sound, with
the necessary equipment.

1.3.2 Open-source software

In the course of this work, open-source software was used wherever possible. The
reasons for this are:

• Easy access, usually through a simple download from the internet.

• Low cost. Open-source software is free.

4



CHAPTER 1. INTRODUCTION

• Portability. Open-source software often runs on multiple platforms, includ-
ing commercial ones.

• Possibility of customization. If a software tool does not have a specific
feature, the missing feature can be coded and added to the software.

Free software has tremendously evolved in the recent years. It makes it possible
for a scientist to perform his work on a stable platform, with the guarantee that
the work remains usable for quite some time. The list of open-source software
tools used within the course of this thesis is given in Appendix A.1.

1.3.3 Proprietary software

A few proprietary software tools were used in this work. The reason these pro-
prietary tools were used is that they were already being used by colleagues of the
author. Because these were commercial off-the-shelf products, their use does not
impair the repeatability of the results. The list of the proprietary software tools
used for this thesis is given in Appendix A.2.

1.4 Review of the key concepts
Given the highly multidisciplinary topic, we begin by providing a review of the
key topics involved, this for the benefit of the reader. This thesis mainly builds on
auditory perception and visual perception, sound engineering, stereoscopic imag-
ing, geometry, psychophysics, and statistics. Chapters 2 to 5 provide a review of
the concepts that are necessary for the understanding of this thesis.

1.5 Contributions of the thesis
The novel contributions of this thesis are as follows.

First, we collected from various sources the scientific and technical knowledge
necessary to reach the objectives of the thesis. To the best of our knowledge, this
knowledge has never been put in writing in a single document.

Second, we defined and implemented a strategy for producing a true, experi-
mental 3D audiovisual content [Évrard et al., 2011].

Third, we conducted an experiment, using this newly created content, to mea-
sure the impact of spatial sound rendering on the reported sense of presence of
the spectators [André et al., 2012].

5



1.6. ORGANIZATION OF THE MANUSCRIPT

Fourth, we adapted an existing method to s-3D to reduce the angular disparity
between spatially accurate sound and s-3D video [André et al., 2013].

Fifth, we conducted an experiment evaluating the impact of an off-axis seating
on the perceived audio-visual congruence [André et al., 2014].

Sixth, we evaluated the angular disparity range between the auditory and
visual stimuli that provides the same feeling of congruence as compared to no
angular disparity [André et al., 2013].

1.6 Organization of the manuscript

Chapter 2 introduces the reader to auditory perception, visual perception, and
auditory-visual perception.

Chapter 3 focuses on the reproduction of spatial sound in a movie theater.
First, stereo sound is discussed and a nomenclature of one and two-amplifying
channel audio systems is given. Then, a short historical review describes the
technological evolution of sound systems in movie theaters. Finally, different 3D
audio technologies are discussed.

Chapter 4 describes in more detail the principles of s-3D visualization. The
whole processing chain is considered, from capture through transmission to repro-
duction. Then, the differences between natural human viewing and s-3D viewing
are discussed, as well as the potential consequences of these differences.

Chapter 5 lists the new challenges related to the combination of 3D sound with
s-3D imagery. It then describes the SMART-I2, the 3D audiovisual platform used
in this work. Chapter 5 concludes the review of the key concepts.

Chapter 6 marks the beginning of the novel contribution of the thesis. In this
chapter, we describe the process we used to obtain a first 3D audiovisual content.
We implemented a true 3D soundtrack for an existing s-3D animation movie using
object-based sound mixing. We designed the new audio track to be as similar as
possible to, and inspired by, the original soundtrack.

Chapter 7 presents the results of an experiment measuring the impact of spatial
sound rendering on the sense of presence, as reported by the spectators. We
compared the cognitive differences between a traditional sound rendering (stereo),
and a highly precise spatial sound rendering (Wave Field Synthesis or WFS). The
experiment used the 3D audiovisual content introduced in Chapter 6. Using a post-
stimuli questionnaire based on previous reports regarding the sense of presence,
various cognitive effects were extracted and compared. These results were also

6



CHAPTER 1. INTRODUCTION

compared to measures extracted from the spectators’ electrocardiographic (ECG)
recordings.

Chapter 8 presents the results of an experiment evaluating the impact of an
off-axis seating position on the perceived audio-visual congruence. In the study
of Chapter 7, all the subjects were seated at the ideal position, to guarantee
an accurate sound reproduction. In the study of Chapter 8, we consider the
potential angular error between the sound and the image when presenting precise
spatial sound through WFS in combination with s-3D video to spectators seated
at different locations. The spectators evaluated the spatial coherence between
a displayed virtual character and a reproduced speech sound. The sensibility of
the perceived coherence was also tested in the presence or absence of additional
background noise.

Chapter 9 summarizes the work performed in this thesis. A general discussion
of the results is given as well as some pointers for future work.
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André, C. R., Corteel, É., Embrechts, J.-J., Verly, J. G., Katz, B. F. G., 2013.
A new valited method for improving the audiovisual spatial congruence in the
case of stereoscopic-3D video and Wave Field Synthesis. In: 2013 International
Conference on 3D Imaging (IC3D). pp. 1–8. 6
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This chapter presents a review of literature on the subjects of auditory percep-
tion, visual perception, and auditory-visual perception.

Concerning the use of the words “auditory” and “audio”, one should note
that “auditory” is generally found in the literature on perception, while “audio”
is generally used in the literature to reference electrical or other representations
of signals containing audible information. We will usually keep this distinction
and talk, for example, about an auditory-visual stimulus, and an audio-visual
equipment.

2.1 Overview of auditory spatial perception
The human (peripheral) auditory system is made up of two fixed ears on each side
of the head (Figure 2.1). They are the primary point of entrance of sound waves in
our sensory system. We often associate a location to a sound source. The location
is extracted by the brain from the information contained in the two sound-wave
signals entering the auditory canals. The direction of origin of the sound source
is determined solely from the wave pressures in the auditory canals [Middlebrooks
et al., 1989; Wiener and Ross, 1946].

Tympanic
Cavity

Incus
Malleus

Semicircular
Canals

Vestibular
Nerve

Cochlear
Nerve

Eustachian TubeTympanic
Membrane

External
Auditory Canal

Stapes
(attached to 
oval window)

Cochlea

Round
Window

Figure 2.1: A diagram of the anatomy of the human ear.
From [Chittka and Brockmann, 2005; Wikipedia, 2013a]. Li-
cense: Creative Commons Attribution 2.5 Generic.
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We are only sensitive to a part of the spectrum of the sound signal called the
auditory range. For a young, healthy listener, this range is approximately 20 Hz to
20 kHz. We can hear sound coming from literally everywhere around us, provided
it reaches us with a sufficient intensity. At 1 kHz, the minimal air pressure that
can be detected by the auditory system is 20 µPa. This is the reference level for
the dB SPL (Sound Pressure Level) units.

Because the mechanisms that determine the location of a sound are different in
the horizontal plane and the vertical plane, it is customary to express the auditory
space in spherical coordinates, with the center of the head at the origin, the X-
axis pointing forward (i.e. towards the nose), and the Z-axis pointing upward. The
Y -axis is defined in such a way that the X, Y , and Z-axes form a right-handed
coordinate system. These axes are shown in Figure 2.2, which also shows the
azimuth angle θ and the elevation angle φ. The median plane is the vertical plane
XZ passing through the nose, or the plane θ = 0. When a sound comes from the
side of head, the ear located on the same side of the head as the sound source is
the ipsilateral ear, and the ear on the opposite side of the head is the contralateral
ear.

X

Y

Z

θ

φ

Figure 2.2: Geometry for auditory localization: X, Y , Z coordi-
nate frame, angles θ and φ, and median plane XZ.

2.1.1 Sound localization in the horizontal plane

Because of the placement of our two ears, a sound coming towards our head must
travel further to reach the contralateral ear than it has to reach the ipsilateral ear.
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2.1. OVERVIEW OF AUDITORY SPATIAL PERCEPTION

This results in an interaural time difference∗ (ITD) [Stewart, 1920a] between the
signals at the two ears. The ITD is illustrated in Figure 2.3 for the ideal case of
a spherical head of radius a.

a

a
si
n
θ

θ

θ

Figure 2.3: A (planar) sound wave impinging on an ideal spher-
ical head from a distant source. An interaural time delay (ITD)
is produced because it takes longer for the signal to reach the
contralateral ear (here the left ear). As a first approximation, the
ITD is equal to a(sin θ + θ)/c. After Stern et al. [2006].

Physically, the usefulness of the ITD resulting from simple signals, such as
sinusoids, is limited to longer wavelengths, or, equivalently, to low frequencies. At
a lower wavelength, when the wavelength becomes on the order of the head size,
the sound wave diffracts around the head. In practice, the ITD is an important
cue when the signal contains frequencies below around 1.5 kHz [Blauert, 1997].
Indeed, at frequencies above around 1.5 kHz, it is not possible to extract the
azimuth θ from the phase difference between the sinusoidal signals at the left and
right ears (the phase difference is larger than 2π).

The auditory system can also find an ITD in a frequency rich signal. McFadden
and Pasanen [1976], for example, distinguish between time delays at onset, the only
cue for sounds shorter than about 1 ms, and ongoing time delays. These ongoing
delays are further divided into two categories: (1) the delays resulting from fine
structure analysis of the signal, which correspond to the ITD of [Stewart, 1920a],
and (2) the delays found in the envelope of the signal. The ongoing interaural

∗When the signal is purely sinusoidal, one can also talk about interaural phase difference.
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differences have been shown to be much more important than the onset difference
for sufficiently long stimuli (longer than about 100 ms) [Buell et al., 2008; Tobias
and Schubert, 1959]. Still, the sensitivity to ITDs at high frequencies is lower than
the sensitivity to ITDs at low frequencies.

When the wavelength is smaller than the diameter of the head, the head be-
comes an obstacle to the propagation of the wave and the pressure level at the
contralateral ear is lower than that at the ipsilateral ear [Stewart, 1920b]. The re-
sulting interaural level difference (ILD) is an important cue for signals containing
frequencies above around 1.5 kHz. The ILD cue becomes negligible at frequencies
below 1 kHz [Begault, 1994].

The ITD and ILD are binaural cues, and together are referred to as the duplex
theory of sound localization [Rayleigh, 1907]. Despite their importance in horizon-
tal localization, the binaural cues are ambiguous for elevation in the median plane,
where the ITD and ILD are constant, and on the cone of confusion, the imaginary
locus of source positions, centered on the interaural axis, which result in constant
ITD and ILD cues (see Figure 2.4). The cone of confusion results in front/back
ambiguities and elevation ambiguities. A listener can easily resolve the front/back
ambiguities by rotating his/her head [Thurlow and Runge, 1967; Wightman and
Kistler, 1999]. This requires that the stimulus be long enough, but Perrett and
Noble [1997a] already obtained a significant reduction in front/back errors with a
0.5 s-long stimulus.

It has also been shown that it is possible to localize sounds in the horizontal
plane with just one ear. The visible part of the ear, or pinna, acts as a filter when
it collects sound and directs it into the ear canal. Because of the cavities and the
convolutions of the pinna, the amplitude of some frequencies are amplified while
that of other frequencies are reduced, depending on the source position. Although
this effect is mainly useful in elevation estimation, as we will see later on, it also
plays a role in resolving front/back ambiguities and a marginal role in horizontal
localization, when the stimulus contains high frequencies [Flannery and Butler,
1981; Musicant and Butler, 1984].

2.1.2 Sound localization in the median plane

An early experiment by Blauert [1969] suggested that participants judged the
direction of origin of a one-third octave noise signal in the median plane on the
basis of its center frequency rather than of its physical direction of origin, i.e.
that of the loudspeaker. The spectrum of a sound signal is largely modified by
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D

A

C

B
Figure 2.4: The cone of confusion has its apex at one ear and its
axis is the line crossing the two ears. Its basis is circular. Any two
sound sources diametrically opposed on a circular cross-section of
the cone (say A and B, or C and D) produce the same binaural
cues to the listener.

the presence of the pinna, the head, and the torso, which all cause absorption
and reflections [Gardner, 1973; Roffler and Butler, 1968]. These spectral cues are
generally considered to be the most important cues to localization in the median
plane. However, just as spectral cues are secondary cues to horizontal localization,
binaural cues serve as secondary cues to vertical localization.

Since localization in the median plane relies primarily on frequency effects,
the presence or absence of certain frequency bands has an impact on the perfor-
mance of the subjects in elevation localization tasks. King and Oldfield [1997],
for example, have shown that progressively reducing the bandwidth of a signal
reduces the ability to perceive the elevation of sound and increases the chances of
front/back confusion. This result was further confirmed by Carlile et al. [1999],
who showed that front/back confusions happen when the frequencies above 2 kHz
were removed from the signal. Indeed, at low frequencies, the phase difference is
the only remaining cue and this cue is ambiguous for elevation.

According to Asano et al. [1990], the perception of elevation of white noise is
concentrated in the two regions between about 4− 5 kHz and 8− 10 kHz. Using
1-octave signals, Langendijk and Bronkhorst [2002] have shown that up/down cues
are located mainly in the 6− 12 kHz band, and front/back cues in the 8− 16 kHz
band.

These frequency effects are summarized by the Head Related Impulse Re-
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sponses (HRIRs), or, in the frequency domain, by the Head Related Transfer
Functions (HRTFs), which are the Fourier transforms of the HRIRs. HRTFs con-
sist in a set of two functions, one for each ear, each representing the interaction
of sound with the listener’s head and torso for that ear. HRTFs depend on the
position of the source and vary significantly from one subject to another [Møller
et al., 1995].

Just as in the case of horizontal localization, head movements improve the
localization in the median plane [Thurlow and Runge, 1967]. Head rotation also
helps for up/down judgment [Perrett and Noble, 1997b].

2.1.3 Auditory distance perception

Here, we limit our analysis to the far-field, where the curvature of the wavefront
need not be taken into account. A review on auditory distance perception can be
found in [Zahorik et al., 2005].

It is generally accepted that the perceived estimated distance D′ to the source
can be related to the actual distance D by the compressive power function

D′ = kDa (2.1)

where k and a are parameters of the fit. By fitting 84 datasets from several studies,
Zahorik et al. [2005] found that k is close to one (mean {k} = 1.32) and that a
is consistently less than one (mean {a} = 0.54). This results in overestimation of
close distances and underestimation of far distances, as seen in Figure 2.5.

A variety of cues serve to the perception of the auditory distance to a sound
source. A distinction must be made between a relative cue and an absolute cue.
A relative cue allows the listener to compare the differences in distance between
sources and the absolute cue allows him or her to give a distance measure for each
source. Most often, familiarity with a sound source makes a relative cue become
absolute for this particular sound source.

We now turn to the description of auditory distance cues.

Intensity The acoustic intensity of a sound source gives information on the dis-
tance to this source because the intensity decreases with increasing distance
to the source [Coleman, 1963; Gamble, 1909]. The precise relationship be-
tween intensity and distance depends on properties of the environment and
of the source. In the free field∗, the intensity of a point-source of fixed power

∗The free field is an environment free from any reflective surface in any direction.
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Figure 2.5: The perceived distance D′ as a function of the actual
distance D to the source on a log-log scale. The dashed line
corresponds to the ideal case where D′ = D. The continuous line
corresponds to the relation D′ = kDa with k = 1.32 and a = 0.54,
which characterize human perception.

decreases by 6 dB for every doubling of distance. The intensity is a relative
cue. It requires familiarity with the source to become absolute [Mershon and
King, 1975].

Air absorption At large distances, the properties of the air modify the sound
spectrum, mainly by attenuating the high frequencies [Coleman, 1963, 1968].
It is a relative cue [Little et al., 1992].

Motion parallax and variation of loudness with time When both the ob-
server and the sound source are in translation relative to one another, the
motion parallax, that is, the angular movement of the source perceived by
the listener, gives a small cue about the distance to the source [Speigle and
Loomis, 1993]. Also for a translation movement between the observer and
the sound source, the ratio between the intensity and its time-derivative is
linked to the time-to-contact, and, assuming constant velocity, gives infor-
mation about the distance to the source [Shaw et al., 1991].

Direct-to-reverberant ratio In a reverberant environment∗, part of the sound
from a source reaches the listener directly (the primary source), and the rest
arrives after interacting with reflecting surfaces (the secondary sources). The

∗A reverberant environment, contrary to the free field, contains reflective surfaces.
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ratio of energies of the direct part and the reflected part gives information on
the distance to the source. As a first approximation, the (late) reverberant
part can be approximated by a diffuse field of constant energy with respect
to the position of the secondary source. Therefore, a close source induces a
larger direct-to-reverberant ratio. Since this cue varies from room to room,
it is generally a relative cue. When the room is familiar, the direct-to-
reverberant ratio becomes an absolute cue [Mershon and King, 1975].

2.1.4 Non-acoustic cues

Our perception of the surrounding world is by essence multimodal, that is, we
integrate information across our senses to build an accurate and reliable percept
of the world. This holds true of course for our ability to localize sound sources
in space. Powerful cues about the location of a sound source are derived from
non-acoustic sources of information.

Vision Auditory localization can be strongly influenced by the presence of a po-
tential visual target. The impact on azimuth evaluation is called ventrilo-
quism [Thurlow and Jack, 1973]. This perceptual phenomenon, where a vi-
sual source position captures the position of a discrepant sound source, will
be more thoroughly reviewed in Section 2.3.2. A visual stimulus can also
influence the evaluation of the auditory distance. Zahorik [2001] found that
the addition of a visual stimulus improved the distance judgment accuracy
and lowered judgment variability compared to the auditory-only stimulus.

Prior knowledge and familiarity In [Coleman, 1962], listeners presented with
an array of loudspeakers at different distances had to judge which of them
was playing an unfamiliar stimulus. At first, the listeners were unable to
correctly identify the source and consistently associated the source to the
closest loudspeaker, but gradually improved their judgment at each trial.
This indicates that increasing familiarity can lead to better localization ac-
curacy. Familiarity also turns a relative cue into an absolute one.

Expectation Speech signals are familiar to all listeners. These signals have par-
ticular features that one uses, for example, to distinguish between shouting
and whispering. In anechoic conditions, Gardner [1969] showed that the
distance to a source of whispered live speech was underestimated while the
distance to its shouted equivalent was overestimated. Gardner argued that
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listeners probably associated whispering with being close to the interlocutor,
and shouting with being away from him or her.

2.2 Overview of visual spatial perception

As humans, we see the world with our two eyes located side by side on our face.
Figure 2.6 shows a cross-section of the eye with the name of some of its key parts.
We are only sensitive to a part of the electromagnetic spectrum called the visible
spectrum. For an average viewer, this range includes wavelengths from roughly
400 to 700 nm. The monocular visual field of a normal eye extends horizontally to
approximately 60◦ towards the nose and 100◦ away from the nose [Spector, 1990].
This field extends vertically to about 60◦ upwards and 75◦ upwards. The binocular
region, where the two monocular visual fields overlap, extends horizontally to
about 120◦.

Pupil
Iris

Posterior chamber

Lens

Cornea

Anterior chamber
(aqueous humour)

Ciliary muscle

Sclera

Choroid

Retina

Zonular
fibres

Optic disc

Optic nerve Fovea
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Suspensory
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Retinal
blood vessels

Vitreous
humour

Figure 2.6: A diagram of the anatomy of the human eye. From
Wikipedia [2013b]. License: public domain.
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Our eyes work as an optical system, which captures the light that originates
from our surroundings. The iris dynamically controls the quantity of light that
enters the system. The iris thus plays the role of an aperture stop, and the pupil
constitutes the aperture. The light is focused by the cornea and the (crystalline)
lens on the retina. In optical terms, the cornea has a fixed focal length. This
means that the object is in focus (the image of a point is a point) only at a given
distance. To allow us to see sharply, the focus of the eye is corrected by the lens,
which is dynamically controlled through a process called accommodation [Atchison,
1995]. The retina, where the light is focused, contains photoreceptor cells, i.e. cells
that are sensitive to the incident light. These cells transmit their information to
neurons that form the optical nerve, linked directly to the brain. The presence of
the optical nerve results in a blind spot, called the optical disc.

In optical terms, the optical axis of the eye is the imaginary line that passes
through each curvature center of the lens, or more accurately, its closest fit, because
the centers do not lie on a single line. The visual axis is the line that passes through
the object of attention and the fovea, which is the region of the retina with the
highest acuity. In order to track objects in the visual field, the eyes can move in
their orbits. The opposite movements of the visual axes that allows the projection
of the fixated object to remain on each fovea is called the vergence. It is coupled
to the process of accommodation [Fincham and Walton, 1957].

In the retina, one finds two types of photoreceptors, namely rods and cones.
Their spatial distributions in the retina are highly non-uniform, as can be seen
in Figure 2.7. Rods are by far the most numerous: a typical retina contains
about 100 million of these cells [Roorda, 2002]. They are monochromatic and
their high sensitivity makes them responsible for our vision at low light intensities
(scotopic vision). Several rods are connected to one neuron in order to amplify the
information signal. This grouping results in a lower spatial resolution. Because the
rods are not useful for the perception of the visual stimuli we are most interested
in in this thesis∗, they are not further discussed here.

Cones are less numerous than rods. There are about 5 million cones and they
are responsible for our vision at daylight (photopic vision). They come in three
types, L (long), M (middle) and S (short) depending on the wavelength range they
are sensitive to. The spectral sensitivity of the three types of cones is shown in
Figure 2.8. The spatial distribution of cones is also non-uniform. L and M cones

∗To be precise, the extreme case of a screen presenting a completely black image would fall
in the range of mesopic vision, where our percept is a mixture of signals from rods and cones
[Kennel, 2012].
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Figure 2.7: The spatial density of rods and cones in the human
retina. Only cones are present in the fovea and rods dominate
outside this region. After Osterberg [1935]. Image downloaded
from www.uxmatters.com.

are concentrated in the fovea while the S cones are spread around the rest of the
retina. The eye does not need a high spatial resolution at the shorter wavelengths
because of the chromatic aberration of the eye optical system [Wandell, 1995]. The
refractive index of a lens is dependent on the wavelength of the incoming light.
Therefore, different wavelengths focus at different distances from the lens.
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Figure 2.8: Spectral sensitivities of the L, M and S cones in the
human eye. Data from Stockman and Sharpe [2000], also available
on the Internet.
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2.2.1 Visual perception of direction

We look at our surroundings with two spatially separate eyes. Our brain therefore
catches two different views of the same scene. Still, under most circumstances,
single objects appear to us. Our brain assigns to each object a single visual
direction from the two disparate visual directions of each eye. That is, one must
distinguish between the egocentric direction, which specifies the location of the
object with respect to the head, and the oculocentric direction, which specifies
the location with respect to the retinal projection of each eye. These may or may
not be identical directions depending on the viewing condition. The brain must
therefore deduce the egocentric direction from the two oculocentric directions and
the rotation of both eyes.

The principles of visual direction were defined by Hering [Ono, 1979]. They
explain how we form this unique perception of direction from the two different
directions suggested by our eyes. He called the visual line the line passing through
any object and the aperture of one eye, where all the light rays cross. The principal
visual line, or visual axis, is the visual line of the fixated object, which goes through
the fovea. Hering suggested we see the world as if we had a third cyclopean eye
located midway between our two eyes (see Figure 2.9). An object which stimulates
one or both foveæ will be seen on the line passing through the cyclopean eye and
the intersection of the two visual axes (the fixation point). An object which
stimulates any other position of either retina will be seen from the cyclopean eye
with an angular deviation from the line passing through the cyclopean eye and
the fixation point.

Sometimes, however, the information from the two eyes is not fused and double
vision occurs. Only certain combinations of points on the retinæ give rise to a
unique perception of direction. A point on the retina is said to be corresponding to
a point in the other retina if their simultaneous stimulations give rise to a unique
perception of direction [von Noorden and Campos, 2002]. As a first approximation,
these points are on, or equidistant to, the two foveæ. On the one hand, the
excitation of corresponding points gives rise to a unified, single percept, through
a process called stereopsis, provided the images on the retinæ are similar in size,
brightness, and sharpness. On the other hand, the excitation of non-corresponding
points gives rise to double vision or diplopia.
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F

Left eye

Right eye

N

Cyclopean eye

Figure 2.9: The determination of the direction of a point N when
the eyes fixate the point F, using the cyclopean eye model. The
images of F fall on the fovea in each eye, and the dotted lines from
F to the retinæ are the visual axes. The images of a nearer point,
N, fall on the temporal retina of the right eye and the nasal retina
of the left eye, and the lines from N to the retinæ are the visual
lines. Because the images of N are equidistant from the foveæ,
the cyclopean eye is used to determine its corresponding unique
perceived direction.

2.2.2 Visual perception of depth

Thanks to the perception of visual depth, humans can evaluate visual distances
quite accurately. The information we obtain about the layout of the visual scene
surrounding us is not always expressed in absolute units, like meters. It is therefore
useful to differentiate several notions relating to the characterization of this layout.

Egocentric or absolute distance is the distance from the observer to a point in
the scene. Relative distance (absolute depth) is the depth separation between
two points in egocentrically scaled units. Relative depth is the non-metric
depth ordering of two or more points, or the ratios of depth separations
between more than two points (e.g., slant). (Vishwanath and Blaser [2010])

As in the case of the auditory distance evaluation, the compressive power
function D′ = kDa is also used to link the real distance to the visual egocentric
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distance. The exponent corresponding to the visual perception is usually slightly
less than 1 [Cook, 1978]. In a review, Da Silva [1985] showed that, although there
were large inter-individual differences, a mean exponent of 0.9 approximates fairly
well all the reviewed studies.

Recent experiments using a head-mounted display (HMD) revealed that nei-
ther binocular presentation (as opposed to monocular presentation) or a fixed
interocular distance (as opposed to an interocular distance fitted to the viewer’s)
are the cause of the observed compression in distance [Willemsen et al., 2008].

Still, experiments involving a visually directed action rather than direct judg-
ment of distance show that the underestimation of close distances is due to the
employed experimental methods rather than an incorrect mental representation
of space [Loomis et al., 1992], at least up to distances of 15 m [Fukusima et al.,
1997].

Recent evidence also suggests an influence of the depicted environment [Inter-
rante et al., 2006]. The compression of distance disappeared when participants
were presented with a virtual environment which replicated perfectly a real en-
vironment that they had previously experienced. However, the hypothesis that
participants formed a metrically accurate mental model of the real environment
and used it to calibrate the virtual environment can be discarded [Interrante et al.,
2008].

Another limitation of the compressive power model appears at large distances
(more than 30 m). Not all distances are underestimated. Recent evidence suggests
that distances up to about 100 m are underestimated and distances beyond that
are overestimated [Daum and Hecht, 2009].

Different reviews give different lists of cues associated to our perception of
depth. We report here the list proposed by Cutting and Vishton [1995], who also
indicated the relative strength of these cues relative to the others as a function
of the distance between the observer and the object of interest. This is shown
in Figure 2.10. Here, we split the cues into two categories, the monocular cues,
which are available to us even when one of our eyes is closed, and the binocular
cues, available only when our two eyes catch a different image of the same scene.

Occlusion Occlusion occurs when an opaque objects hides, at least partly, an-
other object behind it. This cue gives information on the order of the objects
in the scene. However, this cue is purely ordinal: it does not give any infor-
mation on the distance separating the two objects. It is a reliable cue at all
distances (Figure 2.11(b)).
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Figure 2.10: Just-discriminable depth thresholds as a function of
the log of distance from the observer, from 0.5 to 5000 m, for nine
different sources of information about scene layout. After Cutting
and Vishton [1995].

Relative size and relative density When two objects are known to be of sim-
ilar size, but their absolute size is unknown, then the difference between
their projected size on the retina gives information on their relative posi-
tions. The object with the largest size on the retina is closer than the other.
When the absolute size of one object is known to the observer, then the
cue becomes absolute. Like occlusion, this cue is fairly reliable at all dis-
tances (Figure 2.11(c)).

Height in the visual field When looking at the scene from bottom to top, the
order of the basis of objects lying on the opaque ground gives ordinal infor-
mation on the layout of the scene. This information becomes absolute when
one knows of the height of one’s eyes and the orientation of the ground plane.
Contrary to the previous cues, the reliability of the height in the visual field
decreases with distance (Figure 2.11(d)).

Aerial perspective Aerial perspective refers to the filtering produced by the at-
mosphere when distance increases. Objects in the distance get bluer and
decrease in contrast with the distance (Figure 2.11(e)). This is mainly effec-
tive at large distances.

Motion parallax and motion perspective When the observer and the fixated
object are in movement relative to one another, the motion parallax, that is
the relative movement of the projection of the object on the observer’s retina,
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gives a cue to the distance to the object. When the projection of a whole
scene moves on the retina, one talks about motion perspective. Dynamic
cues are powerful as they give the relative position of all objects as well as
one’s own velocity.

Amongst the monocular cues, the static cues correspond to the cues available
in a regular 2D picture. They are illustrated in Figure 2.11.

(a) No cue. (b) Occlusion.

(c) Relative size. (d) Height in the visual field.

(e) Aerial perspective.

Figure 2.11: Static monocular depth cues. (a) The basic case with
no depth cue. (b), (c), (d) Illustration of 3 monocular cues added
to the case of figure (a). (e) © C. R. André, 2009. This picture was
taken by the author in the surroundings of the village of Peyresq,
in the south of France. It illustrates the cue of aerial perspective:
the hills get bluer and bluer as the egocentric distance increases.

It might be surprising that linear perspective or texture gradients are not part
of this list, as they seem to give important information about the visual layout.
Cutting and Vishton [1995] argue that these elements are just a combination of
continuous variations in relative size and density, which are described in the list.

We now turn to the binocular cues, which are available to us when each of our
two eyes catch a different view of the same scene.

Accommodation and vergence Strictly speaking, accommodation is a monoc-
ular process. Still, we consider it with vergence because the two processes are
physiologically coupled. The state of the eye muscles that produce vergence
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gives a non-optical indication of the distance to the fixated object. The com-
bined action of these cues rapidly decreases with increasing distance. They
are mostly useful below 2 m [Leibowitz et al., 1972].

Binocular disparities The fixated object has its projections in the fovea of each
eye. When another object has projections that fall on corresponding points
in the retinæ, the angular distance from the projections to the foveæ is the
(angular) disparity. It is easily shown that the disparity increases with the
distance to the fixation point in the physical world. Also, the sign of the
disparity determines if the object is in front or behind the fixation point.

The binocular cues will be further discussed in Section 4.2.2.

2.3 Overview of auditory-visual perception
We have seen so far that both vision and audition can potentially give us infor-
mation on the spatial location of an object. This information therefore has to be
integrated in the brain to form the percept of a single audiovisual object. The
material in this section is largely inspired from [Kohlrausch and van de Par, 2005].
To investigate how normal human subjects integrate the information coming from
different sensory sources, traditional experiments present the subjects with a sit-
uation in which there is a discrepancy between two or more sensory modalities.
This discrepancy result in an intersensory bias. This bias can sometimes rule out
one modality in favor of the other, a phenomenon called capture. More often,
however, the overall percept is an intermediary percept, resulting from multisen-
sory integration. The amount of bias, whether it be 100% as in capture, or less,
depends on the stimuli and the experimental design.

Amongst the stimulus variables, Radeau and Bertelson [1977] distinguish be-
tween structural factors and cognitive factors. The structural factors relate to the
way the stimuli are delivered. This includes the magnitude of the intersensory
discrepancy and the relative timing between the stimuli. The cognitive factors
include the subject’s awareness of the discrepancy, the “unity” assumption, which
may convince the subject that there is a single physical event, and the compelling-
ness of the situation, when more cues are redundant. Amongst the response vari-
ables, the type of response and the timing given to the subject to answer influence
the most the intersensory bias.

Concerning the integration of the multisensory information, Welch and Warren
[1980] introduced three potential integration schemes:
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• the modality precision hypothesis, which states that the bias will be towards
the modality which is the most precise. This hypothesis is supported by the
phenomenon of visual capture of sound localization, the ventriloquism effect,
discussed in Section 2.3.2.

• the directed attention hypothesis, which explains the bias by a different
allocation of attention. The dominant modality is the one that receives the
most attention.

• the modality appropriateness hypothesis, which states that different modal-
ities are better suited for different tasks. For example, a spatial judgment
will favor vision because vision outperforms the other modalities in this task.
With this hypothesis, the precision of a modality is merely a consequence of
the superiority of a certain modality at a certain task.

However, as Ernst and Bülthoff [2004] point out, this nomenclature is confus-
ing. It is not the modality itself which is more precise or appropriate, but the
estimate that is produced from the multimodal input to the brain.

In the particular case of the auditory and visual modalities, we are already
familiar with the ventriloquism effect, where vision dominates audition. Vision,
however, does not always dominate the auditory-visual integration. For example,
the presence of either a sound or an image can improve the visual or auditory
detection threshold, respectively. For instance, the ability of an irrelevant light
stimulus to increase the sound detection threshold has been shown with the com-
bination of an illuminated LED in spatial and temporal coincidence with a 200 ms
broadband auditory noise at a near-threshold level [Lovelace et al., 2003]. This
is also true for a sub-threshold masked visual signal, which can be more easily
detected when presented in combination with a simultaneous auditory white noise
burst at the same location [Frassinetti et al., 2002]. Another example is the pres-
ence of an accompanying picture in the task of identifying a sound source. When
the sound and the picture are congruent (the picture represents the agent or object
producing the sound) both the mean percentage of correct identification and the
reaction times are better, compared to the case when the sound and the picture
are incongruent [Bouchara et al., 2010].

2.3.1 Auditory-visual temporal perception

If either the modality precision hypothesis or the modality appropriateness hypoth-
esis of multimodal integration is correct, then temporal perception is an example
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where the auditory modality should dominate. Recanzone [2003] has shown that
the presentation of two consecutive series of four beeps and flashes, where only the
second series of beeps is presented at a higher frequency, results in the perception
of the second series of flashes at a higher frequency. Thus the visual rate percep-
tion is captured by an auditory distractor. This effect is not dependent on the
spatial alignment of the two stimuli or the intensity or bandwidth of the auditory
signal. It is, however, strongly dependent on the difference of rates between the
two presentations.

The perception of auditory-visual simultaneity is another important topic for
research. Depending on the stimuli and the experimental method, the time-
window of simultaneity varies. In the following, a negative time delay means that
the sound precedes the image. At the 75% level, Hirsh and Sherrick Jr. [1961] mea-
sured a window at [−25 ms, 25 ms] with a point of subjective equivalence (PSE)
at 5 ms. This is shown in Figure 2.12(a). Lewald and Guski [2003] asked subjects
to judge the synchrony of an AV stimulus on a scale from 1 to 9. The judge-
ment was highest in the range [−50 ms, 100 ms] with the maximum at 50 ms.
Similarly, [Zampini et al., 2005] obtained a gaussian fit with mean = 19.4 ms
and stdev = 114 ms. This fit is shown in Figure 2.12(b). Based on the quality
judgment of an audiovisual program, the detectability range reported in the ITU
recommendation BT1359 is [−45 ms, 125 ms]. These differences can be explained,
partly by the difference in stimuli, but also by the different criteria used to define
the thresholds.

2.3.2 Auditory-visual spatial perception

2.3.2.1 Ventriloquism in azimuth

When people are presented with a synchronous but spatially mismatched audi-
tory-visual stimulus, they tend to perceive the sound coming from closer to the
location of the visual stimulus, the so-called ventriloquism effect [Thurlow and
Jack, 1973]. This effect decreases with increasing angular difference between the
positions of the auditory and visual sources [Jackson, 1953].

Experiments previously conducted in laboratory conditions used an audiovisual
stimulus consisting of a simultaneous pair of brief, simple, and arbitrary stimuli,
such as an auditory beep, and a visual flash. In this case, Alais and Burr [2004]
showed that a statistically optimal model approximates well the mechanism of
bimodal integration. If each sensory estimate Ŝi is unbiased but corrupted by
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(b) Simultaneity judgment.

Figure 2.12: Response pattern in temporal judgment tasks. (a)
Judgment about whether “audio comes first” (continuous line) or
“video comes first” (dotted line). Data from [Hirsh and Sher-
rick Jr., 1961]. (b) Judgment about the simultaneity of the stim-
uli. Data from [Zampini et al., 2005].

a gaussian white noise with variance σ2
i , then the maximum-likelihood estimate

(MLE) of the integrated perception is

Ŝ =
∑

i

wiŜi with wi = 1/σ2
i∑

j 1/σ2
j

. (2.2)

Thus, the variance of an auditory-visual percept is given by

σ2
AV = σ2

Aσ
2
V

σ2
A + σ2

V

≤ min (σ2
A, σ

2
V ) (2.3)

provided that the sensory noises are independent [Ernst and Banks, 2002]. In
another experiment, Battaglia et al. [2003] had to include a Bayesian prior, thereby
generalizing the MLE model, to accurately model the data from their auditory-
visual localization task. In the experiment reported in Chapter 8, the additional
auditory ambient noise serves as a way to decrease the reliability of the auditory
spatial information through an increase of σ2

A. The sensory integration should
therefore rely more on the visual stimulus, and the stimulus integration should be
more resilient to the angular error between the sound and the image.

The magnitude of the auditory-visual integration has been found to depend
on both spatial relations and temporal relations of the unimodal stimuli. The
auditory-visual window of integration of arbitrary stimuli extends up to about
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100 ms in time and 3◦ in space [Lewald et al., 2001]. It is centered around 0◦ in
space and about 50 ms in time, when the audio arrives after the image [Lewald and
Guski, 2003; Slutsky and Recanzone, 2001]. Slutsky and Recanzone [2001] have
shown that the effect of a temporal disparity on bimodal integration is greatest
when the spatial (angular) error between the sound and the image is below the
(spatial) threshold of integration. However, the effect of a temporal disparity is
not significant below a 50 ms time delay.

When the stimuli are more natural, i.e. carry more information, such as for a
speaking character, then the “unity assumption” must be taken into account. The
unity assumption arises from properties shared by the unimodal stimuli such as
space location, temporal rate, size, shape, . . . [Welch, 1999]. The more numerous
the shared properties, the stronger the association of the two stimuli. Conversely,
if more properties give conflicting cues, the integration is lessened.

Therefore, when more natural stimuli are used, such that the unity assumption
holds, the bimodal integration is maintained at much larger angles of discrepancy
than those obtained with arbitrary stimuli. Simply by letting participants assume
that the arbitrary stimuli had a common cause, Lewald and Guski [2003] increased
the spatial window to about 12◦. The temporal window, also, can be enlarged.
Using, a speech stimulus, van Wassenhove et al. [2007] obtained a 200 ms time
window (see also Section 2.3.3).

2.3.2.2 Ventriloquism in distance

The question of whether a similar ventriloquism effect exists in auditory distance
perception is still open. Results in existing studies are contradictory and seem to
heavily depend on the experimental design.

The first indication on this topic is that provided by Gardner [1968], in an ane-
choic environment. Participants faced a loudspeaker at eye-level. Directly behind
this loudspeaker were located several other loudspeakers at increasing distances,
in such a way that only the closest loudspeaker could be seen. When a speech
signal was played by the loudspeaker farthest from the participant (at about 9 m)
at a comfortable level (65 dB(B) measured at the participant’s position), the par-
ticipants chose the closest loudspeaker as the source, without exception. Gardner
called this the proximity-image effect. Note that this effect only worked when the
sound was played at a constant, reasonable level [Gardner, 1969]. When several
levels were tested successively, the chosen apparent source moved away from the
participant with a decreasing sound level. Because these experiments were con-
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ducted in an anechoic environment, the participants missed an important cue for
distance perception, namely the direct-to-reverberant ratio.

Zahorik [2001] reexamined the results from [Gardner, 1968] using a similar
apparatus and a similar method, but in a semi-reverberant environment. Half
the subjects did not see the apparatus. The other half saw the layout before the
experiment. When participants were blindfolded, the auditory distance estimation
was in alignment with the literature (k = 0.92, and a = 0.66). When additional
visual cues were available, the distance estimation was better (k = 0.90, and
a = 0.78) and the variability of the judgments was lowered. These results therefore
contradicts Gardner’s proximity-image capture hypothesis. In addition, Zahorik
did not find any evidence supporting the visual capture of auditory distance in his
data.

Calcagno et al. [2012] again reexamined the results from [Gardner, 1968] in a
darkened, semi-reverberant room. Participants therefore had no information on
the layout of the room and could not see the loudspeaker during the experiment.
Instead, the visual targets were LEDs aligned on a line parallel to the loudspeaker
array. In addition, only one mobile loudspeaker was used to prevent shadow
filtering of the signal coming from loudspeakers behind the closest one. The mobile
loudspeaker was moved in distance between trials, while two other loudspeakers
played a masking signal. Highly accurate distance estimation (k = 1.14, and
a = 0.89) was achieved when participants could see the test room for 5 min with
lights on before the actual experiment, in the dark, suggesting that visual cues
affect auditory distance perception. Some authors suggest the behavior of auditory
distance perception at high distances (compression and underestimation) lies in the
breakdown of the direct-to-reverberant ratio cue, when the soundfield is entirely
dominated by the reverberant portion. The results in [Calcagno et al., 2012]
suggest that this behavior can be counteracted by visual cues (i.e. non-auditory
cues), even before the experiment.

Recent experiments investigated directly the question of ventriloquism by pre-
senting stimuli in unimodal conditions, bimodal congruent conditions, and bimodal
incongruent conditions.

Bowen et al. [2011] investigated the possible ventriloquism in both azimuth and
depth. They presented visual stimuli on an stereoscopic 3D (s-3D) screen with
active glasses, and the auditory stimuli with binaural sound, recorded directly on
the participants. They presented the visual stimuli on three lines at 0◦ and ±8.78◦

azimuth. Three depth planes were tested, at 55, 69, and 83 cm (the screen plane
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being at 70 cm). Although they only included results from four participants, the
bias of the auditory perception towards the visual stimulus was of the same or-
der of magnitude, reaching 84% in azimuth and 72% in depth. In addition, the
Bayesian weights corresponding to Equation (2.2) showed that σV was approxi-
mately equal to σAV in both cases, indicating that the Bayesian framework was
equally applicable in azimuth and depth.

Turner et al. [2011] presented the image of a mobile phone on a 46-inch 3DTV.
The mobile phone appeared to ring from one of two sound positions (hidden loud-
speakers). One sound source was congruent to the visual object, and the other was
25 cm in front of the visual object. Fifteen participants judged in a two-alternative
forced choice (2-AFC∗) experiment in which presentation the phone was displayed
closer, while in reality, only the sound position varied between presentations. The
results showed that participants did perceive the phone to be closer.

Cote et al. [2012] presented congruent and incongruent stimuli on a 2.4×1.8 m2

s-3D screen, with binaural sound. Their results suggest that, when the sound
source is located behind the perceived visual object, the auditory-visual source is
located at the position of the perceived visual object. The perceived auditory-
visual object is slightly (but significantly) brought to the front when the sound
source is in front of the perceived visual object. From the available data in the
article, we computed that the bias in depth towards the visual stimulus was around
50%.

Corrigan et al. [2013] presented congruent and incongruent stimuli on a 46-
inch 3DTV. The visual stimuli were an s-3D picture of a loudspeaker and an
s-3D video of a talking person. The corresponding auditory stimuli were dry
recordings convolved with B-format room impulse responses, presented binaurally.
Participants judged whether the auditory stimulus was in front, at the same depth,
or behind the visual stimulus. Three different visual distances (2, 4, and 8 m) were
tested, and fourteen auditory distances. When the visual stimulus was at 2 m
(subsequently 4 and 8 m) from the viewer, the auditory stimulus was perceived
as congruent at distances between 1 and 2 m (between 3 and 6 m, and between 6
and 11 m, respectively, for greater distances). However, we noticed the presence
of window violation in the visual stimulus. Therefore, the depth estimation might
be biased. Window violation occurs when an object appears in one image in the
s-3D pair, but not in the other. The fact that the edge of the picture cuts off the
object is interpreted as an occlusion by the brain, which is in conflict with the

∗In a 2-AFC experiment, participants are presented consecutively with two different stimuli.
They have to decide which of the two corresponds better to a given criteria.
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presence of the object in the other retinal image.

2.3.3 Auditory-visual perception of speech

The ability to see the lips of a speaker while hearing the speaker’s voice has been
shown to improve the sensitivity to acoustic information in the presence of noise,
i.e. the ability to detect speech in noise [Grant, 2001]. It has also been shown to
improve intelligibility, i.e. the ability to understand what is said, by comparison
to auditory-only situations [Schwartz et al., 2004; Sumby and Pollack, 1954].

In order to obtain this increase in intelligibility, the delay between the auditory
stimulus and the visual stimulus has to remain close to zero. McGrath and Sum-
merfield [1985] measured the just-noticeable audiovisual delay with a speech-like
stimulus (a Lissajou curve resembling lips and a 120 Hz triangular wave attenu-
ated at onset and offset). The just-noticeable delay was 79 ms when the audio
came first, and 138 ms when the video came first. By comparison, the ITU-T
recommendation BT1359 concerning television programs suggests that the delay
should be kept below 90 ms (audio first) or 185 ms (video first).

The discrepant presentation of speech and lip movement can result in the
McGurk effect, a famous auditory-visual speech illusion [McGurk and MacDonald,
1976]: when presented with a visual stimulus consisting of a talking face repeating
the syllable /ga/ while listening to an audio track consisting in a voice repeating
the syllable /ba/, subjects reported hearing the syllable /da/. Of course, this
effect disappeared in unimodal trials.

2.3.4 Auditory-visual interaction in presence of ambiguity

Sekuler et al. [1997] presented to participants a visually ambiguous sequence. Two
visually identical particles in motion move steadily towards each other, coincide on
the screen for a variable period of time, and then regain their initial position (Fig-
ure 2.13). This sequence can be interpreted in two ways: (1) each particle returns
to its initial position, which is called the bouncing scenario, and (2) each particle
arrives at the other side of the picture, which is called the streaming scenario.
The addition of a click noise when the particles coincide increases significantly the
perception of the sequence as a bouncing scenario.
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Figure 2.13: Illustration of an ambiguous visual sequence (from
left to right). Two particles progress towards one another. In the
middle picture, they coincide. In the absence of any other cue,
one cannot separate the case where each particle regains its ini-
tial position (bouncing) from the case where each particle arrives
at the other side of the picture (streaming). The addition of a
click noise when the particles coincide increases significantly the
perception of the sequence as a bouncing scenario [Sekuler et al.,
1997].

2.3.5 Auditory-visual illusion

An auditory-visual illusion that cannot be placed in any of the previous sections
is the multiple flash illusion [Shams et al., 2002]. When a single flash of light
is accompanied by several auditory beeps, subjects perceive the single flash as
a sequence of flashes. This phenomenon is particular in that it occurs for an
unambiguous visual stimulus. Researchers also tried to present multiple flashes
accompanied by one auditory beep [Shimojo and Shams, 2001]. This does not
result in any illusion.

2.3.6 Perception of audiovisual quality

A temporal asynchrony [ITU R. BT1359] or a spatial incongruence [Komiyama,
1989] can degrade the perceptual quality of an audiovisual television program.
Beerends and De Caluwe [1999] investigated whether viewers could effectively dis-
card the sound when making a judgment about the picture in an audiovisual
content, and, conversely, whether they could discard the picture when making
a judgment on sound quality. Their results show that this is not the case: the
perceived quality of sound is influenced by the quality of the picture (1.2 points
on a 9-point scale), and, to a lesser degree, the perceived quality of the picture
is influenced by the quality of sound (0.2 points on a 9-point scale). The corre-
lation between the perceived visual quality and the perceived audiovisual quality
was 0.92. The correlation between the perceived audio quality and the perceived
audiovisual quality was significantly lower, at only 0.35.

More recently, Gaston et al. [2010] showed with a same/different paradigm
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that the addition of a degradation of the audio track could increase or decrease
the sensitivity to a degradation of the video track. For example, the presence
of all three audio degradations tested (high frequency boost, high frequency cut,
and lowered MP3 bitrate) lowered the sensitivity of the viewers to an increase in
brightness.
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Chapter

3
Spatial sound reproduction

Highlights
X The reproduction of spatial sound to the moviegoer is considered.

X Stereo sound is discussed.

X A nomenclature of one and two-channel audio systems is given.

X A short historical review describes the technological evolution of sound
systems in movie theaters.

X The different 3D audio technologies are discussed.
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This chapter focuses on the reproduction of spatial sound to the spectator
in a cinema. First, stereo sound is discussed and a nomenclature of one and
two-amplifying channel audio systems is given. Then, a short historical review
describes the technological evolution of sound systems in movie theaters. Finally,
different 3D audio technologies are discussed.

3.1 Two-channel sound reproduction

One must understand a few concepts about current spatial sound reproduction be-
fore discussing more involved audio techniques. Most sound reproduction nowa-
days, at least on television and the radio, is stereophonic. This is popularly
abbreviated as stereo sound. Stereo sound refers to a specific way of capturing,
transmitting, and reproducing a sound to the listener, which uses two channels
to convey the information. A channel is understood as “. . . an electric circuit
carrying a current having a definite form depending upon the original sounds in
the studio.” (Blumlein [1936])

Section 3.1.1 discusses stereo sound. Section 3.1.2 describes other two-channels
reproductions systems and gives a global nomenclature.

3.1.1 Stereo sound

When two loudspeakers are fed the same signal, possibly with a small time delay
and/or level difference between the two channels, one perceives a phantom source
through stereo sound. The time delay and/or the level difference determine the
placement of the phantom source between the two loudspeakers (Figure 3.1). More
precisely, in a standard setup (θ0 = 30◦), for shifts inferior to about 23◦, the
relationship between the shift and both time delay and level difference is linear
and the shift S, in degree, can be expressed as

S(∆t,∆L) = 44×∆t+ 2.2×∆L, (3.1)

where ∆t is expressed in ms and ∆L is expressed in dB [Theile, 2000].
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θ0θ0

Figure 3.1: The usual stereo setup. When θ0 = 30◦, the setup
is compatible with the ITU standard for 5.1 sound reproduc-
tion [ITU, 2012]. A phantom source (dashed shape) is reproduced
at an angle of 10◦ from the forward direction. After Streicher and
Everest [2006].

The development of stereo sound reproduction started in the 1930’s. It resulted
from two apparently different approaches.

The first approach is that described in the patent of Blumlein [1936], which
claims a system for capturing, transmitting, and reproducing sound which relies
on Rayleigh’s duplex theory [1896]. The recording system consists in two identical
microphones, possibly separated by a baffle, spaced apart by a typical distance of
20 cm, both facing the same direction. At low frequencies, Blumlein found that,
using a post-processing step known as Blumlein shuffling, a difference in phase
at the input, i.e. in the microphone signals, turns into an amplitude difference at
the output. By subsequently playing the signals on a stereo loudspeaker pair, the
necessary interaural time differences (ITD, see Section 2.1.1) are reproduced at
the listener’s ears. Blumlein shuffling filters the sum-and-difference form of two
stereo signals [Gerzon, 1994]. The introduction of a phase shift in the path of the
difference signal converts a difference in phase between the two input stereo signals
into a difference in amplitude. However, Blumlein shuffling has practically no effect
at high frequencies. At high frequencies, the baffle between the microphones acts
as an acoustic obstacle and the difference in sound pressure level between the
microphone signals goes through electrical amplification before being reproduced
by the loudspeakers in order to produce the necessary interaural level difference
(ILD) at the listener’s ears.

The second approach to stereophonic sound is the engineering compromise of
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Steinberg and Snow [1934], based on the idea of an ideal acoustic curtain [Fletcher,
1934]. This curtain is made of a myriad of tiny microphones, and is placed in front
of the scene to be recorded. In the reproduction space, each microphone signal,
by essence different from the others, is fed to a corresponding loudspeaker and the
combination of all the loudspeakers recreates a true audio perspective to the ears
of the listener, who uses natural hearing to perceive the recreated soundscape.
The compromise is then to reduce the number of microphones and loudspeakers
to only two or three to capture and reproduce the sound scene. As Snow [1953]
acknowledged, the idea of an ideal acoustic curtain is fundamentally different
from the engineering compromise of two or three-channel stereo. The perception
of the latter is based on a different phenomenon in the brain, called the precedence
effect [Litovsky et al., 1999; Wallach et al., 1949]. The precedence effect is the
perceptual phenomenon responsible for the grouping of similar sounds separated
by short time delays (below around 1 ms). In a reverberant environment, for
example, the sounds coming from a source and reflected from the walls, floor, and
ceiling are not heard as separate auditory events. Instead, the direct sound and
its reflections are fused, and the localization of the source is dominated by the
direction of the first incident wave. The acoustic curtain approach, however, is
similar in concept to the spatial audio technique known as Wave Field Synthesis,
which is discussed in Section 3.3.4.

The perceived direction of origin resulting from a pair of amplitude panned
stereo signals (left, L, and right, R) can be computed, based on an energetic
sound field analysis, and is dependent on the cross-correlation φLR of the sig-
nals [Merimaa, 2007]. The perceived direction of the phantom source θ is given
by

tan θ
tan θ0

= mLR −mRL

mLR +mRL + 2Re{φLR}
(3.2)

where θ0 is 30◦, assuming the standard stereo layout, and mLR = 1/mRL is
the magnitude ratio between the two loudspeaker gains. The directions θ ob-
tained with this equation are plotted in Figure 3.2 for several values of the cross-
correlation φLR. In the case of the amplitude panning of one input signal (φLR =
1), we can see that the relationship is almost linear, as stated in Equation (3.1).
In addition, Equation (3.2) reduces to the tangent panning law [Pulkki and Kar-
jalainen, 2001]

tan θ
tan θ0

= gL − gR
gL + gR

(3.3)

where gL and gR are the gains applied to the unique input signal.
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Figure 3.2: Direction of arrival θ of the net sound energy as a
function of the magnitude ratio mLR for stereo loudspeakers at
±30◦. The different curves correspond to different values of the
cross-correlation coefficient φLR. After [Merimaa, 2007].

We now discuss the capabilities of stereo sound in terms of cues present in the
reproduced sound field. This discussion is summarized in Table 3.1. The focus
is on intensity panning only, because it produces narrower phantom sources [Lee
and Rumsey, 2004].

Table 3.1: Spatial cues and spatial attributes of a sound field
reproduced with stereo sound.

(a) Spatial cues provided in the sound field reproduced with
stereo sound.

Stereo (amplitude panning)
ITD correct below 1.1 kHz
ILD correct above 2.6 kHz
Spectral cues no
Distance cues simulated

(b) Spatial attributes of sound reproduced with stereo sound.

Stereo (amplitude panning)
Azimuth

[
−30◦, 30◦

]

Elevation no
Near field no
Distance, depth simulated
Spatial impression simulated
Envelopment no
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Azimuth reproduction In anechoic conditions, Pulkki and Karjalainen [2001]
asked participants to pan phantom sources to try and reproduce the sound direc-
tion of two real sources at ±15◦. The results were also compared to a computa-
tional model of auditory localization [Pulkki et al., 1999]. Results show that, for
broadband stimuli, the ITD is correctly reproduced by the stereophonic setup up
to about 1.1 kHz. The ILD deviates more from the intended panning angle, and
oscillates, but suggests roughly the correct direction at frequencies below 0.5 kHz
and above 2.6 kHz. The discrepant cues produced in the range 1.1 kHz to 2.6 kHz
suggest different directions, and are therefore thought to increase the perceived
source width.

Elevation reproduction Obviously, sources reproduced with stereo sound are
confined to the horizontal plane. However, the phantom source may be perceived
with a slight elevation (up to a few degrees), depending on the frequency content
of the signal and the characteristics of both the loudspeakers and the reproduction
room.

Distance reproduction Much like a picture, in which depth is perceived at the
physical distance of the printed object, auditory distance reproduction in stereo
systems allows for the perception of auditory depth at the physical distance of
the loudspeakers. All distance cues related to the sound spectrum are reproduced
(intensity, air absorption, and direct-to-reverberant ratio).

Because accurate stereo reproduction is limited to a sweet spot in space, erro-
neous distance cues are produced when the listener moves.

3.1.2 Nomenclature of two-channel reproduction systems

Stereo is not the only way to convey spatial sound over two channels. Therefore, it
is important to differentiate between the possible chains involving one or two am-
plifying channels. These systems are also depicted in Figure 3.3. In the following
nomenclature, adapted from [Snow, 1953; Streicher and Everest, 2006], the suffix
-aural indicates reproduction via headphones, while the suffix -phonic indicates
that the intended reproduction is via loudspeakers.

Monaural The sound is recorded with one microphone, and one channel is used to
convey the sound to one ear via an earphone. Before electrical amplification
was available, this was the standard. Nowadays, this term is used to describe
the reproduction of a unique signal at both ears via headphones.
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Binaural The sound is recorded by placing two microphones in the ears either
of a dummy head or of a real person. The real person can be the intended
listener or someone else. Two amplifying channels convey the sound to each
corresponding ear at the listener’s end via headphones.

Monophonic The term monophonic sound, or “mono”, is used when considering
sound recorded with one or several microphones, transmitted on one channel,
and reproduced on one or several loudspeakers. The emphasis is on the
single processing and transmission channel. When several microphones have
captured the sound, a mixing stage is necessary.

Stereophonic Two channel stereophonic sound, or “stereo”, refers to the capture
of sound by two carefully placed microphones, the transmission over two
channels, and the reproduction over two carefully placed loudspeakers to a
listener at a fixed location. Several microphone arrangements exist [Streicher
and Everest, 2006], and the associated processing step of the two signals may
vary.

Pseudo-stereophonic In this case, the source is recorded with a single micro-
phone. Different gains and delays in the two amplifying channels will result
in a phantom source that moves between the two loudspeakers used for re-
production.

Biphonic This is nowadays a very frequent situation when sound intended for
stereophonic reproduction is listened to via headphones, for example with a
mobile phone or an MP3 player.

With this nomenclature in mind, we now turn to the historical review of the
different technologies that appeared in movie theaters over time.

3.2 A brief history of sound reproduction in movie
theaters

In this brief historical record, we focus on the technological aspect of sound re-
production in movie theaters. We do not consider creative aspects as well as the
financial aspects. We acknowledge that these last two factors have had a large
influence on how sound technology evolved over the course of time. Still, the
goal here is not to study how (or why) sound reproduction technology became
what it is today but rather to describe the different milestones in technology that
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Figure 3.3: Classification of the various forms of sound repro-
duction. See the text for more information. After Snow [1953];
Streicher and Everest [2006].
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were reached since the first sound recording/playing device, the phonograph, was
invented by Thomas Edison in 1877. As Theile [1990] states, the purpose of cin-
ema sound is not about achieving the optimum naturalness of the soundscape but
rather about producing spatial effects to a large audience in an economic way.

3.2.1 From silent movies to talkies

Ironically, the phonograph marks the beginning of the history of sound for moving
pictures before the actual invention of the moving picture. Indeed, an article
in Scientific American [1877] envisioned the combination of Edison’s phonograph
with the projection of stereoscopic images from the beginning:

It is already possible by ingenious optical contrivances to throw stereoscopic
photographs of people on screens in full view of an audience. Add the talking
phonograph to counterfeit their voices, and it would be difficult to carry the
illusion of real presence much further. (Scientific American [1877])

However, the audience would have to wait until 1891 to see moving pictures.
Edison, again, designed an apparatus for one spectator (the Kinetoscope), and later
in 1895, the Lumière brothers invented a device capable of capturing, processing,
and projecting moving images for a larger audience (the Cinématographe).

The first movies projected in theaters were sometimes accompanied by live
sound performed by an orchestra or a pianist [Altman, 1995]. Until around 1910,
the movie experience became closer and closer to live theater performance as pro-
fessional actors spoke lines in sync with the images, carefully hidden behind the
screen. In parallel, inventors around the world experimented with the synchro-
nization between a disc containing a soundtrack and the movie projection. Since
these audio systems aimed primarily at reproducing the human voice, thereby re-
placing the live actor, the first loudspeakers moved from a position next to the
projector (behind the audience) to a position near the screen.

Producers, however, favored music accompaniment from the early 1910s until
the time in the mid-1920s, when Bell Labs developed the Vitaphone. This system
used electrical amplification to bring the sound to the audience (Figure 3.4). The
first feature film with synchronized sound was “Don Juan” in 1926. The sound-
track contained music and sound effects. One year later, “The Jazz Singer”, the
first feature film with synchronized dialogs, was released, again using Vitaphone
sound.
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Figure 3.4: A Vitaphone system diagram, circa 1927. © 2000 The
American WideScreen Museum.

3.2.2 From monophonic to stereophonic sound

The electrical amplification of sound signals pushed research forward towards
stereophonic reproduction. At the same time, the speakers moved behind the
screen for a better association between the sound and the image. However, stereo
sound did not reach theaters directly, mainly because the 1929 crisis and World
War II prevented studios and theater owners to invest at that time.

3.2.3 The development of multiphonic sound

The development of multiphony started with Disney’s “Fantasia”, in 1940. A
particular sound system, Fantasound, was conceived for the reproduction of this
movie. Two projectors were needed to play the movie, one for the image and
a back-up mono soundtrack, and one for the three-channel stereo soundtrack,
combined to a synchronization track, all optically encoded. The three channels
drove a stereo system behind the screen. In addition, a combination of the left and
right signals drove loudspeakers surrounding the room. The movie was presented
as a roadshow in 1940 and 1941. However, due to the complexity of the hardware
and the political turmoil of the time, the movie was re-released in mono, which
was easier to distribute, and Fantasound was not used for any other movie.
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Although the use of Fantasound was short-lived, engineers kept the idea of a
three-channel stereo system behind the screen. After World War II, improvements
in sound reproduction happened around the audience, where dedicated channels
were used to reproduce ambience and sound effects. In 1952, the new Cinerama
system combined three projectors illuminating a huge curved screen and multi-
channel sound. A five-channel stereo system was used behind the screen and the
sixth channel drove loudspeakers in the room. Shortly after, Fox’s CinemaScope
used four tracks (on 35 mm film) or six tracks (on 70 mm film), again with one
channel controlling the loudspeakers in the room, and the others controlling a
front stereo system.

Magnetic recording of the soundtrack was very expensive, and prevented the
generalization of surround sound in movie theaters. This was the case until the
first episode of the “Star Wars” saga, which used Dolby Stereo, an optical encoding
of four tracks on 35 mm film. This encoding combined a noise reduction technique
(called Dolby A) to a 4:2:4 matrixing. This means that four tracks were recorded,
encoded into two channels, and decoded back to four channels in the theater.
Hence the name “stereo”, which indicates that the four tracks only occupy the
space of two tracks on the film. These four tracks were divided into a three
channel stereo system at the front (left, L, center, C, and right, R) of the theater,
and a surround channel at the back. A conventional loudspeaker arrangement is
illustrated in Figure 3.5.

3.2.4 The digital sound era

The sound of movies went through digitalization long before the image. Dolby
launched Dolby Digital with the release of “Batman Returns”, in 1992. But it was
rather “Jurassic Park”, one year later, that encouraged theater owners to upgrade
to digital sound. Digital sound at that time was still printed on film, just as
in Dolby Stereo. Both systems could actually live next to each other, as well as
next to their competitors SDDS (Sony Dynamic Digital Sound), and a time code
for DTS (Digital Theater System). The latter stored the sound information on
an additional CD-ROM. A picture showing these four systems on a film track is
shown in Figure 3.6.

Dolby Digital and DTS surround allowed up to six channels. These are com-
monly referred to as 5.1. Five channels drive full range loudspeakers, from about
20 Hz to about 20 kHz. The five tracks divide in a three channel stereo system at
the front (L, C, and R) of the theater, and two surround channels at the back, at
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Figure 3.5: Arrangement of loudspeakers for conventional motion
picture sound. The surround channel may be divided into several
channels, depending on the encoding. After Streicher and Everest
[2006].

the left (LS) and the right (RS) of the room. The sixth channel, 0.1, is a special
channel that drives a subwoofer, with a range of about 20 Hz to 120 Hz, or about
one tenth of the normal range in logarithmic units. This channel has a particular
use in cinema sound as it conveys the low-frequency effects (LFE). SDDS has the
particularity to add two channels at the front, between the three stereo channels
already defined.

In 1999, Dolby, working with THX, released its new format called Dolby Digital
Surround EX for the movie “Star Wars Episode I: The Phantom Menace.” The new
format added a center surround channel, matrixed in the left and right surround
channels for backward compatibility with 5.1.

Recently, the channel count has stabilized to 7.1, although, contrary to 5.1,
this layout has not been standardized. The two channels in addition to 5.1 can be
placed on the sides (Dolby, DTS) or at the front (SDDS). Dolby and DTS have
also released lossless audio codecs, respectively called Dolby TrueHD and DTS HD
Master Audio.

Along with the new available channels came the challenge of recording for such
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Figure 3.6: A photo of a 35 mm film print featuring four au-
dio formats – from left to right: SDDS (blue area to the left
of the sprocket holes), Dolby Digital (grey area between the
sprocket holes labeled with the Dolby Double-D logo in the mid-
dle), analog optical sound (the two white lines to the right of the
sprocket holes), and the DTS time code (the dashed line to the
far right.) License: Creative Commons Attribution-Share Alike
3.0 Unported license.

formats. Different microphone arrangements exist to capture a natural sound field
for subsequent 5.1 reproduction. Some arrangements focus on the quality of the
spatial image, mainly sought in the frontal direction (INA 3, near-coincident line,
Decca-Tree, and OCT, see [Theile, 2000] for a discussion), and some combine a
frontal spatial image with an enveloping ambience at the back into one arrange-
ment (INA 5, Fukada Tree, and OCT-Surround, see [Theile, 2000] for a discussion).
Most of the time, such a microphone rig is used in combination with spot micro-
phones placed close to particular sources of interest, resulting in dry signals, and
the various signals are mixed to produce the final soundtrack, spread on the whole
loudspeaker layout.

3.2.5 A glimpse into the near future

Several formats, available for production today, go beyond 7.1. This increase in
channel count is mainly an attempt to increase the area of correct reproduction, or
sweet-spot, of the reproduction system [Hamasaki et al., 2004]. More recently, the
focus has also been on adding height information [Hamasaki et al., 2006; Van Daele
and Van Baelen, 2012].

Advertising it as “twice as good as 5.1”, Tomlinson Holman introduced the

61



3.3. 3D AUDIO TECHNOLOGIES

10.2 format [DellaSala, 2006]. It includes the ITU 5.1 layout and adds to it a back
surround, the two additional stereo channels of SDDS, and two channels above
the L and R channels of ITU 5.1, as well as a second LFE channel to form a stereo
pair.

For movie theaters, Auro Technologies proposes two formats: 11.1 and 13.1.
11.1 consists in the addition of height channels above each full range channel in
the 5.1 layout, as well as a channel above the audience. The addition of a back
surround channel and its height counterpart results in a 13.1 system.

NHK, the japanese national broadcast company, introduced along with their
ultra-high definition TV a 22.2-channel sound system [Hamasaki et al., 2004]. This
system consists of three layers of loudspeakers: the upper layer with nine channels,
the middle layer (at the listener’s ears level) with ten channels, and the lower layer
with three channels at the front and 2 channels for low frequency effects.

3.3 3D audio technologies
The meaning of the term “3D audio” is not consistently defined in the literature.
In this thesis, we use the following definition: 3D audio techniques aim at achieving
the best spatialization possible, i.e. the reproduction at the listener’s ears of the
correct sensation of the following three factors: (1) the direction of the source,
(2) the distance to the source, and (3) the associated room effect.

In this section, we review the following five 3D audio reproduction techniques:
(1) Vector Base Amplitude Panning (VBAP), (2) binaural techniques, (3) transaural
techniques, (4) Wave Field Synthesis (WFS), and (5) Ambisonics.

3.3.1 Vector Base Amplitude Panning (VBAP)

Principles Vector Base Amplitude Panning (VBAP) [Pulkki, 1997] extends the
idea behind stereophony by adding a third loudspeaker above the stereo pair such
that it is equidistant from the listener and from each of the two stereo loudspeak-
ers. A complete 3D soundscape is achieved by placing several such triplets of
loudspeakers on a sphere surrounding the listener. The listening room is assumed
to be not too reverberant.

The source is restricted to lie outside of the sphere but can be created along
any direction by the three closest loudspeakers. Each loudspeaker gain is then
simply obtained by linear algebra involving only its direction with respect to the
listener and the direction of the phantom source.

62



CHAPTER 3. SPATIAL SOUND REPRODUCTION

We consider the situation depicted in Figure 3.7. If the unit-length vector

li =




li1

li2

li3


 (3.4)

points to the ith loudspeaker li, and the unit-length vector

p =




p1

p2

p3


 (3.5)

is the desired phantom source direction, then we can write

p = g1l1 + g2l2 + g3l3, (3.6)

or, equivalently, p =
[
l1 l2 l3

]
g and we can solve for the gain factors gT =[

g1 g2 g3
]

of the three loudspeakers,

g = L−1
123p =




l11 l21 l31

l12 l22 l32

l13 l23 l33




−1 


p1

p2

p3


 , (3.7)

where L123 =
[
l1 l2 l3

]
, and where its inverse L−1

123 exists if the three loudspeakers
define a basis that spans the 3D space.
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Figure 3.7: Geometry for VBAP with three loudspeakers. After
[Pulkki, 2001].
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We now discuss the capacities of VBAP in terms of cues present in the repro-
duced sound field. This discussion is summarized in Table 3.2.

Table 3.2: Spatial cues and spatial attributes of a sound field
reproduced with VBAP.

(a) Spatial cues provided in the sound field
reproduced with VBAP, when the centroid
of the triplet is near the median plane.

VBAP
ITD yes (low freq.)
ILD yes (high freq.)
Spectral cues no
Distance cues simulated

(b) Spatial cues provided in the sound field
reproduced with VBAP, when the centroid
of the triplet is not near the median plane.

VBAP
ITD biased (low. freq)
ILD no
Spectral cues no
Distance cues simulated

(c) Spatial attributes of sound reproduced with VBAP.

VBAP
Azimuth yes (may be biased)
Elevation yes (individual)
Near field no
Distance, depth simulated
Spatial impression simulated
Envelopment simulated

Azimuth reproduction A distinction must be made between triplets with their
centroid in the median plane and the others [Pulkki, 2001]. When the centroid
is in the median plane, the horizontal localization is accurate thanks to correct
low-frequency ITD and roughly correct high-frequency ILD. When the triplet is
moved away from the median plane, the low-frequency ITD biases the perceived
azimuth towards the median plane. In this case, the ILD is heavily distorted.

Elevation reproduction The elevation is consistently perceived, although the
results are individual and vary from subject to subject [Pulkki, 2001].

Distance reproduction Since it is based on a generalization of stereo ampli-
tude panning (see Section 3.1.1), VBAP can only simulate auditory depth. How-
ever, due the potential presence of loudspeakers around the listener, the simulation
of early reflections is possible.
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3.3.2 Binaural techniques

Principles Binaural techniques aim at producing a correct sound field directly at
the listener’s ears. Headphones are therefore the natural reproduction system for
binaural signals as they offer complete channel separation and a relative acoustic
protection from the environment (although this may not be entirely desirable as
will be seen later).

Sound spatialization, however, is achieved based on cues that are mostly de-
rived from the interaction of sound with the listener’s head and torso. Since using
headphones bypasses this interaction, it is necessary to make sure that spatializa-
tion is included in the signal fed to each ear.

Two methods come to mind for recording and reproducing such signals. On the
one hand, one can record two signals with two microphones placed in a subject’s
ears or with two microphones that simulate ears on a dummy head. In this case, the
recorded signal contains the spatial information. On the other hand, it is possible
to process a monophonic signal that does not contain any spatial information,
to accurately simulate the effect of propagation of the signal from the source
to the listener (Figure 3.8). This processing consists in a convolution with the
Head Related Impulse Responses (HRIRs), or, in the frequency domain, by a
multiplication with the Head Related Transfer Functions (HRTFs) which are the
Fourier transforms of the HRIRs. In the first case, the listener hears through the
ears used at the recording (either his/her own ears or someone else’s), whereas
in the second case it is possible to hear through one’s own ears, provided that
personalized HRTFs are available. Using someone else’s HRTFs when listening to
a binaural recording can lead to errors in spatial localization judgment [Møller
et al., 1996]. However, training with feedback can lead to learning and improved
localization performances [Mendonça et al., 2012; Parseihian and Katz, 2012].

The complete recording and playback chain has to be calibrated in order to re-
produce the correct pressure at the eardrum. When the recording is made outside
of blocked ear canals, the equalization function G can be expressed as [Blauert,
2005]

G = 1
M ·PTF ·PDR, (3.8)

where M is the recording microphone’s transfer function, PTF is the headPhone
Transfer Function, measured at the position in the ear canal where the recording
is made, and PDR is the Pressure Division Ratio.

Headphones rarely present a uniform frequency response. Their PTF has
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Figure 3.8: A method for binaural reproduction.

smooth variations at low frequency and rather marked peaks at high frequen-
cies [Møller et al., 1995]. To ensure that the headphones reproduce the correct
pressure at the eardrum, it is necessary to compensate for their behavior.

PDR is best understood using an electrical equivalent for the free-field sound
transmission to the external ear (Figure 3.9). The Thévenin equivalent pressure
source PTh and its impedance ZTh model the complete sound field outside the ear
canal. When the ear canal is blocked, PTh and Pentrance are respectively measured
outside and inside the blockage. The ear canal is modeled by a two-port element
loaded by the eardrum impedance. The impedance seen from the entrance of the
ear canal is called Zear canal.

PTh

+

−

ZTh

ear canal Zeardrum

Zear canal

Pentrance Peardrum

Figure 3.9: Electrical equivalent for the model of free-field sound
transmission to the human external ear. After Blauert [2005].

During recording, the source impedance ZTh is the radiation impedance Zradiation
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as seen from the entrance of the ear canal looking out into the free field. We have

P rec
entrance

P rec
Th

= Zear canal

Zear canal + Zradiation
. (3.9)

During reproduction, ZTh is the headphone impedance Zheadphone and

P rep
entrance

P rep
Th

= Zear canal

Zear canal + Zheadphone
. (3.10)

PDR is the ratio of Equations (3.9) and (3.10),

PDR = Zear canal + Zheadphone

Zear canal + Zradiation
. (3.11)

Determining PDR would thus theoretically require three acoustic impedance
measurements. Headphones that have a PDR equal to unity are called Free-air
Equivalent Coupling (FEC) headphones. Although not every headphones exhibit
this property, Møller et al. [1995] have shown that, in practice, the deviation
induced by the PDR is small compared to the PTF. Therefore, the PDR is rarely
taken into account in practical applications.

We now discuss the capacities of binaural sound in terms of cues present in
the reproduced sound field. This discussion is summarized in Table 3.3.

Table 3.3: Spatial cues and spatial attributes of a sound field
reproduced binaurally.

(a) Spatial cues provided in the sound field reproduced bin-
aurally.

Binaural sound
ITD yes
ILD yes
Spectral cues yes
Distance cues yes

(b) Spatial attributes of sound reproduced binaurally.

Binaural sound
Azimuth yes
Elevation yes (improved with head-tracking)
Near field yes
Distance, depth yes
Spatial impression yes
Envelopment yes
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Azimuth and elevation reproduction Several studies have proven that, pro-
vided the HRTFs are individualized, the localization performance is almost iden-
tical for real and binaural sources in the free-field [Bronkhorst, 1995; Langendijk
and Bronkhorst, 2000; Wightman and Kistler, 1989; Zahorik et al., 1995]. Still,
three differences are observed: (1) front/back confusions happen around twice
as often with virtual sources than with real sources, even when the HRTFs are
personalized, (2) reverberation needs to be simulated, as HRTFs are most often
recorded in an anechoic environment, and (3) while the azimuth localization is
almost perfect, elevation yields a higher localization error. This third point seems
to indicate that high-frequency localization cues, useful for elevation judgments,
are biased in the HRTFs, due to the HRTF measurement method [Bronkhorst,
1995].

Head tracking should be provided to ensure sound is perceived as coming from
the right quadrant [Begault et al., 2001]. Indeed, head movements have been
shown to reduce reversal rates when localizing real sources, mainly by resolving
the ambiguity caused by the cone of confusion [Wightman and Kistler, 1999].

Distance reproduction Most HRTFs are collected at a fixed distance, most
often at around 2 m, because the functions do not vary with distance beyond ap-
proximately 1 m [Brungart and Rabinowitz, 1999]. As a result, a free-field virtual
sound source is localized at an approximately constant distance when presented
through headphones; see for example the reference case in [Parseihian et al., 2012].
Even when HRTFs are used, sound can appear to be located inside the head [Hart-
mann and Wittenberg, 1996]. Kim and Wang [2003] have shown that an appro-
priate reproduction equalization can lead to the externalization of sound. Early
reflections up to 80 ms also contribute positively to the externalization of sound
sources [Begault et al., 2001].

3.3.3 Transaural techniques

Principles We use the term transaural when the binaural recording is repro-
duced through loudspeakers that act as “virtual headphones.” In this case, channel
separation is lost and interchannel crosstalk cancels the localization cues present
in the binaural signal. An adequate processing is therefore required.

According to Figure 3.10, the signals YL and YR produced by the loudspeakers
are different from the ear signals ZL and ZR because of crosstalk [Lentz, 2006].
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ZRZL

YL YR

HLL

HLR

HRR

HRL

crosstalk

Figure 3.10: Crosstalk in transaural reproduction. After Lentz
[2006].

Mathematically, we have

ZL = HLL·YL +HRL·YR (3.12)
ZR = HRR·YR +HLR·YL, (3.13)

where the functions HXY are HRTFs normalized with respect to the free-field
response at the center of the head, with no head present [Gardner, 1997]. The
effects of loudspeaker responses and propagation to the ears are not taken into
account in these relations.

Solving Equations (3.12) and (3.13) for YL and YR yields the expression

YL = HRR

HLLHRR −HLRHRL

ZL

− HRL

HLLHRR −HLRHRL

ZR (3.14)

and a similar one for YR.
This solution requires that the listener be located at a particular position,

since the sweet-spot is only a few centimeters wide in the left – right direction
[Vorländer, 2008]. To allow for, say, head rotation, head tracking is necessary, as
well as the use of adaptive filtering to dynamically change the HRTFs [Gardner,
1997]. In that case, the solution is stable only in the angle spanned by the loud-
speakers. Instability arises from the inherently iterative structure of the crosstalk
cancellator. In a real-world situation, the presence of noise can lead to sound
coloration, ringing, or even range overflows (the amplitude of sound exceeds the
maximum value admissible by the sound device) [Lentz, 2006].

Azimuth, elevation, and distance reproduction Since transaural sound
aims at reproducing binaural sound with loudspeakers, the performance in terms
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of reproduction can theoretically reach that of binaural reproduction, and we
therefore refer the reader to Table 3.3.

3.3.4 Wave Field Synthesis

Principles According to Huygens’ principle, each point of a wavefront can be
considered to be a secondary source. Therefore, by producing the correct pressure
at each of these points, it is possible to reconstruct the whole wavefront with a
loudspeaker array. This is the idea behind Wave Field Synthesis (WFS), originally
suggested by Berkhout [1988]. The comparison between a real source and a WFS
virtual source is shown in Figure 3.11. Here, we are interested in solutions of the
wave equation of the form

p(~r, t) = P (~r)ejωt, (3.15)

where ω is the angular frequency (ω = 2πf). When no sound source is present at
~r, P satisfies the homogeneous Helmholtz wave equation

∇2P (~r) +
(
ω

c

)2
P (~r) = 0, (3.16)

where c is the speed of sound, in a closed volume Ω surrounded by a surface Λ.
If the sound source is located at r0 outside of Ω, then the pressure at a point

~r inside the volume is given by [Cox and D’Antonio, 2004]

P (~r, ~r0) =
∫

Λ

[
G(~r|~rq)

∂P (~rq)
∂~nq

− P (~rq)
∂G(~r|~rq)
∂~nq

]
d Λ, (3.17)

where ~rq denotes a generic position on Λ and ~nq the outward pointing normal at
~rq, and G(~r|~rq) is the Green function, which is the solution of the inhomogeneous
Helmholtz equation

∇2G(~r|~rq) +
(
ω

c

)2
G(~r|~rq) = −δ(~r − ~rq) (3.18)

where δ is the Dirac “delta function” of appropriate dimensionality. In three
dimensions, we have

G(~r|~rq) = e−jk|~r−~rq |

4π|~r − ~rq|
+ F, (3.19)

where F is any function satisfying the homogeneous Helmholtz wave equation
given in (3.16).

The first term in the integral in Equation (3.17) corresponds to a dipole source
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Listening area

(a) A real source.

Listening area

(b) A WFS loudspeaker array.

Figure 3.11: Comparison between the production of a plane wave
by a real source and a WFS loudspeaker array. With a WFS
loudspeaker array, the contributions from all loudspeakers add to
produce the target wavefront in the listening area.

distribution, and the second term corresponds to a monopole source distribu-
tion [Spors and Ahrens, 2008]. These sources are referred to as secondary sources,
while the original sound source producing the target sound field is referred to as
the primary source. The equation means that appropriate monopole and dipole
source distributions placed on the boundary Λ determine the sound field in the
volume Ω. For practical implementations, only monopole sources are considered
because they can be implemented by traditional (boxed) loudspeakers. Thus, the
Green function is chosen to cancel the second term in Equation (3.17).

For practical implementation, the reproduction is often limited to a linear array
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of loudspeakers, because most information is considered to be included in the hor-
izontal plane at the height of the listener’s ears [Berkhout et al., 1993]. Therefore,
three additional operations are needed: (1) the geometry of Λ is particularized to
an infinite planar distribution, (2) the infinite planar distribution is reduced to a
continuous line source, and (3) the continuous line is discretized.

In practice, therefore, the sound field produced by a WFS array differs from the
sound field of a single punctual source because of the finiteness of the array (which
causes diffraction), the discreteness of the array (which causes spatial aliasing), and
the linearity of the array (which causes cylindrical wavefronts instead of spherical
wavefronts). In addition, the room in which the array is placed causes unwanted
reflections. We now discuss each of these drawbacks.

Diffraction effects Limiting the array in length causes diffraction: the wavefront
is correctly synthesized, but delayed secondary wavefronts are created that
can be perceived either as coloration of the first wavefront, or as echoes. To
limit the impact of diffraction, one applies weights on the loudspeaker gains
which lower the contribution of loudspeakers near the edges of the array.
This method is referred to as tapering. This is a special case of spatial
windowing [Vogel, 1993, Section 3.4].

Unfortunately, because the number of effectively active loudspeakers to re-
produce a sound source is limited by tapering, the method has the undesir-
able effect to reduce the area of correct reproduction [Boone et al., 1995].

Spatial aliasing As long as the frequency is below a certain aliasing frequency
fNyq, the reproduction is stable in the whole playback area. However, be-
cause the discretization leads to spatial sampling of the sound field, the
distance ∆x separating the successive loudspeakers must be kept small. For
a given ∆x, the reproduction of the sound field is incorrect at frequencies
above

fNyq = c

2∆x. (3.20)

This implies a spacing ∆x of at most 8.5 mm to achieve a correct reproduc-
tion up to 20 kHz.

In order to evaluate the impact of the spatial aliasing, Start [1997, Sec-
tion 6.5] measured with a KEMAR dummy head [Gardner and Martin, 1995]
the sound field produced by a single loudspeaker and a virtual source on a
WFS array with ∆x = 11 cm. The stimuli were broadband and band-limited
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white noises from 100 Hz to 8000 Hz, and from 100 Hz to 1500 Hz, respec-
tively. Then, the recorded (binaural) signals were played to participants
through headphones. A 2-AFC paradigm (see for example [Wichmann and
Hill, 2001]) was used to evaluate the minimum audible angle (MAA) for each
stimulus. No difference was found between real and virtual sources, both for
the broadband stimulus (MAA = 0.8◦) and the band-limited stimulus (MAA
= 1.1◦). Furthermore, the doubling of ∆x led to an increase of the MAA
of around 0.5◦ for both type of stimulus. These findings first supported the
compromise to limit the aliasing frequency to about 1500 Hz in WFS arrays.

Verheijen [1998] performed an experiment where participants directly faced
the WFS loudspeaker array, comparing the localization accuracy of virtual
WFS sources and real sources. With a loudspeaker spacing of 22 cm, the
mean RMS error was 3.2◦, with a standard deviation of the error of 1.4◦.
This was only slightly higher than the results for real sources, which were
2.6◦ and 1◦, respectively.

Above the sampling frequency, the reproduced sound field consists of the
correct synthesized direction superposed to aliased contributions. Because
the effect of aliasing on the sound field depends on the frequency of the
signal, the erroneous contributions do not bias the perception of direction
towards any particular direction. Instead, they blur the correct direction
and decrease the localization accuracy.

To prove this last point, Wittek [2007, Chapter 7] compared the sound field
produced by a single loudspeaker (equivalent to a real source), a WFS array
with loudspeakers separated by ∆x = 4.2 cm, a second WFS array with
∆x = 12.7 cm, and phantom sources produced by a stereophonic pair. The
stimulus was a series of pink noise bursts. The participants were asked to
point with a laser to the direction of the sound source (directional accu-
racy). They also graded on a 5-point scale how well they could pinpoint the
location of the real and virtual sound sources (apparent source width). The
scale ranged from very bad to very good. In terms of directional accuracy, all
systems under test could accurately reproduce sound direction. In terms of
apparent source width, the WFS array with the smallest ∆x performed sta-
tistically significantly better than the other, indicating that spatial aliasing
does create localization blur. Compared to a single loudspeaker, however,
both WFS arrays performed slightly, but statistically significantly, worse.
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Two reasons may explain why directional accuracy is maintained in WFS
systems with an aliasing frequency at around 1.5 kHz. First, Wightman and
Kistler [1992] have shown that the ITD is the dominant cue in auditory local-
ization. They presented synthesized binaural signals to subjects and asked
them to judge the source direction in spherical coordinates. The stimuli were
high-passed trains of Gaussian noise. Results showed that ITD dominated
localization when frequencies below 5 kHz were available. Other available
cues included ILD and spectral cues. For several subjects, perception was
already accurate when the signal was high-passed filtered at 2.5 kHz. There-
fore, it seems that, as long as the ITD is correctly reproduced at the listener’s
ears, the azimuthal localization of the sound source is accurate. A second
contributing factor to the accurate estimation of source direction in WFS
systems is the precedence effect (see Section 3.1.1). Indeed, at any frequency,
the first signal arriving from a non-focused source (a source located outside
of the array) to the listener’s ears always comes from the loudspeaker in
the direction of the source. This is because it is the loudspeaker with the
smallest distance, and thus the smallest time delay, on the path between
the virtual source and the listener. As a result, in WFS systems, the prece-
dence effect gives a cue to the correct direction of a non-focused source at
all frequencies, including those above the aliasing frequency [Wittek, 2007,
Section 4.3].

Amplitude error As an example of this error, we consider the reproduction of
a plane wave. Because sound reproduction on the WFS array is limited to
the horizontal plane, the wavefronts are cylindrical. This results in a 3 dB
amplitude decay per doubling distance, instead of a constant amplitude for
the ideal plane wave. We refer the reader to [Sonke, 2000, Section 4.3], which
provided a thorough analysis of this discrepancy.

Room reflections The reflections from the room which encloses the WFS array
can lead to erroneous distance and direction perception. In the field of au-
ralization, where the goal is to simulate acoustically a virtual room, both the
real and the simulated rooms contribute to the perception, which is undesir-
able. Adequate equalization can decrease the influence of the reproduction
room, using the WFS array itself [Corteel and Nicol, 2003].

Azimuth, elevation, and distance reproduction The spatial cues and spa-
tial attributes reproduced by WFS are summarized in Table 3.4. The content from
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this table generally follows from the previous discussion.

Table 3.4: Spatial cues and spatial attributes of a sound field
reproduced with WFS.

(a) Spatial cues provided in the sound field reproduced with
WFS.

WFS
ITD correct below fNyq
ILD correct below fNyq
Spectral cues no
Distance cues correct below fNyq

(b) Spatial attributes of sound reproduced with WFS.

WFS
Azimuth correct in the acoustic window
Elevation no
Near field yes (focused source)
Distance, depth yes
Spatial impression yes (assuming a 360◦ window)
Envelopment yes (assuming a 360◦ window)

3.3.5 Ambisonics

Principles Ambisonics is a technique based on Gerzon’s work [1985]. It is de-
signed to reproduce plane waves coming from any direction. Recent mathematical
developments generalize the concept to point sources [Zotter et al., 2009]. Instead
of using integral theorems as in WFS, the solution to Equation (3.17) is given in
polar coordinates using a Fourier-Bessel series expansion of the pressure. Accord-
ingly, the array geometries are usually cylindrical or spherical. Hence, a planar
ambisonic array is usually circular, and a fully 3D array is usually spherical.

Here, we limit our analysis to a planar array [Bamford and Vanderkooy, 1995].
The reader is invited to consult [Daniel, 2001] for a development of the full 3D
case.

The pressure at (r, θ) caused by a plane wave coming from the direction ψ

(Figure 3.12) is described by the following phasor:

Pψ(r, θ) = Pψ,maxe
jkr cos (θ−ψ). (3.21)
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X

Y

(r, θ)
ψ

θ

Figure 3.12: A plane wave coming from the direction ψ is pro-
duced at (r, θ) by a circular loudspeaker array. After Bamford
and Vanderkooy [1995].

The Fourier-Bessel series expansion of this wave is given by

Pψ = Pψ,maxJ0(kr) + Pψ,max

[ ∞∑

m=1
2jmJm(kr) cos

(
m(ψ − θ)

)]
, (3.22)

where J0 and Jm are cylindrical Bessel functions of the first kind.

Assuming that the loudspeakers produce plane waves at the listener’s location,
then the nth loudspeaker produces a signal Pn from its position φn that can be
written

Pn = Pn,maxJ0(kr) + Pn,max

[ ∞∑

m=1
2jmJm(kr) cos

(
m(φn − θ)

)]
, (3.23)

and the total pressure is obtained by taking the sum of the Pn’s over all loud-
speakers,

P =
∑

n

Pn,maxJ0(kr) +
∞∑

m=1
2jmJm(kr)

[∑

n

Pn,max cos
(
m(φn − θ)

)]
. (3.24)

The infinite series in Equation (3.24) is limited in practice to a certain maximum
value of m, noted M , called the order of the expansion. As we should have
Pψ = ∑

n Pn we can easily match up the corresponding terms in Equations (3.22)
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and (3.24). Using the trigonometric identity for cos (a+ b), we have

Pψ,max =
∑

n

Pn,max (3.25)

Pψ,max cos (mψ) =
∑

n

Pn,max cos (mφn) (3.26)

Pψ,max sin (mψ) =
∑

n

Pn,max sin (mφn), (3.27)

and these equations must be satisfied for m = 1, . . . ,M . Each loudspeaker signal
Pn,max can be determined by solving the whole system of equations consisting of
Equations (3.25) – (3.27) for m = 1, . . . ,M .

The order M determines the theoretical number of channels L required for
playback by

L = 2M + 1 (3.28)

in this case, and by
L = (M + 1)2 (3.29)

in the 3D case. When more loudspeakers are available, a least-squares solution
can be computed.

Consequently, the first order expansion (M = 1) in 3D has four components:
the absolute pressure (W ) and the three pressure gradients in three orthogonal
directions (X, Y , and Z). This expansion is known as B-Format. The SoundField
Microphone natively captures a sound field in B-Format [Farrar, 1979]. Extensions
of the reproduction to M > 1 are referred to as Higher-Order Ambisonics, or HOA.

In practice, the sound field produced by an ambisonic array differs from the
sound field of a single punctual source because of the limited angular resolution,
resulting from the truncation of the wavefield expansion, and the discreteness of
the array, which results in spatial aliasing [Spors and Ahrens, 2008; Zotter et al.,
2009]. However, the contribution of the discretization of the array contributes
only slightly to the shrinking of the sweet-spot, in comparison to the truncation
error [Zotter et al., 2009].

Truncating the expansion reduces the sweet-spot when the frequency increases.
However, the representation remains valid whatever the frequency, provided that
the listener is at the sweet-spot. Also, at a given frequency, the size of the sweet-
spot increases with the order of the expansion. Taking into account only the

77



3.3. 3D AUDIO TECHNOLOGIES

truncation error, Ward and Abhayapala [2001] have shown that taking

M = dkre (3.30)

as a rule of thumb limits the reproduction error to about 4% in a sphere of radius r.
For example, 25 loudspeakers are sufficient to allow accurate reproduction for one
listener (r = 0.1 m) up to 2 kHz.

In addition, the room in which the array is placed causes unwanted reflections,
but these can be taken into account [Poletti, 2005].

The spatial cues and spatial attributes reproduced by Ambisonics are summa-
rized in Table 3.5. Compared to WFS, there is little published work available that
evaluates the localization performance of HOA systems. This is a current ongoing
research effort.

Table 3.5: Spatial cues and spatial attributes of a sound field
reproduced with Ambisonics.

(a) Spatial cues provided in the sound field reproduced with
Ambisonics.

Ambisonics
ITD correct in the sweet-spot
ILD correct in the sweet-spot
Spectral cues correct in the sweet-spot
Distance cues correct in the sweet-spot

(b) Spatial attributes of sound reproduced with Ambisonics
(in the sweet-spot).

Ambisonics
Azimuth yes
Elevation yes
Near field yes (NFC-HOA)
Distance, depth yes
Spatial impression yes
Envelopment yes

Azimuth reproduction Because of the form of the equations, Ambisonics is
better suited for circular (2D) or spherical (3D) array geometries. In all cases, the
listener is surrounded by loudspeakers and the system can reproduce a source at
any azimuth.

In the horizontal plane, Benjamin et al. [2010] have shown, using a virtual
experiment, that the ITDs are correctly reproduced at M = 1 by an octagonal
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array of loudspeakers, at least in the tested range 100 Hz to 800 Hz. This result
does not depend on the shape of the array. The ILDs, averaged from 1 kHz to
3.2 kHz, are generally larger than that produced by natural hearing, and they
change more rapidly near the front and near the back.

Bertet et al. [2007] have compared subjectively the horizontal localization ac-
curacy for 3D ambisonic microphones with M = 1, . . . , 4. Results show that the
accuracy increase with the order M . At M = 4, the median angle error stays
below 5◦ at any angle. Localization blur, measured by the interquartile range,
decreases with M , but remains important at lateral angles. An objective analysis
of the ITD corroborates these results: as the order increases, the ITD matches
more and more that of a real source. At lateral positions, the difference with the
real source is more important than at the front or the back.

Satongar et al. [2012] have shown that the mean ITD across all frequency
bands (up to 800 Hz) and all azimuths for an hectagon of loudspeakers decreases
with increasing order. This is also the case for the mean ILDs (up to 5 kHz). The
corresponding numerical data is presented in Table 3.6(a). In addition, the same
authors computed additional data for several off-centered positions. These are
presented in Table 3.6(b). While the error is small at the sweet-spot, both ITDs
and ILDs are biased at positions outside the sweet-spot.

Table 3.6: ITDs and ILDs averaged across frequency bands and
azimuths for ambisonic reproduction systems with varying order
[Satongar et al., 2012].

(a) At the sweet-spot.

Order Mean ITD Mean ILD
M error (µs) error (dB)
1 32 3.2
2 6.6 2.2
3 1.4 1.4

(b) Average values of several off-center
positions.

Order Mean ITD Mean ILD
M error (µs) error (dB)
1 537 5.6
2 460 5.0
3 392 4.2

Wierstorf et al. [2013] compared the horizontal localization performance of
WFS and HOA using dynamic binaural synthesis [Völk et al., 2008]. The sim-
ulated array of loudspeakers was circular, with a fixed radius of 3 m, and the
number of loudspeakers in the array was varied with values of 53, 28, and 14. Par-
ticipants pointed towards either a point source or the direction of a planar wave
(white noise pulse signal). Sixteen positions of the participant were simulated, in
the left half of the (circular) listening area. Compared to WFS, the localization
performance of HOA was slightly worse, especially outside the central region of the
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listening area. The overall localization performance for the 56 loudspeaker array
was 2.8◦ and 4.4◦ for the point source and the plane wave direction, respectively.
The corresponding values for the WFS reproduction were 0.8◦ and 1.2◦, respec-
tively. Lowering the number of loudspeakers in the array led to the perception of
more than one auditory event for some participants. Note that the results con-
cerning HOA are deemed preliminary by the authors of the article, because only
3 participants took part in the experiment, whereas data from twelve participants
was collected in WFS.

Elevation reproduction Power et al. [2012] compared the performance in ver-
tical localization of 1st, 2nd, and 3rd order Ambisonics. For real sources, the partici-
pants in their panel, who were experienced listeners, reached a localization error in
the median plane of about 10◦. In average, the localization error of virtual sound
sources was about 25◦ at 1st and 2nd order, and 15◦ at 3rd order Ambisonics.

Distance reproduction The paradigm shift allowing distance reproduction
with Ambisonics started by considering point sources instead of plane waves [Zot-
ter et al., 2009]. This resulted in the formulation of near-field compensated HOA
(NFC-HOA) [Daniel, 2003].

Using the direct blind walking method, Kearney et al. [2012] compared the dis-
tance perception of real sources with the distance perception of sources rendered
with a virtual 1st, 2nd, and 3rd order Ambisonics array. To simulate HOA with
headphones, the perceptual approach described in [Merimaa and Pulkki, 2004] was
used. The array consisted in an octagon at ear level and a cube (4 loudspeakers
at the bottom and 4 at the top). Four distances were tested: 2, 4, 6, and 8 m.
Results show that the distance to the source in 1st order Ambisonics reproduc-
tion matches the perception of the distance to the real source. No statistically
significant improvement is observed with increasing order.
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Chapter

4
Principles and limitations of

stereoscopic-3D visualization

Highlights
X The principles of s-3D visualization are described.

X The differences between natural viewing and s-3D viewing are discussed,
as well as the potential consequences of these differences.
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This chapter describes in more detail the principles of stereoscopic 3D (s-
3D) visualization (Section 4.1). The whole processing chain is considered, from
capture to transmission, and reproduction. Then, in Section 4.2, the differences



4.1. PRINCIPLES OF STEREOSCOPIC-3D IMAGING

between natural viewing and s-3D viewing are discussed, as well as the potential
consequences of these differences.

4.1 Principles of stereoscopic-3D imaging

By essence, the illusion of depth perception in s-3D cinema is created by presenting
a different image to each eye. Each image is physically located on the screen and
all the viewers in the room look at the same image pair. In this section, we
discuss how these two images can be captured, stored, transmitted digitally, and
reproduced to the spectators. The reader uninterested with technical aspects can
safely skip directly to the section discussing s-3D perception (Section 4.1.4).

4.1.1 Stereoscopic-3D capture

The digital capture of an s-3D image requires the use of two synchronized 2D
image sensors. Ideally, the optical systems will be placed side by side, with the
lenses separated by a distance similar to that between the eyes of an average
person (Figure 4.1(a)). In a review by Dodgson [2004], this interocular distance
has a mean value of 63 mm. The distance between the two camera lenses is called
the interaxial distance. For example, in the Panasonic AG-3DA1 integrated s-3D
camera, the two lenses are separated by approximately 60 mm.

However, it is not always possible to integrate the equivalent of two cameras
into one. This might be because the optical systems are too large to approach the
mean human interocular distance, or because one wants to control the interaxial
distance for artistic reasons. The interaxial distance controls the amount of dis-
parity of each depth plane (see Section 6.3 for the mathematical development).
The greater the interaxial distance, the greater the disparity at a given depth. The
solution to fine-tune the interaxial distance is to mount two regular 2D cameras
on a rig. Usually, one camera in the pair is oriented directly towards the point of
interest in the scene, and the other is oriented perpendicular to that direction. A
beam-splitter then transmits half of the incident light to one image sensor, and
reflects the other half to the second sensor (Figure 4.1(b)).

It is also possible to generate an s-3D image pair from one view only, through
a process called 2D-to-3D conversion. However, the discussion of this process is
outside the scope of this thesis.
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(a) Side-by-side camera. (b) Beam-splitter rig camera.

Figure 4.1: Dual camera stereoscopy: two different s-3D cameras
obtained from two regular 2D cameras. After [Lipton, 1982].

4.1.2 Stereoscopic-3D transmission

The movie file nowadays is transmitted digitally. In cinemas, the digital equiva-
lent of the optical film is the Digital Cinema Package (DCP∗).

For use with a PC, a stereoscopic video file can be created in a large number of
ways. The simplest way, which can be achieved using regular 2D video encoding,
is to encode each eye into a separate video file, and possibly combine them in
a container like matroska† or MPEG’s MP4 (MPEG-4 part 14). However, this
method is highly inefficient in terms of storage, because a lot of information in one
eye can be found in the other. Therefore, an encoding that specifically supports
s-3D (or more generally multiview coding) reduces the file size.

The codec H.264 (MPEG-4 part 10) supports multiview video coding, with
its Annex H. A pair of corresponding 2D videos can be encoded in a single s-3D
stream with double resolution. Half of the pixels in one frame of this resulting
stream represents the left view and the other half represents the right view. One
can visualize this by playing the s-3D stream with a regular 2D video player.
The pixels from the left and right views are ordered according to a given rule.
Common rules include side-by-side, top-bottom, and row-interleaved. These rules
are illustrated in Figure 4.2. The s-3D stream might be reduced to the same
resolution as the original 2D videos, such as 1280 × 720‡ or 1920 × 1080§. This
results in a loss of half the resolution in each eye. At the same time, the s-3D
video can be processed by certain hardware as if it were a regular 2D video.

∗http://dcimovies.com/specification/index.html, last accessed 30/09/2013
†matroska.org, last accessed 30/09/2013
‡Also known as 720p.
§Also known as 1080p.
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(a) Side-by-side. (b) Top-bottom.

(c) Row-interleaved.

Figure 4.2: Common s-3D frame-compatible formats where a
white circle represents the sample from one view and a black cir-
cle represents the sample from the other view. After [Vetro et al.,
2011].

4.1.3 Stereoscopic-3D reproduction to the spectator

In the movie theater, the projection system must “bring” the two different images
to the correct eye of the viewer. Three different multiplexing techniques dominate
the cinema market for s-3D reproduction, namely polarization multiplexing, time
multiplexing, and wavelength multiplexing.

Polarization multiplexing Inexpensive polarization filters can effectively sep-
arate two light beams with different polarizations. However, polarization
technology requires a special type of screen (silver screen or aluminized
screen) which preserve the polarization of the incident light. Linear po-
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larization is used in IMAX 3D theaters and circular polarization is used in
theaters equipped with RealD 3D or MasterImage systems. Circular polar-
ization has the advantage over linear polarization that the user can rotate
his head around its front/back axis without loosing any light intensity. It is
interesting to note that s-3D in movie theaters can be obtained with a single
projector, and the polarization of the images is time-sequential, thanks to
a special apparatus (a modulator called the ZScreen for RealD 3D, and a
polarization wheel for MasterImage).

Time multiplexing Time multiplexing is achieved through high frame rate pro-
jectors and active liquid crystal shutters in the glasses. The projector alter-
nates between left views and right views faster than the frame rate of the
movie itself, which is usually 24 frames per second or, very recently, 48. In a
technique called triple flash, each view is projected three times, alternating
the left and right view, in the lapse of one movie frame. Accordingly, the
glasses obstruct the light in one eye and let it pass in the other. Synchro-
nization with the projector is achieved using an infrared or a radio signal.
This solution is commercialized for theaters by the company XpanD.

Wavelength multiplexing The idea behind wavelength multiplexing is to use
different set of filters for the left image and the right image, at the projector,
so that each of the red, green and blue components has a different wave-
lengths corresponding to each eye. The glasses are the complement of the
filters at the projectors. This system is passive and has the advantage over
polarized light that it does not require a polarizing screen. Dolby has com-
mercialized this patented technology, developed by Infitec, under the brand
Dolby 3D.

The probability to encounter one technology or another depends on the loca-
tion of a given s-3D theater. According to data from Jones [2009], the northern
American market is dominated by RealD polarized systems (more than 75% of
the equipped rooms) while the European market is split between the different
technologies: around 50% of theaters are equipped with RealD polarized systems,
and the other 50% are almost equally equipped with either XpanD or Dolby 3D
systems.

The reproduction equipment is responsible for two important image artifacts,
namely crosstalk and flicker. These two image artifacts are discussed in Ap-
pendix B.
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4.1.4 Perception of stereoscopic-3D images

The illusion of depth perception in s-3D images is created by presenting a different
image to each eye. Each image is physically located on the screen. From the
psycho-optical point of view, the perception of such a visual presentation can be
analyzed in a geometrical fashion.

While we leave the description of a complete geometrical model to Section 6.3,
we review here the effect of one important quantity: the parallax. The (screen)
parallax is the difference in distance between points in the left and right images
corresponding to the same point in the captured 3D space. The relative position of
corresponding points, together with the position of the spectator’s eyes, geomet-
rically define the position of the visual percept. The geometrical approach tells
us to trace a ray from each eye to its intended point on the screen. The visual
percept lies at the intersection of the two rays, when there is one.

We now discuss the position of the visual percept depending on the relative
position of the corresponding points. This discussion is illustrated in Figure 4.3.

• When the point in the right image is to the right of the corresponding point
in the left image (positive parallax, Figure 4.3(a)), the visual percept lies
behind the screen plane. However, there is a limit to the positive parallax
that can be fused under the assumption of the geometrical model. When the
parallax is equal to the interocular distance, the light rays are parallel, and
the percept lies at infinity. When the parallax is greater than the interocular
distance, the rays do not intersect, and the stereoscopic stimulus is not fused
(Figure 4.3(d)). Divergence and, consequently, double vision occur.

• When the point in the right image is to the left of the corresponding point
in the left image (negative parallax, Figure 4.3(b)), the visual percept lies
in front of the screen plane.

• When the point in the right image coincides with the corresponding point
in the left image (zero parallax, Figure 4.3(c)), the visual percept lies in the
screen plane.

4.2 Limitations of stereoscopic-3D imaging

With the recent increase of interest in s-3D technologies, concerns were raised
about potential adverse effects associated with the prolonged viewing of s-3D
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S

Screen

V

(a) Positive parallax.

S

Screen

V

(b) Negative parallax.

S

Screen V

(c) Zero parallax.

S

Screen

(d) Divergence.

Figure 4.3: A spectator at S (with his/her two eyes represented
by the two dots) perceives one s-3D object at the location V , re-
sulting from four different parallax values: (a) positive and less
than the interocular distance, (b) negative and less than the inte-
rocular distance in absolute value, (c) zero, and (d) greater than
the interocular distance. After [Lipton, 1982].

images, like in s-3D movies. S-3D viewing is believed to cause visual fatigue,
a decrease in performance of the human visual system, objectively measurable.
Its perceived counterpart is called visual discomfort, and asthenopia is the all-
encompassing medical term [Lambooij et al., 2009].

Several features of an s-3D stimulus differ from the equivalent real world stim-
ulus. One can logically hypothesize that the cause(s) of s-3D related symptoms is
(are) to be found among them. Yano et al. [2004] and Lambooij et al. [2009] list
these potential causes of visual fatigue:

• viewer’s anomalies of binocular vision (stereoblindness, interocular distance,
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age.)

• geometrical errors. This includes keystone distortion and wrong choices in
camera parameters;

• a conflict between accommodation and vergence eye movement;

• excessive screen parallax may lead to divergence, depending on the viewer’s
interocular distance.

Some of these potential sources have received considerable attention in the litera-
ture and therefore will be reviewed in separate sections. First, however, we review
the large scale studies on symptoms reported after s-3D prolonged viewing.

4.2.1 Side effects of stereoscopic-3D movies

In a self-administered survey, participants were asked to recall the last s-3D movie
they had seen [Solimini et al., 2012]. 66.4% of the 907 participants in this survey
reported the experience of at least one symptom. Of these, 60.4% reported the
symptom during the movie, 43.2% right after, and 15.3% two hours after the
movie ended. These symptoms were mild, with tired eyes and headaches being
most often reported, by 34.8% and 13.7% of the participants, respectively.

Solimini [2013] compared the intensity and frequency of visually induced mo-
tion sickness (VIMS) resulting from viewing either a 2D or an s-3D content. VIMS
is the feeling of self-motion induced by the movement in an image. The symptoms
are the consequence of a mismatch between the visual stimulus, the propriocep-
tive stimulus, and the vestibular stimulus. VIMS can produce symptoms similar
to those of motion sickness, in absence of true movement. VIMS is believed to
share some biological foundations with visual fatigue [Wilkins and Evans, 2010].
The 497 participants in this study were asked to go see two movies (one 2D and
the other s-3D) of their choice, at the cinema of their choice, at two different
days in a 3-week period. They answered a paper questionnaire both before and
after the viewing. The questionnaire consisted in (1) socio-demographic questions,
questions relating to possible predictors for VIMS, such as headache history, car
sickness history, . . . , and (2) the simulation sickness questionnaire (SSQ) [Kennedy
et al., 1993]. The SSQ is a 16-item symptom checklist which measures the VIMS.
The SSQ score can be further divided into three subscales: nausea (measuring gas-
trointestinal stress), oculomotor (measuring disturbances of the visual system),
and disorientation (measuring disturbances of the vestibular system). 38.1% of
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the participants obtained an SSQ score superior to 20, which indicates discomfort.
Viewing an s-3D movie also increased the SSQ in a much larger proportion than
viewing a 2D movie. The SSQ score increased from the baseline by a factor of 8.8
and 2, respectively. The symptoms, however, were self reported and the discom-
fort quickly wore off, once the s-3D glasses were removed. A history of headaches
and car sickness also seem to contribute to the increase in SSQ score after seeing
a movie, 2D or s-3D. Women, who are more susceptible to these conditions, are
therefore more prone to VIMS. As Howarth [2011] notes about VIMS, however,
what is attributed here to s-3D viewing may well be attributed to simple motion
in the images. Indeed, we verified this simply by consulting the movie type clas-
sification of the website IMDb. 79.9% of the people in the study saw an s-3D
adventure (and comedy) animation movie (“Puss in boots”), while only 19.9% of
the participants saw a 2D adventure (and action) movie (“Sherlock Holmes: a
games of shadow”.) All other 2D movies seen were comedies. Therefore, the dif-
ference in results might be a consequence of the comparison between comedies and
action movies, rather than the difference between 2D and s-3D viewing. Further
research is therefore needed to evaluate which proportion of the population suffers
from s-3D induced symptoms. The study should be based on the comparison of
the same movie in 2D and s-3D.

4.2.2 The vergence-accommodation conflict

We first describe the processes of accommodation and vergence in more detail. As
pointed out by Shibata et al. [2011], a distinction must be made between motor
and sensory aspects of accommodation and vergence. The situation is described
in Table 4.1.

Table 4.1: The distinction between sensory and motor aspects of
vergence and accommodation.

Sensory stimulus Motor response Tolerance range

Accommodation Blur
Adjustment of

Depth of focusthe power of
crystalline lens

Vergence Binocular disparity Eye rotations Panum’s fusional
area

The stimulus to accommodation is blur, which is corrected by adjusting the
optical power of the crystalline lens. When one focuses on an object, it is expected
that an object closer or further will appear blurred. Within a certain range,
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however, the defocus on the retina does not induce a detectable blur. This range
is called the depth of focus when it is measured on the retina, and depth of field
when it is projected back in the object space. The depth of focus extends to about
±0.3 diopters∗ [Campbell, 1957]. The depth of focus is the vertical extent of the
orange region in Figure 4.4, varying with the vergence (i.e. simulated) distance.

The stimulus to vergence is the binocular disparity. When the disparity is
too large, the eyes rotate to keep the object fused. Still, when two points are
horizontally separated by at most a quarter degree (or 15 arcmin) of visual angle,
they still appear fused. This region in space that permits visual fusion is called
Panum’s area. It gives the horopter, the geometrical locus of points which ac-
tivates the same corresponding points on the retina, a thickness in space. The
width of Panum’s area is around one-tenth the width of the depth of focus (in
diopters) [Valois, 2000]. We are therefore more sensitive to an error in disparity
than we are to an error in focus. Panum’s area is the horizontal extent of the
yellow region in Figure 4.4.
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of focus Panum’s

area

real object

Figure 4.4: The vergence-accommodation coupling. A real object
is simulated, in such a way that the vergence and the focal distance
specified by the object are equal. In the orange region, an error in
focus goes undetected. The vertical length of the orange region is
the depth of focus (at a given simulated distance). In the yellow
region, an object with non-zero disparity may still appear fused.
The horizontal length of the yellow region is Panum’s fusion area.
After [Hoffman et al., 2008].

Accommodation, vergence, and their coupling can be modeled as two dual
∗Diopters are inverse meters.
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parallel feedback control systems that interact via cross-links (see Figure 4.5). In
natural viewing conditions, the interaction of accommodation and vergence pro-
duces a clear single image. Blur does not drive the accommodation process while
the defocus is within the depth of focus. Similarly, small binocular disparities,
within Panum’s area, do not drive the vergence system. When the object moves
closer, the controllers are driven by the excess in either defocus or disparity. In
the model of Figure 4.5, the motoric outputs are the sum of the controller out-
put, the target distance, the tonic component, and the cross-link between the two
systems. A negative feedback loop allows the system to find a stable state. The
tonic component is the part of the system that adapts slowly to the stimulus. It
can potentially activate a response during the entire stimulus duration.

An artificial stereoscopic stimulus can require a decoupling of the accommoda-
tion and the vergence. However, to maintain the fusion of the stimulus, an effort is
required, which is not always possible. The zone of clear single binocular vision is
the range of accommodation and vergence that can be achieved without excessive
error in either. It is represented as the orange region in Figure 4.6. The range of
accommodation and vergence that can be achieved without discomfort is called
Percival’s zone of comfort. It is represented as the yellow region in Figure 4.6. As
a rule of thumb, its width is about one-third the width of the zone of clear single
binocular vision (in diopters) [Hoffman et al., 2008].

The fusion effort associated to an excessive binocular parallax causes oscilla-
tions in the outputs of the two parallel systems. Excessive binocular parallax also
increases the reported visual fatigue [Emoto et al., 2004]. This is why Lambooij
et al. [2009] argues for a 1° limit for the disparity on the screen. Yano et al. [2004]
also indicated that, in addition to stimuli that drive the visual system outside of
its comfort zone, stimuli including a movement in the depth direction can also
increase visual fatigue, even when the stimuli stays inside the comfort zone.

The vergence-accommodation conflict alters the perceived depth and causes
fatigue [Hoffman et al., 2008]. However, as can be seen in Figure 4.6, any s-3D
image further than 3 m from the viewer in a cinema theater produces accommoda-
tion and vergence stimuli that are comfortable. Therefore, this limitation of s-3D
images might not be the cause of the visual discomfort reported by spectators in
movie theaters [Howarth, 2011].
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Figure 4.6: The decoupling of accommodation and vergence. An
artificial stereoscopic stimulus can require a decoupling of the
accommodation and the vergence. Therefore, the fusion of the
stimulus requires an effort and is not always possible. The or-
ange region represents the zone of clear single vision: the range of
vergence and accommodative responses that subjects can achieve
without experiencing blur and/or double vision. The yellow area
represents Percival’s zone of comfort: the range of responses view-
ers can achieve without discomfort. The circles represent a real
world stimuli at five different distances, while the squares rep-
resent its s-3D image seen at 18 m from the screen. The focal
distance, in the case of s-3D viewing, is the distance to the screen
and the vergence distance is the simulated distance to the object
of attention. After [Shibata et al., 2011].

4.2.3 The focus of the image

When the eyes examine different parts of the s-3D display, the objects at different
depths do not produce varying blur because optically, the whole image is either
in or out of focus. Therefore, the accommodation system receives an information
indicating flatness of the scene.

In addition, in natural viewing conditions, objects located both in front and
behind the object of attention are out of focus on the retina. The defocus of objects
surrounding the attended object induces the perception of blur which increases
with the distance to the attended object. However, on an image captured by a
camera, the whole scene is usually captured in focus. Therefore the whole scene
appears sharp on the retina and also indicates flatness.

Combined together, these two cues clearly affect the perception of depth [Watt
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et al., 2005]. However, it remains uncertain whether these can cause discom-
fort [Howarth, 2011]. With a display producing accurate focus cues, Akeley et al.
[2004] informally observed that the visual comfort was better, compared to a tra-
ditional s-3D display.

4.2.4 Geometrical aspects

Vertical misalignment of the two images Amongst the possible geometrical
errors, the vertical misalignment between the left and right image is an important
factor contributing to the comfort of s-3D images. Ideally, the alignment should
be perfect and the vertical shift should never be greater than 1.5% of the height
of the image [Kooi and Toet, 2004; Yamanoue et al., 1998].

Toed-in and parallel camera configuration There are two principle means
for creating an s-3D camera from two regular 2D imaging sensors: the toed-in
camera configuration, and the parallel camera configuration [Woods, 1993]. In the
toed-in camera configuration, the cameras are rotated from parallel by an angle β
to achieve convergence (Figure 4.7(a)). In the parallel camera configuration, the
center of each imaging sensor is shifted by a distance h away from the optical axis
of the lens to achieve convergence (Figure 4.7(b)).

However, several geometrical distortions are associated to the toed-in config-
uration. Planes of constant depth captured by a toed-in camera are reproduced
as curved. The objects close to the sides appear further away than they should
be. This can also lead to unnatural depth variations of the scene when the cam-
era pans parallel to the display. The cause of the curvature of planes of constant
depth is keystone: the superposition of the two 2D images of a grid is not a grid.
This is illustrated in Figure 4.8. Keystone causes unwanted horizontal as well as
vertical disparities. Therefore, s-3D images generated with a toed-in camera can
be uncomfortable to watch. On the contrary, a parallel camera does not produce
any keystone, and is therefore favored when shooting in s-3D.

The influence of the viewpoint In a movie theater, not all spectators sit
exactly in front of the middle of the screen: some sit off-axis, and the distance
from the seat to the screen varies also. We review here the potential consequences
of viewing an image from an unintended point of view.

The 2D camera allows to capture on a plane, its imaging sensor (CCD, CMOS,
. . . ), a projection of a scene. Geometrically, one can trace a light ray from each
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(a) A toed-in configuration of imaging sensors.
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(b) A parallel configuration of imaging sensors.

Figure 4.7: Layout of imaging sensors for (a) a toed-in configura-
tion, and (b) a parallel configuration. After Woods [1993].
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Vertical disparity
Horizontal disparity

Figure 4.8: The left (circles) and right (asterisks) images in the
s-3D pair resulting from a toed-in camera filming a regular grid
pattern. This figure illustrates the keystone inherent to the toed-
in configuration. Ideally, each asterisk in the right image should
be colocated with the circle at the corresponding point in the left
image. Because of keystone, however, unwanted horizontal and
vertical disparities appear at the borders of the image.

pixel of the sensor, make it pass through a particular point, called the camera
center, and record what the ray “hits” in the scene. This reasoning is accurate
when the image plane is located behind the camera center, and the image of the
scene is therefore upside-down. In Figure 4.9, the image plane has been placed
between the camera center and the scene, which allows to recover a scaled, but
not inverted, version of the scene.

Mathematically, this is called a linear perspective of the scene. As Goldstein
[2005] notes, this method was rediscovered in the Renaissance as a way to duplicate
reality:

This isomorphism between a depiction in linear perspective and the retinal
image means that when a perspective picture is viewed from the correct
station point (with the viewer’s line of sight perpendicular to the picture
and the viewer positioned at a distance so the visual angle of the picture
matches the visual angle of the original scene as originally viewed by the
artist), the picture will duplicate the image that the original scene cast on
the artist’s retina. (Goldstein [2005])

When the viewer’s eyes are not at the correct station point, however, the reti-
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Figure 4.9: The (perspective) projection of a scene by a 2D cam-
era. After Hartley and Zisserman [2004].

nal image suggests a scene with a different layout, but the viewer still experiences
the scene in the same way. To study this effect, Vishwanath et al. [2005] pre-
sented an ovoid shape to subjects on a display which could be rotated, so that
the subject was not always at the correct viewpoint. The subjects were asked to
report whether the object was too wide or too narrow relative to its height to
be a sphere. The researchers also conducted an experiment with a slanted plane,
asking the subjects to report if the plane was too wide or too narrow to be a
square. When the subjects could see the display with its frame binocularly, the
aspect ratio settings were invariant over the viewing angle, even at positions |45◦|
away from the correct viewpoint. The results were consistent with the local-slant
hypothesis. The perceptual invariance in this hypothesis is not achieved by re-
covering the actual center of projection, but rather by adjusting the retinal-image
shape based on an evaluation of the local slant of the picture plane at the point
of interest.

Following up on this experiment, Banks et al. [2009] considered the same prob-
lem, but now when viewing an s-3D image. They argued that the approach given
by Woods [1993] makes a strong assumption by considering that the visual percept
is not corrected for the viewpoint. Instead, it heavily relies on geometry, as will
be seen in Section 6.3. This assumption had not yet been evaluated. They repro-
duced the first experiment using an s-3D hinge stimulus with a 90◦ angle. The
geometrical approach indicates that the value of the hinge angle can be perceived
as lower or higher, depending on the position of the viewer with respect to the
correct center of projection. Following a “psychophysical procedure”, the details
of which are not given in the article, the results show that viewers do not com-
pensate for their incorrect viewpoint. Instead, the geometrical approach accounts
fairly well for the results.

The two previously described experiments considered a movement of rotation
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of the display with respect to the viewer, so that the viewing distance was kept
constant. Pollock et al. [2012] investigated the visual distortions perceived by sub-
jects located in front or behind the center of projection. They also investigated
the compromise that pairs of subjects made with regards to their respective per-
ception when they were located at different places. Subjects had to verbally ask
the experimenter to adjust the depth of a rectangle at their feet until it matched
the perceived depth of a rectangle 4.9 m in front of them. The results were sim-
ilar when the subjects were alone or working in pairs. After correcting for the
compression of depth, which was around 86.3%, the researchers found that the
distortions in depth were smaller than predicted by the geometrical model, and
asymmetrical. The results were better predicted when at least one of the subjects
was close to the screen. Also, when subjects worked in pairs, the time needed to
reach an agreement increased with the perceived distortions.

As far as visual fatigue is concerned, Howarth [2011] notes that, even if an
image may appear incorrect, there is little chance that an incorrect viewpoint will
cause any physiological effect.
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Chapter

5
Combining 3D sound with

stereoscopic-3D images on a single
platform

Highlights
X We focus on the combination of 3D sound and s-3D images.

X The new challenges related to the combination of 3D sound with s-3D
images are listed.

X The SMART-I2, the 3D audiovisual platform used in this work, is de-
scribed.
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This chapter focuses on the combination of 3D sound and stereoscopic 3D (s-
3D) images. Section 5.1 lists the new challenges related to the combination of 3D
sound with s-3D images. Section 5.2 describes the SMART-I2, the 3D audiovisual
platform that is used in this work.



5.1. NEW CHALLENGES OF STEREOSCOPIC-3D CINEMA

5.1 New challenges of stereoscopic-3D cinema
This section addresses different questions that arise when one considers combin-
ing a spatially accurate, or “3D” soundtrack with an s-3D video. First, we discuss
the potential mismatch between (1) the space where the sound engineer positions
sound sources (the soundscape), and (2) the space where the stereographer po-
sitions visual objects (the landscape). Then, we explain why the combination of
accurate sound positioning and s-3D images can lead to errors, or incongruence
between the sound and the image for multiple spectators.

5.1.1 Sound volumes versus image volumes

A first observation of today’s average cinema layout is that the volumes in which
visual objects and auditory objects appear do not perfectly overlap [Mendiburu,
2009]. This is illustrated in Figure 5.1.

Image space

Sound
spaces

Figure 5.1: The sound and image spaces. After Mendiburu [2009].

Sound sources, on the one hand, are typically produced by three loudspeakers
behind the screen, acting as a three-channel stereo source, and by a set of three
linear arrays located on the sides and in the back, acting as a surround source to
give the audience a sense of immersion.

Visual objects, on the other hand, can only be placed by the stereographer
in our field of view. It is roughly a truncated cone with the apex at the viewer
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that extends towards infinity behind the screen. If needed, the volume necessary
for sound reproduction can be restricted to the zone where the stereoscopy is
comfortable, i.e. Percival’s zone of comfort (Section 4.2.2).

Arguably, with images appearing from the front, and sound potentially appear-
ing from all around the audience, today’s layout suits the natural perception well.
Regarding our goal in this thesis, however, it is currently not possible to match all
visual positions with a corresponding sound source, particularly along the image
depth axis. Only the sources at the screen plane can be accurately reproduced in
stereo.

Ideally, one would want to render spatially precise sound sources in a volume
at least corresponding to the audience’s field of view. The question of whether
a theater sound system should be able to render spatially precise sound at the
sides and behind the audience needs to be addressed by the people involved in the
process of 3D moviemaking.

5.1.2 Off-axis visual localization

Each image in an s-3D pair is physically located on the screen and all the viewers
look at the same image pair. The above-mentioned truncated cone thus follows
each spectator and, when the visual perception of two spectators seated at different
locations in the room are compared, one concludes that the objects of the scene
are not rendered at the same physical location in the room.

In Figure 5.2, two viewers A and B look at the same stereoscopic image of
the sketch of a loudspeaker. Here, we use the geometrical model introduced in
Section 4.1.4 (which will be detailed in Section 6.3). This visual object appears in
front of the screen for both viewers, but their visual cue, i.e. the locations of their
visual perception, are located at two different positions. Note that, for clarity,
only one line segment of each visual cue is shown in the figure.

In combination with 3D sound, the fact that s-3D images are not consistently
perceived by all spectators in a movie theater can lead to an audiovisual error for
spectators seated off-axis. In Figure 5.3, two spectators at S1 and S2 look at the
same s-3D pair of images on a screen. We assume that the images contain one
object and that the images are such that the spectator at S1, the ideal viewpoint,
perceives the object as being located at V1 (behind the screen). For the spectator
seated at S2, the visual object appears at V2, resulting in an angular error δ between
the sound and the image if the sound is positioned at A = V1, the location of the
object seen from the ideal viewpoint.
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B’s visual cue
A’s visual cue

B
A

Figure 5.2: Visual localization for two spectators A and B seated
at two different locations. For clarity, only one line segment of
each visual cue is shown in the figure.

As will be seen in Section 6.3.4, the depth of the point-like image is proportional
to the distance between the spectator and the screen. This is also shown in
Figure 5.4. This means that seating closer or further from the screen respectively
compresses or expands the image depth axis.

The seating location in the room is not the only factor that impacts the visual
localization [Verduci, 2009]. The perceived egocentric distance from the viewer
to the visual object is dependent on the viewer’s interocular distance, i.e. the
distance between his/her two eyes. The interocular distance mainly depends on
ethnicity, gender, and age. Dodgson [2004] confirms this fact based the ANSUR
dataset [Gordon et al., 1989]. In this particular dataset containing 3976 subjects,
the rounded mean, median, and mode of the interocular distance are all 63 mm.
This is slightly different from the 65 mm value which is often cited. 65 mm ac-
tually corresponds to the average interocular distance of American white males.
A statistical difference (at the 99% confidence level) is found between gender and
between certain racial groups. Almost all adults have an interocular distance in
the range 45− 80 mm, and a large population is covered by the range 50− 75 mm.
Finally, with an analysis of other datasets, Dodgson [2004] shows that the inte-
rocular distance increases from birth to late teens. A minimum value of 40 mm
can be expected for children (down to five years old).
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Il Ir

S1 S2

V1, A

V2

δ

Figure 5.3: Illustration of the angular error between sound and
image as a function of the seating position. The dotted lines
are the light rays of the geometrical model. We assume that the
images contain a single point-like object (Il and Ir) and that the
images are such that the spectator at S1, the ideal viewpoint,
perceives the object as being located at V1 (behind the screen). As
a result, the spectator at S2 perceives the object as being located
at V2. For the spectator seated at S2, the visual object appears
at V2, resulting in an angular error δ between the sound and the
image when the sound is positioned at A = V1, the location of the
object seen from the ideal viewpoint.

For example, imagine a 6-year old child, a woman, and a man, each having
the average interocular distance of their category (55 mm, 62 mm, and 65 mm,
respectively.), sitting in the middle of the theater at 20 m from the screen, and
looking at a bell that appears in front of the screen. If the man sees the bell at
6 m from him, then the woman sees it at 5.7 m (closer to her), and the child sees
it at 5.1 m (closer to him).

5.2 The SMART-I2

The SMART-I2 system (Figure 5.5) is a high-quality 3D audiovisual interactive
rendering system developed at the LIMSI-CNRS in collaboration with sonic emo-
tion∗. The 3D video and audio technologies are brought together using two Large
Multi-Actuator Panels, or LaMAPs (2.6 m × 2 m), forming a “corner” that acts

∗www.sonicemotion.com, last accessed 25/06/2013.

115

www.sonicemotion.com


5.2. THE SMART-I2

Il Ir

S1

S3

S4

V1

V3

V4

Figure 5.4: Illustration of the distance error between sound and
image as a function of the seating position. The dotted lines
are the light rays of the geometrical model. We assume that the
images contain a single point-like object (Il and Ir) and that the
images are such that the spectator at S1, the ideal viewpoint,
perceives the object as being located at V1 (behind the screen).
As a result, the spectators at S3 and S4 perceive the object as
being located at V3 and V4, respectively. Thus, seating closer or
further from the screen respectively compresses or expands the
image depth axis

both as projection screen, and as a 24-channel loudspeaker array. The s-3D video
is presented to the user using dual-projection polarized stereoscopy. The actuators
fixed at the back of each LaMAP allow for a WFS reproduction (Section 3.3.4) in
a window corresponding to the s-3D video window∗ [Boone, 2004].

The 20 cm spacing between the actuators corresponds to an aliasing frequency
of about 1.5 kHz, the upper frequency limit for a spatially correct wavefront syn-
thesis, accounting for the size of the loudspeaker array, and the extension of the

∗In the SMART-I2 array, there is no loudspeaker in the traditional sense. Each actuator is
fed with its own signal and excites the large panel. The whole SMART-I2 configuration acts as
a WFS loudspeaker array, provided there is no overlap of the regions excited by each actuator.
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Figure 5.5: The SMART-I2 and its coordinate axes. The origin of
axes lies in the plane of the actuators. The Y axis points towards
the corner, and the X axis points towards the right side of the
right panel. The WFS actuators and the screens are co-located
in depth. The actuators are invisible to the viewers. ⊙ – WFS
actuators, C – IR cameras, S – subwoofer, ∗ – surround speakers.

listening area [Corteel, 2006]. The implementation of WFS used here is restricted
to the synthesis of sound sources located in the horizontal plane [Corteel et al.,
2012]. The azimuth and distance localization accuracies of sound events in the
SMART-I2 were previously verified by perceptual experiments and are globally
consistent with corresponding real life localization accuracies. Rébillat et al. [2008]
evaluated the azimuth localization accuracy of the WFS system in the SMART-I2.
They presented 17 virtual loudspeakers on a horizontal arc at 4 m from the lis-
tener. The loudspeakers were separated by 3◦. Participants had to determine
the origin of a 150 ms white noise burst. The median angular error was always
less than 3◦, and the variability, measured by the half inter-quantile range, was
between 3 and 4◦. These results are in line with the literature. Verheijen [1998]
performed a similar experiment with a WFS loudspeaker array, comparing the lo-
calization accuracy of virtual WFS sources and real sources. With a loudspeaker
spacing of 22 cm, the mean RMS error was 3.2◦, with a standard deviation of the
error of 1.4◦. This was only slightly higher than the results for real sources, which
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were 2.6◦ and 1◦, respectively.
Distance perception in the SMART-I2 was evaluated by Rébillat et al. [2012].

Participants estimated the distance to virtual sources in the auditory, visual, and
auditory-visual modalities. Using two methods, visual target selection and blind-
walking triangulation, results were in line with the literature on real auditory
source distance perception [Zahorik et al., 2005] (see Section 2.1.3). The perceived
distance dp to the auditory targets was modeled by the curve dp = kdas where ds
is the simulated distance, and k and a are parameters of the model. The median
values of k and a were 1.72± 0.09 and 0.33± 0.03, respectively. This was in line
with the results of a review of 84 studies on auditory distance perception, where
the average values for k and a were 1.32 and 0.54, respectively [Zahorik et al.,
2005].

The SMART-I2 processing architecture [Rébillat et al., 2008] is distributed,
separating video, audio processing, and final WFS rendering over different appli-
cations and machines (Figure 5.6). It is therefore necessary to use some commu-
nication protocol. The Open Sound Control (OSC) format [Wright et al., 2003] is
used for the audio metadata information (see Appendix C). The machine feeding
the video to the four 2D projectors is called djobi. On the audio machine, djoba,
a Max/MSP∗ patch† gathers all the OSC information, and directs the audio
rendering. The direct sound is sent to the WFS rendering engine, sonic emotion’s
Wave1, which controls the actuators on the LaMAPs, while a Max/MSP based
spatial audio processor (the Spat∼) generates the reverberant portion, which is
then fed to the surround loudspeakers (Figure 5.5).

The Spat∼, or Spatialisateur, is a real-time modular spatial sound processing
software system, developed under the Max/MSP environment by IRCAM and
Espaces Nouveaux since the early nineties.

A particular aim of the Spatialisateur project is to provide direct and compu-
tationally efficient control, over perceptually relevant parameters describing
the interaction of each sound source with the virtual space, irrespective of the
chosen reproduction format over loudspeakers or headphones. (Jot [1999])

In the SMART-I2 system, the Spat∼ is used to generate the reverberant field
only, while the WFS renders the direct sound.

The SMART-I2 is currently capable of rendering 16 audio streams, in addition
to the Spat∼ room effect channels. The spatial position of these streams can be

∗www.cycling74.com, last accessed 25/06/2013.
†A program written in Max/MSP is called a patch.
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Figure 5.6: A block-diagram of the software and hardware previ-
ously available in the SMART-I2. After Rébillat et al. [2008].

dynamically changed. In the studies of Chapters 6 and 7, the audio streams and
spatial positions are controlled using a sequence table, which identifies the current
audio files and their associated coordinates.

A detailed description of the SMART-I2 and its associated modules can be
found in [Rébillat et al., 2008]. The SMART-I2 is equipped with infrared cameras
to allow for the motion tracking of multiple users. This feature, however, is not
used in this work.

Bibliography

Boone, M. M., 2004. Multi-Actuator Panels (MAPs) as loudspeaker arrays for
Wave Field Synthesis. J. Audio Eng. Soc. 52 (7/8), 712–723.
http://www.aes.org/e-lib/browse.cfm?elib=13014 116
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Chapter

6
The making of a 3D audiovisual

content

Highlights
X A general mathematical model is given which transforms the 3D co-

ordinates of a visual object captured by an s-3D camera into the 3D
coordinates where the object appears when the movie is played.

X For an existing s-3D animation movie, an audio track is created that
precisely matches the spatial positions of the visual objects.

X The creation of the audio track is described from the early editing stage,
through the scripting process, to the sending of data to the rendering
system.
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6.1 Introduction
Although many movies are now produced in stereoscopic 3D (s-3D), the sound
in these movies is still most often mixed in 5.1 surround. This format has rather
imprecise localization capabilities. Hence, the sound mix does not provide the
spectator with a 3D sound scene spatially consistent with the visual content of
the movie.

We investigate in this chapter the possibility of adding an audio track that
precisely matches the spatial positions of the visual objects, in both angular po-
sition and distance in space. Achieving coherence between the positions of visual
and audio objects is our key goal. Note that the object need not be present in the
visual field. For example, one could hear a character’s steps well after the charac-
ter has left the screen. Still, the sound would originate from a likely position, say
to the left or right of the screen.

The current study, published in [Évrard et al., 2011]∗, is carried out on the
SMART-I2 (Section 5.2). Spatial audio here is based on Wave Field Synthesis

∗Our contribution in this study was the selection of the movie (Section 6.2), the development
of the mathematical model in Section 6.3, the software and hardware architecture (Section 6.4),
and the scripting work mentioned in Section 6.5.3.
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(WFS). Despite the fact that the current implementation of WFS in this setup is
not a full 3D audio system, as sound sources are limited to the horizontal plane,
the results are produced in a general manner that allows for expansion to a full
3D audio system, or rendering on other high-definition systems.

This study is also the first step towards an experiment using 3D audiovisual
content. This experiment, which will be described in Chapter 7, will examine, in
the cinema context, the perceptual differences between a traditional audio ren-
dering, based on stereophonic principles, and a highly precise audio rendering. In
addition to the description of the content creation, we give in this chapter a math-
ematical model which transforms the 3D coordinates of a visual object captured
by an s-3D camera into the 3D coordinates where the object is perceived to appear
in the physical world. This model is generally applicable to any s-3D content, and
we will use it in all the subsequent chapters.

In Section 6.2, we describe the reasoning which led us to choose one particu-
lar animation movie, “Elephants Dream”. In Section 6.3, a complete geometrical
model is given which allows one to express the coordinates of the objects in the
movie in the SMART-I2 coordinate axes. In Section 6.4, we describe the cus-
tomization applied to the SMART-I2 to produce the 3D audiovisual content. The
creation of the new soundtrack is described in Section 6.5. Finally, we review in
Section 6.6 some of the problems encountered in this work and discuss the chosen
solutions.

6.2 Selecting a movie

We decided to use an animation s-3D movie to carry out this study, rather than a
real-image s-3D movie. The reason was that the use of an animation movie, and,
more specifically, the software that created it, allows one to automatically obtain
the exact spatial information of all objects present in the scenes from the source
files.

The film selected for this project is “Elephants Dream”∗, an open movie, made
entirely with Blender, a free open source 3D content creation suite†. All produc-
tion files necessary to render the movie video are freely available on the Internet,
under a Creative Commons license. To be precise, the s-3D version has not been

∗www.elephantsdream.org, last accessed 25/06/2013.
†www.blender.org, last accessed 25/06/2013. The version used was Blender 2.41, and the

comments we make on the features of Blender are related to this version. Blender has tremen-
dously evolved since, but the movie sources were not compatible with the newer versions.
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published on the web, but Wolfgang Draxinger, the stereographer, kindly sent its
sources to us.

Olaiz et al. [2009] had previously realized a similar experiment with the open
source game “Yo Frankie!”, also developed with Blender. Spatially coherent
sound was added to the game. Different rendering systems were tested, namely
binaural, VBAP, and first-order Ambisonics. We were able to reuse the export
scripts developed in Python for this previous study, but we had to make slight
modifications to take into account the new variables of s-3D.

The audio track of the movie is only available in stereo or 5.1 mixes. As such,
it was necessary to recreate a new audio track that was chosen to be as similar as
possible to, and inspired by, the original track (Figure 6.1). For this pilot study,
only the first three scenes of the movie were generated (from t = 00 min 00 s to
t = 02 min 30 s).

Original movie
(standard movie format)

s-3D video

5.1 mix

Remixed movie
(dedicated environment)

s-3D video

Object oriented
audio mix

Figure 6.1: Summary of the work performed in this study.

The first scene (t = 00 min 00 s) starts with the opening credits (Figure 6.2(a)),
where the camera travels upward until it reaches the first character’s reflection in
water. In the second scene (t = 00 min 27 s), the two characters are attacked by fly-
ing cables, and there is a dialog (Figure 6.2(b)). The third scene (t = 01 min 10 s)
consists of the two characters running through a large room, being chased by
mechanical birds (Figure 6.2(c)).

In the next section, we study how to obtain the coordinates of the sound sources
in the SMART-I2 coordinate axes from the coordinates of the visual objects in the
movie source files.

6.3 Precise sound positioning in the SMART-I2

A major issue in the study was to achieve spatially coherent rendering of visual and
audio objects. In common practice, the coordinate system of the graphics scene
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(a) Image from the first scene (t = 00 min 14 s).

(b) Image from the second scene (t = 00 min 29 s).

(c) Image from the third scene (t = 01 min 55 s).

Figure 6.2: Three images extracted from the original “Elephants
Dream” video sequence.
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modeler, and that of the spectator’s physical world are not the same. Changes in
s-3D camera configurations produce changes in the perceived positions of visual
objects relative to the spectator, which are determined relative to the plane of the
projection screen (Section 4.1.4). In addition, different audio rendering methods
have different coordinate system references, being either egocentric, for systems
such as binaural, or allocentric, for systems such as WFS.

Sound in the SMART-I2 is spatially positioned with respect to a coordinate
basis attached to the SMART-I2 itself (see Figure 5.5). A sound object has its
coordinates expressed in meters.

To achieve spatial coherence between visual and auditory objects, it is neces-
sary to determine where the visual objects appear in the physical space, in order
to match the corresponding sound coordinates. We will see in this section that
this is conveniently written as frame transformations of points expressed in ho-
mogeneous coordinates. The reader unfamiliar with these concepts will find the
complete mathematical background relevant to this section in Appendix D. Woods
[1993] has previously introduced this model. Here, we stress out its true geomet-
rical origin (frame transformations) and we express it as a matrix product for
efficient computation.

The coordinates of a perceived visual object are determined by reading the
object’s coordinates in Blender at each frame, and transforming them successively
to the following reference frames:

Blender space: the common basis for all Blender objects, including the cam-
eras.

Camera space: the body-fixed camera basis, whose origin is at the center of the
s-3D rig.

Projection planes: each virtual 2D camera in the s-3D rig has its own projection
plane; the equivalent of the two camera sensors in a real s-3D rig.

Display system: the basis whose origin is located at the midpoint between the
spectator’s eyes.

In the next and final step, the display system coordinates are adapted to the
audio reproduction system. The sequence of transformations is further illustrated
in Figure 6.3.

In all these bases, the X-axis points towards the right of the image, and the
Y -axis points towards the top of the image. The Z-axis is chosen to form a right-
handed basis, and thus points from the screen towards the spectator.
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Figure 6.3: From Blender space to the rendering system coordi-
nates.

The following sections describe these transformations in detail.

6.3.1 From Blender space coordinates to camera space co-
ordinates

We express the coordinates of each object in the scene with respect to the basis
attached to the active virtual camera position. This basis is the analog of the
cyclopean eye (Section 2.2.1). Its origin is located at the midpoint between the
centers of the two lenses.

The relation between any point pb =
[
Xb, Yb, Zb, 1

]T
in the Blender space and

its equivalent p0 in the camera space is written as



X0

Y0

Z0

1




=

 RXY Z(φ, θ, ψ) 0

0T 1




 I −cb

0T 1







Xb

Yb

Zb

1



, (6.1)

where cb is the position of the camera in the Blender space, and the angles[
φ, θ, ψ

]
define the attitude of the camera (Section D.2).
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6.3.2 From camera space coordinates (3D) to left and right
projection planes coordinates (2D).

The transformation from the camera space to the left and right projection planes is
composed of two transformations. The first one is a change of basis from the basis
attached to the active virtual camera object, to the basis linked to the center of
each of the two sensors constituting the s-3D rig. The second transformation is the
projection of the 3D coordinates of the scene objects onto the camera projection
plane.

First, we derive a geometrical model for the s-3D rig; then, we compute the
different transformation matrices.

Woods’ geometrical model for the s-3D camera Woods [1993] developed
a geometrical model for the s-3D camera. It is valid for both a toed-in camera
configuration (h = 0) and a parallel camera configuration (β = 0) (Section 4.2.4).

According to this model, an s-3D camera system (Figure 6.4) is geometrically
defined by

• the distance t between the cameras,

• the convergence distance C, which is the distance from the midpoint between
the centers of two lenses to the point where the optical axes of the cameras
intersect,

• the field of view α of the cameras, which is in turn determined by the sensor
width Wc and the lens focal length f .

The convergence distance C is linked to the toed-in and parallel camera pa-
rameters β and h, respectively, through

C = t

2 tan
(
β + arctan

(
h
f

)) . (6.2)

From camera space to each lens space These changes of basis consist in a
translation from the center of the s-3D rig to each lens located at

[
± t

2 , 0, 0
]

and,
if the camera is toed-in, a rotation by an angle ±β about the Y-axis. The + sign
corresponds to the right lens, and the − sign to the left lens.

These changes of basis transform a 3D point p0 =
[
X0, Y0, Z0

]T
, expressed in

the camera basis, into two 3D points pl =
[
Xl, Yl, Zl

]T
and pr =

[
Xr, Yr, Zr

]T
,
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Figure 6.4: Camera parameters for a toed-in configuration and
a parallel configuration. Note that the bases suggested in the
picture do not form a right-handed coordinate system when the
Y -axis points towards the reader, contrary to the bases we use in
this work. After Woods [1993].
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expressed in the bases of the left and right lenses respectively,



Xl

Yl

Zl

1




=




RY (−β) 0
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, (6.3)

and 


Xr

Yr

Zr

1




=




RY (β) 0

0T 1







− t
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I 0
0

0T 1







X0

Y0

Z0

1



. (6.4)

The Blender camera The virtual s-3D camera used to shoot “Elephants Dream”
had a parallel configuration. The configuration is built-in to Blender, and does
not appear before the rendering, meaning that the geometry of the virtual s-3D
camera rig is not visible. Only the scene (cyclopean) camera is visible. The posi-
tion of the scene camera is the center of the virtual s-3D rig. Only the convergence
plane (the plane located at a distance C from the camera for the case of parallel
configuration, or a curve in the case of toed-in configuration) is shown in Blender.
The camera position and the parameters related to the s-3D configuration are var-
ied throughout the movie. The parameters related to the s-3D configuration are
also extracted as part of the coordinate transformation processing.

Woods’s model relies on the traditional pinhole camera model (Figure 6.5(a)),
which assumes a point lens. Mathematically, the pinhole camera model transforms
a 3D point p, expressed in the basis attached to the camera center (c in Figure 6.5),
into the 2D point pc =

[
Xc, Yc

]T
through


Xc

Yc


←




XcZc

YcZc

Zc


 =




f 0 px 0
0 f py 0
0 0 1 0







X

Y

Z

1



, (6.5)

where pp =
[
px, py

]T
is the principal point, which is the projection of the camera

center on the image plane. This relation is valid when the Z-axis faces towards
the point of interest p (Figure 6.5(b)).

However, the Blender camera is an OpenGL camera (Figure 6.5(c)), which
means that the points of interest are in the −Z direction. Therefore, the projection
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Figure 6.5: The pinhole camera geometry.
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matrix of the Blender camera is different from that in Eq. (6.5); it is given by




XcZc

YcZc

Zc


 =




−f 0 px 0
0 −f py 0
0 0 1 0







X

Y

Z

1



, (6.6)

which defines pcl on the left projection plane (pp =
[
−h, 0

]T
), and pcr on the

right projection plane (pp =
[
h, 0

]T
) from the points pl and pr, respectively

(Figure 6.5(d)). The overall equation for the left camera, valid for both toed-
in and parallel camera configurations, summarizing the transformations of this
section (Equations (6.3) to (6.6)), is:




XclZcl
YclZcl
Zcl


 =




−f 0 −h 0
0 −f 0 0
0 0 1 0







cos β 0 sin β t
2 cos β

0 1 0 0
− sin β 0 cos β − t
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0 0 0 1
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1



. (6.7)

Similarly, one has, for the right camera,




XcrZcr

YcrZcr

Zcr


 =




−f 0 h 0
0 −f 0 0
0 0 1 0







cos β 0 − sin β − t
2 cos β

0 1 0 0
sin β 0 cos β − t
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X0

Y0

Z0

1



. (6.8)

6.3.3 From left and right projection planes coordinates to
screen coordinates

This step is simply a linear scaling of the coordinates by the frame magnification
M , which is the ratio of the projection screen width Ws to the sensor width Wc.
In Blender 2.41, there is no sensor per se, but the projection plane has always a
width of 32 “Blender units”, so that

M = Ws

32 . (6.9)
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We then have 
Xsl

Ysl


 = M


Xcl

Ycl


 and


Xsr

Ysr


 = M


Xcr

Ycr


 , (6.10)

for the left image and the right image, respectively.

6.3.4 From screen coordinates to physical space coordi-
nates

This steps corresponds to the fusion of the s-3D stimulus. The display system
(Figure 6.6) is geometrically defined by the viewing distance V , i.e. the distance
between the spectator and the screen, the width of the screen Ws, and the inte-
rocular distance e (typically 65 mm).

X

Z

Screen

pi =
(
Xi, Yi, Zi

)

Ws

V

e

D

Figure 6.6: Viewing parameters of the SMART-I2 display system.
The spectator’s eyes are symbolized by two dots, aligned along the
X-axis, and separated by a distance e. The disparity D between
the left and right images is defined as D = Xsr −Xsl . The fused
stereoscopic image of the left and right images is pi.

Following the reasoning of Section 4.1.4, we construct two rays from each eye
to the corresponding points on the screen psl and psr . These two rays intersect at
pi, the fused stereoscopic image of the two points.

We can write the equations of the two lines corresponding to the light rays. A
point p from the line passing through the left eye and a point psl in the left image
is expressed as elp = λlelpsl , λl ∈ R (Section D.1). Similarly, a point p from the
line passing through the right eye and a point psr in the right image is expressed
as erp = λrerpsr , λr ∈ R. When the spectator’s eyes are at the position depicted
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in Figure 6.6, that is, when

el =




− e
2

0
0


 and er =




e
2
0
0


 , (6.11)

the equations defining pi are written as




Xi = −e2 + λl(Xsl + e

2)

Yi = λlYsl

Zi = −λlV

(6.12)

and 



Xi = e

2 + λr(Xsr −
e

2)

Yi = λrYsr

Zi = −λrV

(6.13)

Solving these equations, we have



Xi

Yi

Zi


 =




e
e−D

Xsr+Xsl
2

e
e−D

Ysr+Ysl
2

− e
e−DV


 (6.14)

where D is the disparity between the left and right images, defined as

D = Xsr −Xsl . (6.15)

Since λl = λr follows from Equations (6.12) and (6.13), there are in fact two
different values of Yi. The chosen value for Yi is the average of those two values
[Woods, 1993]. The difference between the two screen vertical coordinates is a
measure of the easiness to fuse the stereoscopic image. Since the Blender s-3D
camera is virtual, however, the sensor is perfect and there is no vertical disparity.

The equations given here are valid when the line joining the spectator’s eyes is
parallel to the screen. The Equations (6.11) can easily be generalized to the case
of arbitrary rotations of the spectator’s head. In this work, we assume that the
spectator is looking towards the s-3D stimulus on the screen.
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6.3.5 From physical space coordinates to rendering system
coordinates

The final transformation step depends on the reproduction system.

General 3D reproduction When the purpose of the transformation is the re-
production on a general 3D audio engine using head-centered spherical coordinates
(Figure 2.2), one must simply permute the coordinates obtained in Section 6.3.4
to express the coordinates in a new Cartesian basis (Xe, Ye, Ze) = (−Z,−X, Y ).
Then, the Cartesian coordinates can simply be transformed into spherical coordi-
nates, to be used for example in a binaural engine.

Reproduction on the SMART-I2 For the reproduction system used in this
work, i.e. the SMART-I2, the transformation consists in rotating the previously
obtained axes by 180◦ about the X-axis, so that the new Z-axis faces towards
the corner of the SMART-I2 screens. The new position of the Z-axis defines the
Y -axis of the SMART-I2 (Figure 5.5).

Then, we transform these (X, Y ) coordinates into the usual polar coordinates
(r, θ). Finally, by subtracting 90◦ from the value of θ in the usual polar coordi-
nates, we obtain the θ value used in the SMART-I2 (Figure 5.5). The elevation
information is discarded.

6.3.6 Coordinates transformation and the movie “Elephants
Dream”

The proposed model is now used to obtain information about the positions of the
visual sources present in the movie scenes. Our interest is in characterizing the
positions of those visual sources which we might pair with a sound file. The density
plots (also called bubbleplots) of these visual sources were calculated for the three
scenes (Figure 6.7), indicating the positions where these sources are present. It
can be observed that, for all three scenes, most of the sources were frontal and
centered, located just behind the two screens (the panels of the SMART-I2). The
second scene exhibits many lateral sources. In general, few sources are found in
front of the screen, with only the third scene exploiting depth variations. The
paths of the cables in the second scene and the birds in the third scene are the
farthest positioned sources.
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Figure 6.7: Bubbleplots of the sound source positions in the hori-
zontal plane, taken every five frames for the: (a) first, (b) second,
and (c) third scenes. At each couple (X, Y ) where sources are
present, a circle is drawn with a diameter proportional to the
number of sources at that position. The line color of each circle
also corresponds to the number of sources at the center of the
circle, but this is mostly for readability. The diameters can be
compared across the three figures. Some very distant source posi-
tions are not shown for clarity. The panels of the SMART-I2 are
represented by the Λ (inverted “V”), in black.
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6.4 Experimental setup
To guarantee that the sound did not suffer from unwanted reflections, it was
decided to have the spectator face the corner of the SMART-I2. Since we wanted to
approximate cinema conditions, it was necessary to compensate for this geometry,
and project the video as if the screen was planar. The open source s-3D movie
player Bino, which is compatible with the Equalizer library [Eilemann et al.,
2009], was used to read the video stream. This allowed us to project onto the
specific screen configuration and to obtain a result close to one that would be
obtained on a regular planar screen, for a specifically defined viewing position.
Figure 6.8 compares, for a given image, the result of the projection of this image
on the corner of the SMART-I2 with and without Equalizer. The difference was

(a) Projected image. (b) Without Equalizer. (c) With Equalizer.

Figure 6.8: Illustration of the impact of Equalizer on the pro-
jection of images on the corner of the panels in the SMART-I2.
This figure compares the case where the image presented in (a) is
projected on the corner of the SMART-I2 (b) without Equalizer
and (c) with Equalizer.

mainly seen at the top and bottom of the image, where trapezoidal (or keystone)
distortion was visible (Figure 6.9). The subjective impact of this distortion is
considered in the next chapter.

As the image does not fill the whole surface of the two panels, the audio window
is capable of rendering objects, which are effectively outside the video window. For
example, if the spectator is seated 1 m behind the SMART-I2 origin (Figure 5.5),
this gives a field of view of about 64◦, and an audio field of about 122◦. Therefore,
sound sources can be effectively associated to visual objects that have left the
visual scene or visual objects that are about to enter the visual scene.

The movie files resulting from the work in this chapter are distributed on two
computers and consist of (1) the publicly released s-3D video (the images have
not been re-rendered), (2) the control file (an audio metadata OSC sequence) sent
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Figure 6.9: Photo of the SMART-I2 installation for cinema pro-
jection.

from the movie player to the audio controller, and (3) the collection of audio files.
Although the metadata are computed off-line, the audio engine in the SMART-I2

performs the rendering in real-time. This approach allows for the audio engine to
be changed to other spatial rendering systems, such as binaural or Ambisonics for
future possible comparisons.

The audio metadata are sent at each new frame by the s-3D movie player
Bino, which was modified to include an OSC client (Appendix C). This ensures
that frame synchronization is maintained throughout the video playing.

A block-diagram of the global software and hardware architecture used in the
experiment described in this chapter is shown in Figure 6.10.

6.5 Creation of the audio track

This section describes and explains the procedure followed in order to achieve the
object-based sound re-mix.

The audio track of the movie was only available in the final downmix version
(stereo and 5.1), with some additional rough mixes of most of the dialogs and
music tracks. The original multitrack audio master was not available. It was
therefore necessary to create a new audio master with each object corresponding
to a separate track, in order to allow for position coherent rendering. The aim
was to recreate an audio track similar to the original track. The available dialog
and music dry tracks were retained. The rest of the audio elements were created
from libraries and recorded sounds, with one audio file per object.

The result was an object oriented multitrack audio master that contained in-
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Figure 6.10: A block-diagram of the software and hardware archi-
tecture used in the experiment described in the present chapter.
See the text and Section 5.2 for explanations.

dividual audio tracks for each individual audio object, allowing for individual
rendering positions to be defined and controlled. The global workflow describing
the creation of the new audio track is shown in Figure 6.11. This workflow is
further discussed in the following sections.

6.5.1 The audio editing process

The aim was to recreate an audio track similar to the original track. The available
dialog and music tracks were retained. The rest of the audio elements were created
from libraries and recorded sounds. They were edited using a standard digital
audio workstation (DAW) software, with each object being a discrete audio file.

The film audio track was first edited with the DAW, using a conventional stereo
configuration. Each audio element was stored in the software database as a single
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Figure 6.11: Global workflow describing the creation of the new
audio track.

mono audio file. The audio file length was optimized to match the effective audio
duration, and time-aligned within the mix. At the end of the process, a rough
mix was generated to roughly adjust the sound levels for each track, but without
any other form of processing. Since the number of available tracks was limited to
48 in the DAW, similar audio files that were not simultaneously read, were placed
within the same track. Therefore, within a given track, a single level gain set in
the DAW was applied to all the audio files. If the level gain of some of these audio
files was to be adjusted independently of each other, this was accomplished by
applying a destructive gain adjustment to them.

All these audio files were named using a formalized naming convention. For
example, the filename 03 14 BodyImpact.wav corresponds to scene number 03,
Blender “sub-scene” file number 14, and the sound for the collision sound between
the two characters (t = 02 min 16 s).

6.5.2 A spreadsheet as mixing table

In order to create the audio sequence, a list had to be made with all the required
information. The solution chosen was to use a spreadsheet to create a sequencing
table, in which all the various audio file names, their temporal information, and
the Blender object reference corresponding to them were listed. The spreadsheet
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includes:

• an arbitrary and unique identifier of the audio file,

• the reading start time expressed in video frames,

• the duration in frames,

• the channel (1–16) through which the audio file will be read in the WFS
processor, noting that no two files can be read simultaneously on the same
channel,

• a two digit number defining the corresponding Blender object,

• the sound level gain expressed on a linear scale.

These values were manually extracted by reading the information directly off
the DAW edit window, and were then entered in the spreadsheet. Since the audio
metadata are sent by the s-3D movie player Bino (see Section 6.4), the timeline is
frame-based in our application. The DAW version used did not provide a frame-
based timeline, but rather a standard time-based scale. We thus had to include
a time-to-frame conversion, with results rounded to the nearest integer frame
number. This means that the largest time synchronization error is on the order of
21 ms, corresponding to half the duration of a frame: 1/24 ≈ 42 ms. While this
value is not negligible, it is sufficiently small to be acceptable in terms of timing.

For future work, this export to a spreadsheet should be performed automati-
cally, by choosing a software tool with such an embedded function. Another option
would be to develop a customized script on an open source product.

6.5.3 The scripting process

This audio mix spreadsheet, as well as all object coordinates extracted from
Blender were exported to two comma-separated value (CSV) documents, in order
to simplify their processing.

Several scripts written in Python were then successively applied on these CSV
files, to produce the final control file that were then read by the s-3D movie player.

The first script performs the first part of the coordinate transformations (as
described in Sections 6.3.1 and 6.3.2). It is necessary to stop the transformation
process at that point to be able to account for compositing. Several scenes in
“Elephants Dream” are indeed composited, meaning that the Blender file con-
tains different 3D scenes that are superimposed only later during the rendering
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process, after the camera projection from 3D to 2D. This implies that the same
pre-rendered image position can produce different spatial positions as determined
by each s-3D rig configuration (see Section 6.3). For example, the first scene is
made of one 3D scene for the background, and of another for the characters, using
two different s-3D rigs at different positions.

The objects corresponding to the different composited scenes are then united
by a second script, which also gathers all the information from the audio mix, and
computes the final basis transformation.

The resulting control file contains the sequence of OSC messages to be sent to
the audio engine, as well as the frame numbers for timing, to ensure synchroniza-
tion between the video and audio streams.

6.6 Discussion

During this work we came across many questions regarding some technical and
artistic problems. We will review here some of the technical problems, and indicate
how we solved them. For the artistic problems and their solutions, we refer the
reader to [Évrard et al., 2011]. The artistic problems were related to the transitions
between different scenes or shots, and to the Doppler effect in the second scene.

6.6.1 The sequencing table

One of the first technical question concerned the sequencing table. During the de-
velopment of the project, we realized that a simple spreadsheet was not well suited
due to its expanding size and complexity. The number of entries was increasing
rapidly, although the project was limited to only three scenes of the original ani-
mation movie, and to sixteen concurrent sound sources. For example, at the end
of the project, the number of sound objects to control reached 150.

Several spelling or numbering errors were not detected before the final reading
stage with the s-3D player, causing a loss of time.

The use of a database would greatly simplify and provide a much more reli-
able solution. First, it is much easier to manage large amounts of data within
a database, in comparison to a simple spreadsheet. Second, with a database,
the exported file structure could easily be maintained, and kept constant despite
changes made in the internal table structure. Finally, each element type could be
entered through a dedicated form of the database, checked independently before
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proceeding to the required matchings in the relational tables, and finally exported
to the CSV file format.

6.6.2 Incoherence in the perceived visual and audio dis-
tances

During the mixing of the film we realized that the perceived sound distances did
not always match the perceived visual distances resulting from stereoscopic fusion
of the images. There is a particular scene in the film where the characters stand
on a bridge (Figure 6.12, t = 01 min 04 s), for which the effect was particularly
noticeable.

Figure 6.12: Image from the second scene (t = 01 min 04 s). In
this scene, the camera is located far away from the action (the
characters look small), but the stereoscopic capture parameters
are set so that the characters appear close to the convergence
plane, resulting in a conflict between the distance suggested by
linear perspective and the distance suggested by stereoscopy.

In this particular scene, the camera is located far away from the characters
(with respect to their size), but the stereoscopic capture parameters are set so
that the characters appear close to the convergence plane. Since the convergence
plane is located at a distance of about 2 m from the spectator in the SMART-I2, the
sound obviously appears to come from a close location. However, the characters
are small on the screen, which, by our learned experience with perspective, is
interpreted as the characters being very distant. This optic zoom effect is not
taken into account in the developed geometrical basis transformations. The visual
object’s position is correctly determined, with the error being more a conflict
between perception and cognition.
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We searched for a comparable effect in audio. The best solution found that
was both simple and functional was to take into account, for every object, two
different distances, which were passed to the audio engine. The first distance is
the actual distance computed from the model in Section 6.3. It is used as the
distance between the spectator and the WFS virtual point source. The second
distance is the distance from the camera to the object in “Blender Units” (BU).
It is sent to the reverberation engine to modify the level of reverberant energy
produced by the surround loudspeakers, for the given source. However, the rever-
beration engine interprets this value as expressed in m, although it was originally
expressed in BU. This resulted in too much reverberation in certain scenes. It
was determined through trial-and-error that using one-third the distance from
the camera to the object allowed sufficient intelligibility, while providing suitable
distance cues, thereby resolving this audiovisual distance conflict.

6.6.3 Manual coordinate definition for sound objects

For most objects, the coordinates we had automatically extracted were used.
Here, we present some cases where coordinates needed to be manually created
in Blender, in order to position sound objects as desired or required.

6.6.3.1 Large size objects

In the case where an object occupies a significant portion of the screen, the selec-
tion of which of its visual points will be matched to the sound object is crucial. As
an example, in a close-up shot on a character’s face (Figure 6.13, t = 00 min 26 s),
choosing the lips, center of the head, or center of the character would result in a
different sound localization perception.

However, these visual elements are not individually defined as objects per se
in Blender, but as movable elements of the main object, i.e. the character, and
are thus not accessible by the current script used to extract object coordinates.
For instance, the tongue or any other part of the character are not actual objects;
the entire character is represented as a single object in Blender. It was thus
necessary to manually create invisible objects in the Blender scene that matched
the selected audio element locations and motions, in order to be able to extract the
coordinates of each element of interest, and transmit them to the audio rendering
engine.
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Figure 6.13: Image from the first scene, illustrating a large size
visual object (t = 00 min 26 s).

6.6.3.2 Non-localized sound objects

For some objects such as general water flowing or wind noise, there was no real
precise spatial position reference, as there was no associated visible object. This
type of sound source is better suited to an immersive surround perception.

In this case, invisible virtual objects were manually created at fixed arbitrary
coordinates, with the “reverberation distance” (as defined in Section 6.6.2) set to
a large value. The aim was to increase the room effect, and thus the immersive
perception of the sound, while minimizing any perception of the direct sound, and
hence, any localization cues.

6.6.3.3 Music track

As the music track of the original stereo mix was available, it was retained in the
new audio track. The two tracks of the stereo mix were manually positioned in
the WFS array as virtual objects, slightly past the edges of the image (+50◦ and
−50◦), corresponding to virtual loudspeakers on the screen.

6.7 Conclusion
In this chapter, we presented the implementation of a true 3D audio track, for an
s-3D animation movie using object-based sound mixing.

The context and the infrastructure were presented, as well as a detailed review
of the mathematical development required to obtain the coordinates of the sound
sources in the SMART-I2 coordinate axes from the coordinates of the visual objects
in the movie source files.

149



BIBLIOGRAPHY

The creation of the audio track was also described in detail from the early
editing stage, through the scripting process, and terminating with the sending of
data to the rendering system.

In Chapter 7, the newly created 3D audiovisual content is used in an experi-
ment examining the effect of the choice of audio rendering support. In particular,
we compare traditional sound rendering, namely stereo, and the highly precise
spatial sound rendering of the SMART-I2, namely WFS.

Apart from our own particular use of this content, we believe that this work
could also serve others as a good basis for their future research. While writing
this chapter, our aim was to describe, in the most open way, the various steps
taken during the course of this project, in order to allow future researchers, or
artists to begin their project with some solid theoretical basis that will help them
to start and progress faster. We refer the interested reader to [Évrard et al., 2011]
for some aspects related to the creative side of the process.
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Chapter

7
Impact of 3D sound on the reported

sense of presence

Highlights
X We consider, in the s-3D cinema context, the cognitive differences be-

tween stereo sound and Wave Field Synthesis.

X The sense of presence is evaluated with a post-session questionnaire and
heart rate monitoring.

X A between-subject experiment is designed with three different sound-
tracks.

X The sound condition does not affect the reported presence score directly
for all subjects.

X The sound condition only impacts on the sense of presence of the group
of participants who reported the highest level of presence.

X The analysis of the participants’ heart rate variability shows that the
frequency domain parameters correlate to the reported presence scores.
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7.1 Introduction
As stereoscopic 3D (s-3D) cinema aims at providing the spectator with a strong
impression of being part of the movie, there is a growing interest in the sense
of presence induced by the media. Presence (or more accurately, telepresence) is
a phenomenon in which spectators experience a sense of connection with real or
fictional environments and with the objects and people in them [Lombard et al.,
2009]. Previous research has shown that the addition of stereoscopic information
to a movie increases the sense of presence reported by the spectators [Ijsselsteijn
et al., 2001]. We hypothesize here that the spatial sound rendering quality of an
s-3D movie impacts on the sense of presence as well.
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The experiment reported in this chapter, previously published in [André et al.,
2012], considers, in the cinema context, the cognitive differences between a tra-
ditional sound rendering (stereo, see Section 3.1.1), and a highly precise spatial
sound rendering (Wave Field Synthesis or WFS, see Section 3.3.4). In particular,
it will be examined whether a higher spatial coherence between sound and image
leads to an increased sense of presence for the audience. The current chapter
therefore presents the results of a perceptual experiment using a common video
track and three different audio tracks. Using a post-stimuli questionnaire based
on previous reports regarding the sense of presence, various cognitive effects are
extracted and compared.

7.2 Soundtracks
The visual stimulus used for this experiment was the movie clip described in
Chapter 6. The soundtrack of the movie clip was the independent variable in our
experimental design. The original stereo soundtrack, the object-oriented sound-
track created in Chapter 6, and an additional “hybrid” soundtrack are used. These
different soundtracks are now described and analyzed objectively.

7.2.1 Different spatial sound renderings

Three different soundtracks were used in this experiment. The first soundtrack
was the original stereo soundtrack, termed STEREO. This soundtrack was rendered
on the WFS system by creating two virtual point sources at ±30◦ in the (virtual)
screen plane, roughly at the left/right edges of the image. The object-oriented
soundtrack introduced in Chapter 6, termed WFS, was the spatially coherent ren-
dering. This new audio track was created specifically as part of this thesis, but was
inspired by the original STEREO audio track (Section 6.5). Because the STEREO and
WFS soundtracks differ in content and spatial rendering quality, an ideal stereo mix
was constructed using the same metadata and audio files as in the WFS version.
The panning of each object in this mix was automatically determined according
to a sine panning law relative to the object’s actual position (the same as for the
WFS version). One way to simulate a sense of distance in stereo is to adapt the
intensity of the signal (Section 3.1.1). Therefore, a r−2 distance attenuation factor
was applied to the intensity of each object’s signal to simulate a sound originating
at a distance r from the spectator. This hybrid soundtrack, termed HYBRID, thus
had the same content as the WFS track, but was limited in its spatial rendering

153



7.2. SOUNDTRACKS

quality. The HYBRID track was rendered over the same two virtual point sources
as the STEREO track. A graphical comparison between the three soundtracks is
given in Figure 7.1.

STEREO HYBRID WFS

reproduction =
content 6=

reproduction 6=
content =

Figure 7.1: Comparison of content and spatial reproduction of the
soundtracks.

Due to differences between the soundtracks (Figure 7.2), a global equaliza-
tion across the entire movie was inappropriate, and resulted in distinctly different
perceived levels. Therefore, it was decided to equalize for an element that was
common to all conditions. One character line, at t = 00 min 22 s, duration 4 s,
was chosen as it was common to all three soundtracks (dialog tracks were identi-
cal) and background sounds were minimal at that moment. This audio calibration
segment was adjusted to 61 dBA, measured at the viewer’s head (ambient noise
level of 33 dBA).
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Figure 7.2: Evolution of the sound pressure level measured at the
listener’s head position against time for the three sound modal-
ities. The gray region corresponds to the time interval used for
equalization.
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7.2.2 Audio sweet-spot effect

It should be noted that all participants in this study were located at the sweet spot
of the rendering system, and they could thus enjoy the best sound reproduction.
The impact of an off-axis seating would certainly be more pronounced for the
HYBRID soundtrack than it would be for the WFS soundtrack as the process of
stereo panning relies on the proper positioning of the listener in the sweet-spot.
Indeed, taking into account the geometry of the reproduction system, the sweet-
spot of the stereo reproduction has a width of merely 10 cm according to [Theile,
1990]. When the listener is outside the sweet-spot, sources tend to be attracted to
the closer speaker position. On the other hand, the ability of WFS to reproduce
a sound position independently from the listener position [Theile et al., 2003],
combined with the ventriloquism effect [Thurlow and Jack, 1973], would result in
a larger sweet-spot because the sound location is preserved when the listener is off-
axis but can still be perceived as coming from the visual object. The congruence
in that case is limited by the difference in audio and video perspectives that can
be detected by the spectator [de Bruijn and Boone, 2002]. The question of the
congruence between s-3D images and WFS virtual sound sources is addressed in
Chapter 8.

7.2.3 Objective analysis

An objective analysis of the rendered audio was performed. A binaural recording
of each condition was made with an artificial head placed at the sweet-spot, equiv-
alent to the spectator position during the subsequent experiment. The evolution
of the relative sound level at the listener position for the three conditions was
measured using a 1 s sliding window and averaged over both ears.

Outside of the region used to calibrate the three conditions, the STEREO sound-
track has a higher level at several moments. This is due to the difference in audio
content, as the original track contained a richer audio mix. Some differences are
observed between the WFS and HYBRID conditions. The different spatialization pro-
cesses lead to slight differences in sound level that cannot be compensated exactly
using only a main volume equalization (Figure 7.2).

The perceived distribution of the sound sources is of interest. The interau-
ral level differences (ILDs) and the interaural time differences (ITDs) are thus
computed from the binaural signals (Section 2.1.1). Binaural signals are subdi-
vided into 1 s segments and analyzed in third-octave bands to obtain ILD and
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ITD values, using the Binaural Cue Selection toolbox for Matlab [Faller and
Merimaa, 2004]. These values are then averaged across pertinent frequency bands
(< 1.5 kHz for ITD, > 1.5 kHz for ILD [Blauert, 1997]). The threshold value of
1.5 kHz also corresponds to the SMART-I2 WFS aliasing frequency, meaning that
the ITD should be reliable, but the ILD might suffer from bias.

Table 7.1 presents the means, standard deviations, and skewness of the ob-
tained values. In both cases, the mean decreases from STEREO to WFS to HYBRID.
All means are statistically different from each other, except when comparing the
HYBRID and WFS ITD means (one-sided Wilcoxon rank sum test, at the 0.05 level).
One would also expect that the cues are more spread out for WFS than for HYBRID.
This is the case since the standard deviation increases from STEREO to HYBRID to
WFS for both ITDs and ILDs.

Table 7.1: Means, standard deviations, and skewness of the com-
puted ILDs and ITDs as a function of SOUND CONDITION.

ITD Mean [ms] Std dev. [ms] γ [/]
STEREO -0.0012 0.0445 -0.52
HYBRID -0.0112 0.0543 -0.84

WFS -0.0106 0.0596 0.71
(a) ITDs [ms].

ILD Mean [dB] Std dev. [dB] γ [/]
STEREO -0.16 0.21 1.50
HYBRID -0.45 0.22 0.26

WFS -0.27 0.29 -0.19
(b) ILDs [dB].

Distributions of mean ILDs and ITDs are shown in Figure 7.3. In both cases,
the peak of the probability density function is higher for STEREO than it is for
HYBRID and WFS. This confirms that the HYBRID and WFS localization cues are
more distributed or spread out than those for the STEREO condition.

7.3 Method
Thirty-three (33) subjects took part in the experiment (26 men, 7 women, age
16 to 58 years, mean = 30.66, stdev = 10.77). They answered to a call for
participants describing a “3D cinema experiment”. Each was compensated with a
soft drink and a cookie while filling out the post-session questionnaire.

To determine whether or not the sound modality impacts on the reported sense
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Figure 7.3: Estimates of the probability density functions of the
mean interaural time differences (ITDs) and interaural level dif-
ferences (ILDs) obtained for each soundtrack.

of presence, a between-subjects experiment was designed. The three different
soundtrack conditions, STEREO, HYBRID, and WFS (Section 7.2) were used as an
independent variable. Each participant was assigned randomly to one particular
condition, with 11 participants presented with each soundtrack.

In order to assess the sense of presence as a dependent variable, two methods
were used. A post-session questionnaire was developed, providing a subjective
assessment. In addition, an oxymeter was used to continuously measure the heart
rate of the participants. The goal was to compare this objective measure, which
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will be further described in Section 7.3.4, with the presence score obtained with the
questionnaire. The heart rate was measured at 60 Hz using a finger mounted pulse
oxymeter (CMS50E, Contec Medical Systems Co.). A picture of the oxymeter is
shown in Figure 7.4.

Figure 7.4: The CMS50E finger mounted pulse oxymeter.

We hypothesize that the spatial rendering quality of sound will impact on the
reported sense of presence, as measured by the questionnaire. It is also hypothe-
sized that measures extracted from the heart rate signal will reflect a change from
baseline due to the movie presentation and that this change in value is linked to
the spatial rendering quality of sound.

7.3.1 Experimental setup

A block-diagram of the software and hardware architecture used in this chapter is
presented in Figure 7.5. The architecture of the last chapter is reused to read the
3D audiovisual content created in Chapter 6. Two additional laptops are used in
this experiment, one running the online survey software LimeSurvey to collect
the participants’ answers to the presence questionnaire, and the other receiving
the data from the oxymeter on a serial connection over USB.

We wrote the custom software running on the laptop 1 in Python by gathering
different programs into one, tailored to our needs. It used Greg Pinero’s software
oscilloscope written for the Arduino electronic chip∗ based on Eli Bendersky’s
demo of plotting in Python using matplotlib. The serial communication was
established thanks to code found on the internet†, and then fed as input to the

∗https://github.com/gregpinero/ArduinoPlot, last accessed 24/09/2013.
†http://stackoverflow.com/questions/1093598/pyserial-how-to-read-last-line-sent-from-

serial-device, last accessed 24/09/2013.
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Figure 7.5: A block-diagram of the software and hardware used
in the experiment described in the current chapter.
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oscilloscope.
Thanks to information on the oxymeter available on the internet∗, it is quite

easy to read the data it sends to the serial port. The serial port was checked ten
times per second. The graphical user interface (GUI) plotted the different values
sent by the oxymeter in real time, which allowed for a quick visual control on the
data, in particular to check whether the oxymeter was correctly placed. The heart
rate signal values were saved, along with a time-code, in a comma-separated value
(CSV) file for each subject.

7.3.2 Procedure

Each participant was seated in a comfortable chair (see Figure 6.9) in front of the
SMART-I2 and was provided with written instructions regarding the experiment.
The oxymeter was placed at the tip of the middle-finger of his/her left hand.
The participant was left alone in the experimental room. The room was then
completely darkened for a period of 30 s after which the movie was started from
a remote control room. This allowed the participant to accommodate him/herself
to the darkened environment, and to approach a “cinema” experience. At the end
of the movie, the participant was directly taken to the lobby of the virtual reality
hall to complete a questionnaire.

7.3.3 Post-session questionnaires

We created a presence questionnaire using three groups of questions gathered from
different sources previously reported. The complete list of questions, as well as an
example of the presentation, is given in Appendix E.

The first group came from the Temple Presence Inventory (TPI) [Lombard
et al., 2009], a 42-item cross-media presence questionnaire. The TPI is subdivided
into eight groups of questions that measure different aspects of presence. These
subgroups, or components, are given in Table 7.2 with the associated number of
questions. The sensitivity of the TPI to both the media form and the media con-
tent has been previously confirmed [Lombard et al., 2009]. The second group of
questions was taken from the short version of the Swedish Viewer-User Presence
(SVUP-short) questionnaire [Larsson et al., 2007]. We selected three questions

∗http://sourceforge.net/apps/mediawiki/sleepyhead/index.php?title=CMS50X, last ac-
cessed 24/09/2013.
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regarding the sound rendering. Finally, the third group of questions, which mea-
sured negative effects, were from Bouvier’s PhD thesis [Bouvier, 2009].

Table 7.2: The eight components in the Temple Presence Inven-
tory, and the associated number of questions. From [Lombard
et al., 2009].

Factors Numbers of
questions

Spatial presence 7
Social presence – actor within medium 7
Social presence – passive interpersonal 4
Social presence – active interpersonal 3

Engagement (mental immersion) 6
Social richness 7
Social realism 3

Perceptual realism 5

The resulting questionnaire was translated into French. Each question was
presented using a 7-point radio button scale, with two opposite anchors at the
extreme values, resulting in a score between 1 and 7. Composite scores were
calculated as the mean results for all items in each group.

The main score of interest is the global score obtained with the TPI, termed
TEMPLE. Of all the components in the TPI, the scores “Spatial presence” (SPATIAL)
and “Presence as perceptual realism” (PERCEPTUAL REALISM) are expected to be
significantly varying with the media form [Lombard et al., 2009]. The SWEDISH
score, from the SVUP-short, gives additional information on the perception of
each sound condition. The NEGATIVE score, from Bouvier’s PhD thesis, allows one
to discard participants who experienced discomfort.

7.3.4 Heart Rate Variability

Heart Rate Variability (HRV) describes the changes in heart rate over time. Sev-
eral studies have used HRV as a physiological measure in experiments involving
virtual reality [Huang et al., 2008; Slater et al., 2006]. Standards exist [HRV,
1996] describing the different measures that can be extracted from an electrocar-
diographic (ECG) record. Although HRV is calculated from time intervals between
two heart contractions (RR intervals) in an ECG signal, it has been shown that
it is possible to obtain the same results from peak-to-peak intervals given by a
finger-tip photoplethysmograph (PPG) [Selvaraj et al., 2008]. This small device
monitors the relative blood volume changes using an infrared light source and a
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phototransistor at the fingertip. The heart rate is derived from the PPG pulsatile
waveform. Since the signal is captured at only one point on the body, the PPG
is less intrusive than the ECG. Analysis of the resulting HRV data was performed
in both the time domain and the frequency domain (Figure 7.6).

R R

t

RR
interval

(a) Time domain.

f

VLF

LF

HF

(b) Frequency domain

Figure 7.6: Analysis of the heart rate signal. (a) A peak detection
algorithm determines the time series of RR interval which yields
the time domain parameters. (b) Power spectral density estima-
tion of the time series yields the frequency domain parameters.
See the definitions of VLF, LF and HF in the text.

The majority of time domain HRV measures require recordings longer than
5 min, which are not possible due to the duration of the film excerpt used. Only
the following measures were calculated:

• MeanRR - mean RR interval [ms]

• MinRR - shortest RR interval [ms]

• MaxRR - longest RR interval [ms]

• ∆RR - difference between MaxRR and MinRR [ms].

Frequency domain measures obtained through power spectral density estima-
tion of the RR time series are of particular interest, since their evolution has been
correlated with positive or negative emotions when presenting movie clips [Vianna
and Tranel, 2006].

In the case of short-term recordings (from 2 to 5 min), three main spectral
components are distinguished [HRV, 1996]: the very low frequency (VLF) compo-
nent between 0.003 Hz and 0.04 Hz, the low frequency (LF) component between
0.04 Hz and 0.15 Hz, and the high frequency (HF) component between 0.15 Hz and
0.4 Hz. Instead of the absolute values of VLF, LF, and HF power components in
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ms2, the values are expressed as LFnorm and HFnorm in normalized units (n.u.),
which represent the relative value of each component in proportion to the total
power minus the VLF component:

LFnorm = LF
Total power− VLF , (7.1)

and similarly for HFnorm.
The parasympathetic activity, which governs the HF power [Stein and Kleiger,

1999], aims at counterbalancing the sympathetic activity, which is related to the
preparation of the body for stressful situations, by restoring the body to a resting
state. It is believed that LF power reflects a complex mixture of sympathetic and
parasympathetic modulation of heart rate [Stein and Kleiger, 1999]. Emotions
such as anger, anxiety, and fear, which correspond to the emotions elicited by our
movie clip, would be associated to a decreased HF power [Kreibig, 2010].

7.4 Results from post-session questionnaires

This section presents the results of the statistical analysis results carried out on
the questionnaire data using the statistical software R, as well as several packages
listed in the appropriate sections below.

7.4.1 Treatment of missing values

There were 10 answers (out of 2785) left blank in the questionnaire results. To
avoid discarding the corresponding participants, multiple imputations of the in-
complete dataset were used to treat these missing values. This was done using
the package Amelia II [King et al., 2001]. Multiple imputation builds m (here
five) complete datasets in which each previously missing value is replaced by a
new imputed value estimated using the rest of the data. Each imputed value is
predicted according to a slightly different model and reflects sampling variability.

In the subsequent analysis, the analyses of variance (ANOVAs) were carried
out with the package Zelig [Imai et al., 2008]. F -statistics and their associated
p-value were estimated according to the method given in [Raghunathan and Dong,
2011], resulting in ANOVAs with degrees of freedom which are no longer integers.
More information on the statistical methods of this section is given in Appendix F.
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7.4.2 Negative effects

It is necessary to verify that no participant suffered physically from the experi-
ment. The initial analysis of the results considers the NEGATIVE group of questions,
measuring negative effects induced by the system, such as nausea, eye strain, or
headache.

We carried out this analysis with a bivariate boxplot, or bagplot [Rousseeuw
et al., 1999]. The bagplot (see Figure 7.7) is a bivariate version of the traditional
boxplot. Its main components are a bag, which comprises 50% of the data points,
and a fence, which separates inliers from outliers. The region outside the bag but
inside the fence is called the loop. It is usual to present a mark at the median
in a boxplot. The equivalent of this mark in the bagplot is represented by the
white region in our plots. A bagplot of the NEGATIVE score versus the TEMPLE
score (Figure 7.7), indicated that participant 23 was an outlier, reporting feeling
much worse than the other participants. This participant was therefore discarded
from the study. All others obtained a NEGATIVE score less than 2.17 (minimum
possible value = 1), which can be considered as having experienced little or no
negative effects during the experiment. Also, the presence score seems relatively
independent of the experienced negative effects. Suffering from (little) negative
effects does not seem to reduce the feeling of presence. Conversely, a low presence
score is not necessarily associated to the experience of negative effects.

7.4.3 Impact of sound rendering condition on presence

The mean scores in each presence category of interest, obtained for each SOUND
CONDITION, are given in Table 7.3. Following an ANOVA analysis, all scores failed
to achieve the 0.05 significance level. Hence, no significant effect was observed for
the sound condition over all subjects.

7.4.4 A model for the perceived presence

The probability density function of each of SPATIAL, PERCEPTUAL REALISM, and
TEMPLE scores (see Figure 7.8 for the probability density function of TEMPLE)
suggest that there are in fact two groups with a normal distribution centered
around different means. The data can thus be modeled as a special form of a
Gaussian mixture model (GMM). The package Mclust [Fraley and Raftery, 2003]
allows one to find coefficients of a Gaussian mixture from the data by selecting the
optimal model according to the Bayesian information criterion (BIC) applied to
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Figure 7.7: Outliers in the NEGATIVE vs. TEMPLE relationship. The
bivariate boxplot (or bagplot) generalizes the univariate boxplot.
The graph includes two colored regions, called the bag (yellow)
and the loop (orange). The interior of the bag includes 50% of
the data, and the loop includes all the points outside the bag but
inside the fence, thereby outlining potential outliers [Rousseeuw
et al., 1999].

Table 7.3: Presence questionnaire mean scores for each category
by SOUND CONDITION (and standard deviations in parentheses).
Note: the degrees of freedom associated to the ANOVAs are vari-
able.

STEREO HYBRID WFS F p-value

SPATIAL 2.90 2.83 2.47 0.50 0.900
(1.2) (1.12) (0.73)

PERCEPTUAL 2.71 2.71 2.66 0.01 0.991
REALISM (1.1) (0.87) (0.74)

TEMPLE 3.34 3.23 2.94 0.79 0.487
(0.79) (0.87) (0.54)

SWEDISH 5.15 4.97 4.57 0.89 0.773
(0.78) (1.34) (0.83)
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Figure 7.8: The probability density function of TEMPLE scores.

an expectation-maximization (EM) algorithm initialized by hierarchical clustering
for parameterized Gaussian mixture models.

The algorithm was run on the data defining the TEMPLE score and the resulting
optimal model contains four Gaussian components. The probability that a given
participant is not correctly classified using this model ranged from 0 to 5.8× 10−3

(mean = 1.2 × 10−3). This demonstrates the good quality of the classification.
The four groups, referred to by the factor CLASS, are given by the algorithm in
descending order of the number of participants they contain: 15, 10, 5, and 2. The
mean presence scores for each CLASS category are given in Table 7.4.

Table 7.4: Presence questionnaire mean scores for each category
by CLASS (and standard deviations in parentheses). Note: the
degrees of freedom associated to the ANOVAs are variable.

1 2 3 4 F p-value

SPATIAL 2.25 3.81 1.71 3.64 19.49 < 10−5

(0.57) (0.78) (0.29) (0.51)
PERCEPTUAL 2.08 3.66 2.40 3.20 17.07 < 10−5

REALISM (0.46) (0.49) (0.91) (0.57)

TEMPLE 2.82 4.05 2.28 3.74 39.88 < 10−5

(0.39) (0.34) (0.22) (0.03)

SWEDISH 4.78 5.73 4.00 4.00 6.24 0.107
(0.97) (0.73) (0.53) (0.00)

Figure 7.9 shows an analysis of the TEMPLE score depending on the classification
CLASS. Groups 1 and 3 tend to have a lower presence score than the groups 2 and 4.

An analysis of variance was carried out on the TEMPLE score with the fixed
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Figure 7.9: Boxplots of the TEMPLE score vs. the GMM classifi-
cation CLASS. The widths of the boxplots are proportional to the
sample size: 15, 10, 5, and 2 from left to right. The labels LP, MP,
and HP are introduced in the text.

factor CLASS (four levels). The factor showed a significant effect (F2.72,27.88 = 39.88,
p < 10−5). Subsequent post-hoc comparisons (Tukey’s HSD test), with an α

level of 0.05, showed that groups 2 and 4 do not differ significantly (they form
a homogeneous subset), while groups 1 and 3 are significantly different and both
differ from the aforementioned set of groups 2 and 4. In the following sections,
group 3 will be referred to as LP (low presence, 5 subjects), group 1 as MP (medium
presence, 15 subjects), and the combination of groups 2 and 4 as HP (high presence,
12 subjects).

7.4.5 Further analysis in each group

An analysis of variance was carried out on the TEMPLE score with the fixed factor
SOUND CONDITION (three levels) for each presence group defined in the previous
section. The factor showed a significant effect on group HP (F1.95,8.99 = 6.85,
p = 0.016). However, SOUND CONDITION failed to reach statistical significance
for group MP (F2.00,11.90 = 0.11, p = 0.896) and for group LP (F1.00,3.00 = 0.69,
p = 0.468).

Subsequent post-hoc comparisons (Tukey’s HSD test, α = 0.05) on the group
HP showed that conditions STEREO (4 participants) and HYBRID (5 participants) do
not differ significantly (they form a homogeneous subset), while condition WFS (3
participants) differs significantly from each of the conditions STEREO and HYBRID.
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Figure 7.10 shows an analysis of the TEMPLE score for each sound condi-
tion in group HP. Presence scores are (statistically) lower in the WFS group than
in the two other groups. A similar analysis was performed on the SPATIAL,
PERCEPTUAL REALISM, and SWEDISH scores. These failed to achieve the 0.05 signif-
icance level. This result, combined with the result on the TEMPLE score, indicates
that the impact of sound reproduction is spread across different components of
presence rather than confined to the components “Spatial presence” and “Percep-
tual realism”.

STEREO HYBRID WFS

3.5
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4.5

SOUND CONDITION

TE
MP

LE

Figure 7.10: Boxplots of TEMPLE score vs. SOUND CONDITION for
participants in group HP. The widths of the boxplots are propor-
tional to the sample size: 4, 5, and 3 from left to right.

7.4.6 Discussion

SOUND CONDITION as an independent variable fails to predict the obtained presence
score for all participants. Rather, the participants are classified in three groups
according to their presence score. The first group has a low presence score (LP),
the second has a somewhat higher presence score but also a higher variability (MP),
and the third has a high presence score (HP).

SOUND CONDITION has a statistically significant impact for the group HP. In
this group, the HYBRID soundtrack is not statistically different from the original
STEREO version, which means that the slight difference in content between the two
soundtracks did not impact on the reported sense of presence.

When comparing the results for the HYBRID and the WFS soundtracks, one can
see that there is a statistical difference in reported sense of presence which is to
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the advantage of HYBRID. In this condition, sound objects were limited to the
space between the virtual speakers, and since the participants were at the sweet-
spot, objects between the two virtual sources were fairly well localized in azimuth.
Therefore, one could hypothesize that presence is lessened when the auditory ob-
jects extend beyond the screen boundaries. Indeed, the virtual loudspeakers in the
HYBRID condition were located near the screen borders, and Figure 7.3 shows the
spread of the mean ITDs increasing with SOUND CONDITION, from STEREO to WFS.
Further studies with different source material would be required to substantiate
this hypothesis.

7.5 Results from Heart Rate Variability
The statistical analysis presented in the previous section for the questionnaire
answers is repeated here on the recorded heart rate, using the same statistical
software. Due to a technical glitch, however, the heart rate could not be recorded
for one of the participants, who is thus not included.

7.5.1 Overall comparison of the baseline phase and the
experimental phase

Table 7.5 shows the HRV time domain parameters (see Section 7.3.4) averaged
over all subjects for the two phases: baseline, when the participant is in the dark,
and experiment, when the participant watches the movie. Since the data does not
meet the normality assumption, a non-parametric test, the Wilcoxon signed rank
test, was applied between the parameters of the baseline and the experiment. The
values of the four parameters are statistically different, at the 0.05 level, between
the two phases.

Table 7.5: HRV time domain parameters, averaged over all par-
ticipants.

HRV Baseline Experiment p-value
MeanRR [ms] 835.8 849.7 0.026
MinRR [ms] 648.9 627.4 0.044
MaxRR [ms] 1024.2 1135.5 0.007
∆RR [ms] 375.3 508.1 0.006

Table 7.6 shows the changes of HRV frequency domain parameters averaged
over all subjects for the two same phases. The Wilcoxon signed rank test was

169



7.5. RESULTS FROM HEART RATE VARIABILITY

applied between the parameters of the baseline and the experiment. The last
column of the table gives the corresponding p-values. All the HRV frequency
domain parameters are statistically different at the 0.05 level.

Table 7.6: HRV frequency domain parameters, averaged over all
participants.

HRV baseline experiment p-value
LFnorm [n.u.] 42 55 0.0164
HFnorm [n.u.] 58 45 0.0164

LF/HF [/] 1.08 1.75 0.0335

In agreement with the literature [Nickel and Nachreiner, 2003], HRV allows one
to discriminate between rest and “work” (the movie presentation). The decreasing
HF component is similar to that observed in [Vianna and Tranel, 2006] where
different positive and negative emotions are expressed through different movie
clips.

7.5.2 Heart Rate Variability

To investigate the effect of SOUND CONDITION on HRV, an analysis of variance
was carried out on the difference between LFnorm during experiment and baseline
(∆LFnorm) with the fixed factor SOUND CONDITION (three levels) for each presence
group LP, MP, and HP, defined in Section 7.4.4. The factor showed no significant
effect on any group at the 0.05 level. However, the factor showed a significant
effect on the group HP (F2.00,7.00 = 7.68, p = 0.017) if participant 2 was removed
from the analysis. According to the bivariate analysis [Rousseeuw et al., 1999] in
Figure 7.11(a), participant 2 would not be classified as an outlier, though he is
near the limit. Still, this subject was the only one to exhibit a negative ∆LFnorm
(decrease relative to the baseline) in group HP. In addition, it can be seen in
Figure 7.11(b) that this participant is an outlier in the bivariate analysis of the
participants in group HP. As such, further results were calculated both with and
without subject 2 included.

Subsequent post-hoc comparisons (Tukey’s HSD test, α = 0.05) on the group
HP showed that conditions STEREO (4 participants) and WFS (3 participants) do
not differ significantly (they form a homogeneous subset), while condition HYBRID
(3 participants) differs significantly from this set of conditions.

Figure 7.12 shows the analysis of ∆LFnorm values for each sound condition
in group HP. ∆LFnorm values are (statistically) higher in the HYBRID group than
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Figure 7.11: Outliers in the ∆LFnorm vs. TEMPLE relationship.
Bivariate boxplots (a) for all participants, and (b) for group HP.
See Figure 7.7 for a description of the bivariate boxplot.

in the two other groups. Similar results can be obtained for ∆HFnorm, since,
by definition (Equation (7.1)), it is linearly dependent on ∆LFnorm. The results
obtained with ∆LF/HF fail to reach the 0.05 significance level just as the results
obtained with the time domain parameters do.

In summary, the ideal stereo soundtrack (HYBRID) is significantly different from
the two other soundtracks in the group of subjects that reported the highest
sense of presence. The HYBRID soundtrack leads to an increased low frequency
component of the HRV.
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Figure 7.12: Boxplots of the ∆LFnorm value vs. SOUND
CONDITION for participants in group HP. The width of the box-
plots is proportional to the sample size: 4, 3, and 3 from left to
right.

7.5.3 Relationship between HRV and questionnaire scores

In order to evaluate the correlation between the questionnaire scores and the evo-
lution of the frequency domain HRV parameters for all participants, Pearson’s
product-moment correlation was computed. The results, including the 95% con-
fidence interval, are given in Table 7.7. Naturally, the opposite values are found
for ∆HFnorm.

Table 7.7: Pearson’s product-moment correlation and 95% confi-
dence interval between ∆LFnorm and the presence scores (in the
first imputed dataset). In parentheses, the values obtained when
participant 2 is discarded.

Sample
t29 (t28) p-value Lower Upper

estimate bound bound

SPATIAL 0.41 2.41 0.022 0.06 0.67
(0.49) (2.95) (0.006) (0.15) (0.72)

PERCEPTUAL 0.42 2.47 0.020 0.07 0.67
REALISM (0.44) (2.56) (0.016) (0.09) (0.69)

TEMPLE 0.45 2.73 0.011 0.12 0.70
(0.52) (3.23) (0.003) (0.20) (0.74)

SWEDISH 0.52 3.24 0.003 0.20 0.74
(0.56) (3.54) (0.001) (0.24) (0.76)

The correlation is significantly different from 0 (at the 0.05 level) for every
presence score of interest. The highest value is obtained with the SWEDISH score,
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which pertains only to the sound rendering. When participant 2 is discarded from
the analysis, the values are improved. This is indicated in parentheses in Table 7.7.

7.5.4 Discussion

The presentation of the movie to the participants had an impact on several Heart
Rate Variability (HRV) statistics in both the time domain and the frequency
domain. For all participants, a relation is found between the reported presence
score TEMPLE and the evolutions of both LFnorm and HFnorm between the baseline
and the experiment.

SOUND CONDITION as an independent variable fails to predict the obtained evo-
lutions of HRV parameters for all participants. The analysis according to each
presence group shows that SOUND CONDITION has a statistically significant impact
on ∆LFnorm and ∆HFnorm for the group HP (with participant 2 discarded). In
that case, the HYBRID soundtrack is statistically different from both the original
STEREO soundtrack and the WFS soundtrack.

When comparing the HYBRID and the WFS soundtracks, one can see that there
is a statistical difference in the evolutions of LFnorm and HFnorm, which is higher
in the HYBRID case. Participants in the HYBRID condition therefore experienced a
higher increase in LFnorm than the others. Since ∆LFnorm correlates positively
with TEMPLE for all participants, this supports our previous findings (Section 7.4.6)
that the participants experienced a stronger sense of presence with the HYBRID
soundtrack than with the WFS soundtrack.

7.6 Results from the participants’ feedback
Among the comments the participants made about the experiment, a few recurring
ones can be highlighted. Nine participants indicated that they were disappointed
by the (visual) 3D. Maybe they expected to see more depth in the movie than
they actually saw. As can be seen in Figure 6.7, the range of depth of the sources
is rather narrow (roughly from 0.5 m to 5 m). The length of the movie was also a
problem for seven participants who reported that it was too short. They needed
more time to forget they were in an experiment. Five participants found the end
of the movie excerpt too abrupt; they would have appreciated to know more about
the story. Regarding the setup, four participants were distracted by the visibility
of the corner of the panels in the SMART-I2 and three complained about the
passive polarized glasses (two of which wore prescription glasses).
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It is therefore possible that the results found in this study could vary, or be
more representative, if a longer film was shown, and if the projection was made on
a traditional flat format screen. These comments will be taken into consideration
in future studies.

7.7 Conclusions

Different sound spatialization techniques were combined with an s-3D movie. The
impact of these techniques on the sense of presence was investigated using a post-
session questionnaire and heart rate recordings.

The sound condition did not affect the reported presence score directly for
all subjects. Rather, participants could be classified according to their presence
score independently of the sound condition. In the group that reported the highest
sense of presence, for which sound rendering condition was influential, the spatially
coherent soundtrack (WFS) was significantly different from the two other stereo
soundtracks (STEREO and HYBRID). The WFS soundtrack led to a decreased reported
sense of presence. Analysis of the participants’ Heart Rate Variability (HRV)
revealed that, in the group that reported the highest sense of presence, the ideal
stereo version (HYBRID) was significantly different from the two other soundtracks.
The HYBRID soundtrack led to an increased low frequency (LF) component of the
HRV.

The increase in the HRV LF component between the baseline and the movie
presentation was also shown to be positively correlated with the overall presence
score for all participants. Both the subjective (questionnaire) and objective (HRV)
measures showed that the HYBRID soundtrack led to a higher sense of presence than
the WFS soundtrack for participants that reported the highest sense of presence.

The comments made by the participants underline the limitations of this exper-
iment. Most were related to the content, rather than the setup. Some participants
found that the movie did not present much depth, and that the movie was too
short to allow some of them to forget they were taking part in an experiment.
Several participants were disappointed with the end of the story, or even did not
like the movie at all.

The results found here constitute a basis for future research. The impact of
an off-axis seating position needs further investigation, since the s-3D image is
egocentric. This is the topic of Chapter 8. Apart from the reverberation, all the
sound in this experiment came from the front. Therefore, there is also a need to
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investigate the effect of 360◦ sound reproduction. Finally, one could investigate
other types of 3D sound rendering, such as Ambisonics, binaural, or possible hybrid
combinations of multiple systems.
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Larsson, P., Västfjäll, D., Olsson, P., Kleiner, M., Oct. 2007. When what you
hear is what you see: Presence and auditory-visual integration in virtual envi-
ronments. In: Proc. 10th Annu. Int. Workshop Presence. Barcelona, Spain, pp.
11–18. 160

Lombard, M., Ditton, T., Weinstein, L., Nov. 2009. Measuring (tele)presence: The
Temple Presence Inventory. In: Proc. 12th Annu. Int. Workshop Presence. Los
Angeles, CA, pp. 1–15. 152, 160, 161, 261

Nickel, P., Nachreiner, F., 2003. Sensitivity and diagnosticity of the 0.1-Hz compo-
nent of heart rate variability as an indicator of mental workload. Hum. Factors
45 (4), 575 –590.
http://dx.doi.org/10.1518/hfes.45.4.575.27094 170

Raghunathan, T., Dong, Q., 2011. Analysis of variance from multiply imputed
data sets. Tech. rep., Survey Research Center, Institute for Social Research,
University of Michigan, Ann Arbor, MI. 163

Rousseeuw, P. J., Ruts, I., Tukey, J. W., Nov. 1999. The bagplot: A bivariate
boxplot. The American Statistician 53 (4), 382–387.
http://dx.doi.org/10.1080/00031305.1999.10474494 164, 165, 170

Selvaraj, N., Jaryal, A., Santhosh, J., Deepak, K. K., Anand, S., Jan. 2008. As-
sessment of heart rate variability derived from finger-tip photoplethysmography

176

http://dx.doi.org/10.1162/105474601300343621
http://dx.doi.org/10.1198/106186008X384898
http://dx.doi.org/10.1016/j.biopsycho.2010.03.010
http://dx.doi.org/10.1518/hfes.45.4.575.27094
http://dx.doi.org/10.1080/00031305.1999.10474494


CHAPTER 7. 3D SOUND AND THE REPORTED SENSE OF PRESENCE

as compared to electrocardiography. J. Med. Eng. Technol. 32 (6), 479–484.
http://dx.doi.org/10.1080/03091900701781317 161

Slater, M., Guger, C., Edlinger, G., Leeb, R., Pfurtscheller, G., Antley, A., Garau,
M., Brogni, A., Friedman, D., Oct. 2006. Analysis of physiological responses to
a social situation in an immersive virtual environment. Presence-Teleop. Virt.
15 (5), 553–569.
http://dx.doi.org/10.1162/pres.15.5.553 161

Stein, P., Kleiger, R., Feb. 1999. Insights from the study of heart rate variability.
Annu. Rev. Med. 50 (1), 249–261.
http://dx.doi.org/10.1146/annurev.med.50.1.249 163

Task Force of The European Soc. of Cardiology and The North Am. Soc. of Pac-
ing and Electrophysiology, Mar. 1996. Heart Rate Variability: Standards of
measurement, physiological interpretation, and clinical use. Circulation 93 (5),
1043–1065.
http://dx.doi.org/10.1161/01.CIR.93.5.1043 161, 162

Theile, G., 1990. On the performance of two-channel and multi-channel
stereophony. In: Audio Eng. Soc. Conv. 88.
http://www.aes.org/e-lib/browse.cfm?elib=5807 155

Theile, G., Wittek, H., Reisinger, M., 2003. Potential Wavefield Synthesis appli-
cations in the multichannel stereophonic world. In: Audio Eng. Soc. 24th Int.
Conf.: Multichannel Audio, The New Reality.
http://www.aes.org/e-lib/browse.cfm?elib=12280 155

Thurlow, W. R., Jack, C. E., Jun. 1973. Certain determinants of the “ventrilo-
quism effect”. Percept. Motor Skill 36, 1171–1184.
http://dx.doi.org/10.2466/pms.1973.36.3c.1171 155

Vianna, E., Tranel, D., Jul. 2006. Gastric myoelectrical activity as an index of
emotional arousal. Int. J. Psychophysiol. 61 (1), 70–76.
http://dx.doi.org/10.1016/j.ijpsycho.2005.10.019 162, 170

177

http://dx.doi.org/10.1080/03091900701781317
http://dx.doi.org/10.1162/pres.15.5.553
http://dx.doi.org/10.1146/annurev.med.50.1.249
http://dx.doi.org/10.1161/01.CIR.93.5.1043
http://www.aes.org/e-lib/browse.cfm?elib=5807
http://www.aes.org/e-lib/browse.cfm?elib=12280
http://dx.doi.org/10.2466/pms.1973.36.3c.1171
http://dx.doi.org/10.1016/j.ijpsycho.2005.10.019


This page intentionally left blank.



Chapter

8
Subjective Evaluation of the

Audiovisual Spatial Congruence in
the Case of Stereoscopic-3D Video

and Wave Field Synthesis

Highlights
X The congruence between Wave Field Synthesis and s-3D video is evalu-

ated.

X We consider the angular error when the spectators are seated at different
locations.

X The ambient noise level was varied as an independent variable with two
levels.

X The point of subjective equivalence, where participants were equally
likely to detect the angular error, was 18.3◦ (SNR = 19 dB) and 19.4◦

(SNR = 4 dB).

X Precise spatial sound reproduction is theoretically possible in a movie
theater with a realistic installation complexity.
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8.1 Introduction
The present chapter addresses the question of the perceptual congruence between
the sound and the image when the spectator in a cinema is presented with a 3D
sound scene spatially coherent with the stereoscopic 3D (s-3D) scene. The material
in this chapter has been published in [André et al., 2013] and [André et al., 2014].

In essence, the depth perception in s-3D is created by presenting a different
image to the two eyes. Both images in an s-3D pair are displayed on the cin-
ema screen and all spectators thus look at the same pair of images. When one
compares the visual perception of two spectators seated at different locations in
the room, one finds, both geometrically and experimentally, that the objects of
the scene displayed on the screen are rendered at different locations in the room
(Section 5.1.2).
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The present study considers the potential error in the angle between the sound
and the image when presenting precise spatial sound through Wave Field Synthesis
(WFS, see Section 3.3.4) in combination with s-3D video to spectators seated
at different locations. The spectators evaluate the spatial coherence between a
displayed virtual character and a reproduced speech sound. The psychometric
function, which relates the physical stimulus to the participants’ responses, is
obtained in presence or absence of additional background noise.

8.1.1 Subjective evaluation of the audiovisual congruence

Following the discussion on the auditory-visual spatial ventriloquism in azimuth,
given in Section 2.3.2, the audiovisual apparatus of several recent experiments
conducted on the association of image and sound are compared in Table 8.1. The
studies concerned with 3D sound all used WFS for the sound reproduction.

None of these previous studies addressed the problem of the s-3D video pro-
jection of a natural scene to multiple users. In addition, the effect of the auditory
ambience noise level is investigated here. Because WFS reproduces a sound po-
sition independent from the listener position [Theile et al., 2003], the limit of
audiovisual integration found here is also a measure of the sweet-spot for accurate
auditory-visual reproduction mentionned in Section 7.2.2.

8.1.2 Audiovisual spatial coherence in s-3D video

As previously stated, the illusion of depth perception in s-3D cinema is created by
presenting a different image to each eye, and the perceived location of displayed
objects varies with the seating location of the spectator (Section 5.1.2). In fact,
only visual objects with a zero parallax, such that they are perceived as located
at the depth of the screen plane, are consistently perceived among spectators.
All other positions are not consistently perceived within the room. However, any
spectator’s line of sight crosses the screen at the position of the s-3D stimulus on
the screen (position I in Figure 5.3 and Figure 8.1).

In combination with 3D sound, this property of s-3D images can lead to an
audiovisual error for spectators seated off-axis (Section 5.1.2).

8.1.3 Improving the spatial coherence

We introduce a method to reduce the angular error mentioned in Section 5.1.2.
This method already exists in the 2D case [de Bruijn and Boone, 2003]. Here, we
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extend it to s-3D. This constitutes one contribution of the present chapter.

First, we describe the method which was developed to combine spatially accu-
rate sound rendering, by means of WFS with regular 2D video to build a telecon-
ferencing system [de Bruijn and Boone, 2003]. The researchers faced a problem
related to linear perspective (Section 4.2.4). A user of their system, not sitting
at the viewpoint, would experience a discrepancy between the sound of the voice
and the image of the face of his or her interlocutor. Indeed, as Goldstein [1987]
has shown, when a picture is viewed at an angle from the ideal viewpoint, judg-
ments of the spatial layout are relatively constant over a large range of angles, but
not judgments on the orientation of lines in space. In the latter case, the result
varies systematically with the viewing angle. Directions that point to the sides of
the pictures remain constant up to about |20◦| away from the viewpoint. On the
contrary, directions that point outside the pictures seem to “follow” the viewer.
A famous example of this is Uncle Sam’s finger in the “Uncle Sam wants you”
poster. This is also the case for the gaze in a portrait, such as that of Mona Lisa’s
in La Joconde.

This paradox makes it difficult to compute the location of the viewer’s visual
percept when watching a 2D picture from an off-axis location. The researchers
placed the sound sources at the exact positions specified by the true 3D layout.
Participants then graded the perceived discrepancy between the sound and the
image according to the ITU 5-point impairment scale defined as follows: (1) im-
perceptible, (2) perceptible, but not annoying, (3) slightly annoying, (4) annoying,
and (5) very annoying. The experiment revealed that annoying effects did occur
when viewers shifted away laterally from the ideal viewpoint. A shift in depth
seemed less concerning.

As de Bruijn and Boone [2003] further suggested, it is possible to limit the
angular discrepancy between the sound and the image by pulling the audio sources
towards the screen along the line between the visual object and the ideal viewpoint.
At the same time, the audio gain is adjusted to produce the same sound level as
the original sound source at the ideal viewpoint.

Second, the proposed method is adapted to s-3D video. We consider again in
Figure 8.1 the geometry of Figure 5.3. Given the positions of the visual object
V1, the ideal viewpoint S1, and the screen, one can compute the positions of the
two points in the left and right images on the screen corresponding to the visual
object, according to the geometrical model described in Section 6.3. The sound
can be placed at a point A′ anywhere along the line defined by S1 and V1, say
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according to a real parameter ρ defined by

A′ − V1 = ρ(I − V1). (8.1)

where I is the intersection of the line S1V1 and the screen. Therefore, ρ = 0 yields
A′ = V1 and ρ = 1 yields A′ = I.

S1 S2

V1, A

I

V2

δ

A′

δ
′

d

ρd

Figure 8.1: Illustration of the method of reduction of the angular
error between sound and image as a function of seating position.
The spectator at S2 watches the same point-like s-3D object as
the spectator at S1, the ideal viewpoint. The compression of the
audio depth (A′ instead of A) allows one to reduce the angular
error between the sound and the image (δ′ < δ). The distance d
is |I − V1|.

For a spectator seated at S2, the visual object appears at V2, resulting in an
angular error δ between the sound and the image if the sound is positioned at
A = V1. When the sound is pulled closer to the screen, say at A′, the angular
error decreases for the spectator at S2, i.e. δ′ < δ. Note that this remains true
when the line S1V1 is not perpendicular to the screen, as will be the case in this
experiment. Provided that the sound level at A′ is adjusted to match the volume it
would have produced from A, the audiovisual congruence should be maintained at
S1. It should however be noted that a single adjustment will not be correct for all
seating positions, as the acoustic attenuation is a function of the distance squared,
such that the error in level adjustment will be greater for seating positions closer
to the screen than S1. These positions are not considered in the present study.
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8.1.4 Objectives

In the present study, an experiment is conducted with naive spectators to evaluate
the threshold of bimodal integration associated with the angular error between
audio and video in the case of Wave Field Synthesis (WFS) and stereoscopic
3D (s-3D) video. A virtual scene consisting of a character in an apartment is
chosen to simulate a cinema context. The impact of the presence of additional
ambient noise is also investigated. The value of the thresholds with and without
ambient noise is obtained through the measurement of the associated psychometric
functions [Klein, 2001]. According to the maximum-likelihood theory of sensory
integration [Ernst and Banks, 2002], it is expected that the psychometric function
will have a slower decay associated with a higher threshold in presence of ambient
noise. Audiovisual rendering is provided via the SMART-I2 platform (Section 5.2)
using passive s-3D video and WFS audio. This virtual reality system provides
its users with stable auditory and visual cues in a large rendering area. The
psychometric functions are obtained in a yes/no experiment with the method of
constant stimuli with and without ambient noise. The first objective is to study to
what extent naive subjects perceive the inconsistency between the sound and the
image when viewing s-3D contents. The second objective is to verify that ambient
noise allows the subjects to maintain the auditory-visual stimulus integration at
higher angles of error. The third objective is to verify that the compression of
the audio space towards the screen reduces the perception of the inconsistency
between the sound and the image when viewing s-3D contents combined with
spatially accurate sound.

8.2 Method

8.2.1 Experimental design

In each session, three participants faced the right panel of the SMART-I2, used
as the screen, and were seated at 2 m from it (Figure 8.2). The first participant
was seated at S1, facing the middle of the panel. The other two were seated
at S2 and S3, at 0.6 m and 1.2 m to the right of S1, respectively. One virtual
character, the visual stimulus, was rendered 1.5 m behind the screen, at 0.8 m
to the left of S1. A speech signal, the auditory stimulus, was rendered at five
different positions along the line joining S1 and the virtual character position,
V1. These positions are labelled A¬ (closest to the screen) to A° (farthest from
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the screen). A® corresponds to the position of the virtual character, i.e. there is
no audiovisual discrepancy for this sound position if the spectator is at S1. In
addition, a control position Ac is defined as the mirror image of A® with respect
to the perpendicular to the screen passing through S1. The different subscripts
used to denote the audio and visual object positions underline that these are
independent. An ambience sound signal was reproduced at the positions Bg,
behind the speech source position.

S1

S2

S3

Bg

Bg

Bg

Bg
V1,A®

A°
A¯

AA¬

Ac

V2
V3

δ

SMART-I22 m

2.6 m
3.5 m

0.8 m
1.3 m

0.6 m

0.6 m

6.6 m 11.5 m 15.1 m

Figure 8.2: Layout of the experimental setup with respect to the
SMART-I2 panels (thick gray segments). The Si’s are the posi-
tions of the subjects. Vi is the perceived position of the virtual
character seen from Si. The A i ’s are the audio positions of the
rendered speech, and the Bg’s are the audio positions of the ren-
dered background ambience sound. The angle δ illustrates the
angular separation between the perceived location of the charac-
ter and a position of the rendered speech.

A sample of 17 subjects took part in the experiment (14 men, 3 women, age 19
to 30 years old, mean = 23.5, stdev = 3.2). They all worked at the LIMSI. They
were naive as to the experiment and they were not financially compensated. All
but one participant had already seen at least one s-3D movie in a cinema. Twelve
participants played 3D video games (but not necessarily in s-3D) at most once a
month. Only five participants used spatialized audio systems more than once a
month, and three of them were the only ones to use virtual reality systems. The
subjects can therefore be considered as being naive with respect to the combination
of audio and video technologies used here.

The chosen experimental design was a within-subjects design with three fac-
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tors: the sound position (six levels), the presence of background noise (two levels),
and the repetition (four levels) (see Section 8.2.4). Together, the seat position and
the sound position define the angular error AVangle (14 levels) between the sound
and the image, in degrees [deg]. The presence of background noise background is
coded as a binary variable, with the values BG and NOBG indicating presence and
absence, respectively.

In the case of a yes/no experiment, Lam et al. [1999] shows that four points
are enough to accurately estimate the psychometric function while keeping a low
standard deviation on the parameters. These points are those where the positive
answer rate is expected to be 12, 31, 69, and 84%. Thirty to fifty trials at each
point yield accurate estimates of the threshold and slope parameters. In a pi-
lot experiment for this study, the stimulus values corresponding to these optimal
sampling points were first estimated using the curve A in Figure 4 of [Komiyama,
1989]. The four values that optimally sample this curve are 1.5, 6.6, 12.7, and
16.9◦. The pilot experiment with six subjects showed that slightly larger values
were needed to ensure that every subject could perceive an audiovisual discrep-
ancy. The chosen values of ρ and their corresponding angles of error are given in
Table 8.2. These values were chosen as a compromise between being close to the
optimal sampling values and ensuring that the SMART-I2 was able to reproduce
exactly the sound source at the chosen location. The values of the angular error
corresponding to each value of ρ and each position Si can be obtained from the
geometry in Figure 8.2. Given the coordinates S1 and V1 and the coordinates of
the eyes of the viewer at S1, the projections Il and Ir of V1 in the left and right
images can be obtained. Then, the coordinates of V2 and V3 can be computed. It
is assumed that each viewer is facing the direction of the midpoint between Il and
Ir.

Table 8.2: Chosen values of ρ and their corresponding angles of
error AVangle [deg] for each position Si in the layout of Figure 8.2.

A¬ A A® A¯ A° Ac
ρ 0.79 0.40 0.01 -2.07 -5.32 control
S1 0.0 0.0 0.0 0.0 0.0 26
S2 1.9 4.3 6.0 10.2 12.2 31
S3 2.9 6.9 9.9 17.4 21.2 34
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8.2.2 Experimental setup

A block-diagram of the software and hardware architecture used in this chapter
is presented in Figure 8.3. Mostly, we used the originally available architecture
described in Figure 5.6. One additional laptop is used in this experiment to
collect the participants’ answers, given via WiiMotes connected to the laptop via
Bluetooth, and to pilot the audio and video engine via OSC.

Network
(OSC)

djobi

Video
engine

(MARC)

Four
2D projectors

VGA

djoba

Audio
engine

(Max/MSP)

sonic emotion
Wave 1

WFS
engine

Amplifier

LaMaps
actuators

Network

Direct
sound

Laptop

Experimenter
interface

(custom GUI)

WiiMotes
1, 2 & 3

Bluetooth

Figure 8.3: A block-diagram of the software and hardware used
in the experiment described in the present chapter.

The software used to render the visual part of the experiment is MARC (Mul-
timodal Affective and Reactive Characters), a framework for real-time affective in-
teraction with multiple characters [Courgeon and Clavel, 2013]. MARC features
three main modules: facial expressions edition, body gesture edition, and real-time
interactive rendering. MARC relies on GPU programming (OpenGL/GLSL) to
render in real-time detailed models and realistic skin lighting (shadow casting,
simulation of light diffusion through skin). The integration of MARC in the
SMART-I2 is described in [Courgeon et al., 2010].
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8.2.3 Audiovisual material

The visual material consisted of one MARC character (Simon) in a scene de-
picting an apartment (Figure 8.4). The point of view was chosen so that the
character’s mouth was at the height of the SMART-I2’s loudspeakers, to avoid
any vertical discrepancy. The scene was rendered at a 1:1 scale, i.e. life-size.

Figure 8.4: Photo of the experimental setup showing the three
bar stools and a projected s-3D image.

The audio material contained two signals. The first signal was the speech
pronounced by the virtual character. There were two different five-second long
sentences from two tales selected from a corpus [Doukhan et al., 2011]. The level
of the stimuli was fixed at 52 dB(A) RMS at S1.

The second signal was that of the background ambience. This signal was made
up of several uncorrelated recordings made on a street of New York City. The
positions Bg of the virtual sound sources and the uncorrelation of the signals
prevented the subjects from localizing the position of the ambience. The level
of the ambience was fixed at 48 dB(A) RMS at S1. The speech and background
ambience were loud enough relative to the ambient noise in the room (33 dB(A)
RMS). The SNR was therefore either 19 dB(A) (for NOBG) or 4 dB(A) (for BG).
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The visual content was played continuously throughout the trial sessions, and
the background ambience level was adjusted as a stimulus value.

8.2.4 Experimental task

In order to make efficient use of the installation and minimize total experimental
time, up to three participants took part in each experimental session. Each partic-
ipant sat successively at the three positions S1, S2, and S3 (not necessarily in this
order). The participants were first provided with written instructions regarding
the experiment. They wore passive linear polarizing s-3D glasses and received a
WiiMote controller. There was no restriction on their head movement.

Each experimental session consisted in three consecutive blocks to allow for
each participant to sit at the three different positions. Each block consisted in
48 trials for data collection, corresponding to six sound positions, two values of
background level, and four repetitions of each combination of sound position and
background level. The first block started with a training session to make sure
that the participants understood the task. This training alternated between the
correct audiovisual combination (A®) and the control position for the sound (Ac).
The order of the stimuli was randomized in each block. Each value of the repeti-
tion factor was associated with one of two different speech sentences, alternating
between the two. This was done to avoid monotony during the experiment. Each
trial started with a five-second stimulus followed by a five-second period during
which subjects answered the question “Is the voice coherent with the character
position?” by pressing a button of the WiiMote. The number of repetitions was
chosen to keep the experiment short (about 15 minutes per block, and 60 min-
utes in total) and the number of subjects needed low. The stimuli in each block
were played in an automated way, with the subjects being observed remotely. A
five-minute rest was granted between two successive blocks.

8.2.5 Modelling of the psychometric function

When dealing with psychometric data, it is customary to use the following expres-
sion to relate the value of the stimulus x to the value of the psychometric function
ψ(x) [Wichmann and Hill, 2001a]

ψ(x) = γ + (1− γ − λ)F (x;α, β). (8.2)
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In the case of a yes/no paradigm such as in the method used here, the response
ψ is the proportion of answers “yes”, and the parameters α and β determines
the shape of the sigmoid curve F , which takes values in [0, 1]. γ is the guessing
rate, which is a free parameter in a yes/no task, and λ is the lapse rate, which is
the fraction of recordings where subjects respond independently of the stimulus
level. The values of γ and λ are of secondary interest because they characterize
the stimulus-independent behavior of the subjects.

Several expressions can be used for the sigmoid F . The logistic function is the
default in psignifit, a maximum-likelihood estimation software tool [Wichmann
and Hill, 2001a]. This function is defined as

F (x;α, β) = 1
1 + e−

x−α
β

. (8.3)

It is assumed that the sigmoid curve F accounts for the psychological process of
interest. However, the performance of the subjects is better understood in terms of
the threshold at a certain performance level and the slope of the curve at the same
point. With a yes/no paradigm, the threshold is taken as the point of subjective
equivalence (PSE), which is the stimulus value xt for which F (xt) = 0.5 [Treutwein,
1995]. The threshold is therefore the stimulus value at which the subjects answer
“yes” half of the time. The slope determines how strongly this judgment varies
with the stimulus value. A large slope (in absolute value) means that the threshold
separates clearly the stimuli into two categories. In this work, the stimulus value
is the angular error between the sound and the image. As such, the design of
the experiment results in a curve with a negative slope (see Figures 8.5 and 8.6
for some examples of the sigmoid curve). Therefore, subjects are more likely to
answer “yes” for stimulus values below the threshold, and “no” for values above
it. Note that we will always report the slope at the PSE.

8.3 Results

This section presents the results of the statistical analysis carried out on the
answers from the participants. The answers “yes” and “no” are coded as 1 and 0,
respectively. The mean score averaged over all participants is called congruence.
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8.3.1 Panel performance and outliers detection

Our goal here is to analyze the participants’ responses and to evaluate their perfor-
mance. As a starting point, the psychometric function was fitted using psignifit
version 2.5.6∗, a software tool that implements the maximum-likelihood method
described by Wichmann and Hill [2001a]. Since this tool allows fitting with respect
to only one variable, the data was split according to each value of background
(NOBG and BG).

By default, the parameters γ and λ (see Equation (8.2)) were each constrained
to be in the interval [0, 0.05]. But the algorithm gave results on the upper extremity
of the interval. So this interval was increased to [0, 0.2] in order to obtain correct
estimated values. The results are shown in Figure 8.5.
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Figure 8.5: Mean responses over all participants for each condition
and associated psychometric functions.

An unexpectedly high value was obtained for the largest value of AVangle (i.e.
34 deg). This value correspond to the control case at position S3. The proximity
of both the source and the listener to the extremity of the panel is judged to
have played a role in this result. The data corresponding to this configuration is
therefore discarded from the rest of the analysis, to avoid an underestimation of
the slopes.

With the highest value of AVangle discarded, the performance of each par-
ticipant was evaluated. The data for each participant was analyzed separately,

∗http://bootstrap-software.org/psignifit/, last accessed 17/12/2013.
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Table 8.3: Normal parameter estimates of the distribution of β
over participants for each level of background.

Condition Mean Median Std dev.
NOBG 1.53 -0.89 11.61
NOBG (w/o 9) -1.36 -1.02 1.24
BG -52.40 -2.58 168.61
BG (w/o 4 & 9) -2.63 -1.06 3.45

and the corresponding fits were obtained using the same constraints on the curve
parameters. In Table 8.3, the normal parameter estimates of the distribution of
β are given. This parameter is related to the slope of the psychometric curve at
the PSE, i.e. AVangle = α. The large standard deviation, as well as the difference
between the means and the medians, suggested the presence of outliers.

A criterion based on the Median Absolute Deviation (MAD), less sensitive to
the presence of outliers than the standard deviation, was used as an alternative to
the more traditional standard deviation criterion [Leys et al., 2013]. The MAD is
defined as

MAD = bmedian
i

{∣∣∣βi − β̃
∣∣∣
}
, (8.4)

where β̃ is the median of the dataset, and b = 1.4826 is a coefficient linked to the
assumed normality of the data. The threshold for rejecting a measurement was
set at 3 (a very conservative value). A non-outlier value should therefore lie in the
range

β̃ − 3MAD < βi < β̃ + 3MAD. (8.5)

In condition NOBG (MAD = 1.26), participant 9 was clearly an outlier with a β
value of 44.83. In condition BG (MAD = 3.34), participant 9 was again an outlier
(β = −162.06), and this was also the case for participant 4 (β = −689.21). In
both cases, the associated threshold was above the considered range of AVangle.
The data from participant 9 for BG and NOBG and the data from participant 4 for
BG were not retained in the subsequent analysis.

In summary, the following data was discarded: the results corresponding to
the largest value of AVangle, the results from participant 4 for BG, and all the
results from participant 9. The abnormal slopes obtained indicates that these two
participants did not perform the task correctly.
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8.3.2 Main analysis: psychometric functions

Psychometric functions were fitted using psignifit after removing the outliers
from the data. Confidence intervals were found by the BCa bootstrap method im-
plemented in psignifit, based on 10000 simulations [Wichmann and Hill, 2001b].
The two fits corresponding to the two values of background, along with the data
points, are plotted in Figure 8.6. The four parameters α, β, γ, and λ of the fits
are given in Table 8.4 along with the deviance on each fit. The deviance is the
sum of the absolute differences between the predicted response and the data. The
deviance is a measure of goodness-of-fit, a smaller value indicating a better fit for
a given dataset [Agresti, 2007].
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Figure 8.6: Mean responses over all participants for each condi-
tion, and associated psychometric functions, after discarding the
outliers.

Table 8.4: Parameter estimates from psignifit corresponding to
the curves in Figure 8.6.

Parameter NOBG BG
α [deg] 18.3 19.4
β [deg−1] -4.0 -3.2
γ [/] 0.009 0.025
λ [/] 0.115 0.158
Deviance 34.7 24.5

The corresponding threshold and slope estimates (as well as their 95% con-
fidence interval) are given in Table 8.5. There is an overlap in the confidence
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intervals of both estimates. Hence, the presence of background noise did not yield
a statistical difference between the estimates. Still, the mean threshold and slope
estimates are larger in absolute value in presence of background noise.

Table 8.5: Estimates of the point of subjective equality (PSE) and
the slope of the psychometric curve at that point.

Quantity Condition Estimate Confidence interval
PSE [deg] NOBG 18.3 [16.8, 19.9]
PSE [deg] BG 19.4 [17.8, 21.0]
Slope [deg−1] NOBG -0.062 [−0.083,−0.046]
Slope [deg−1] BG -0.077 [−0.120,−0.054]

8.3.3 Compression of the audio space

To understand how the mean score values relate to the positions of the sound and
the positions of the participants, the number of yes and no answers are reported
in Table 8.6, summed over all participants. In this section, only the NOBG case is
considered. Similar results are obtained in the BG case.

Table 8.6: Counts of yes/no answers summed over all participants,
discarding the outliers, for each sound position (A¬ to A° and Ac)
and each participant position (S1 to S3). Due to minor technical
glitches, 17 values were not recorded (out of 1152 trials).

A¬ A A® A¯ A° Ac
S1 56/8 56/8 54/10 59/4 49/15 5/59
S2 53/11 58/5 61/3 44/19 36/27 3/59
S3 53/9 54/6 58/6 31/32 25/37 NA

In order to determine the values of AVangle at which the perception of the
congruence is statistically different from that at AVangle = 0, a χ2 test was per-
formed for each sound position (see Appendix G for information on the statistical
procedure). At each sound position, except at the control position Ac, one sample
corresponds to S1 and serves as a reference for the congruence (AVangle = 0).
Since there is no reference sample at Ac (all the samples are incongruent by de-
sign), we include in this particular χ2 test the values obtained at S1 with the
sound source at A®. Therefore, each χ2 test was performed on three populations
(df = 2), corresponding to three different values of AVangle, or four populations
(df = 3) at the control position Ac.
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Table 8.7: Results of the χ2 test comparing the data collected at
each participant position for each sound position (first line), and
the corresponding p-values (second line).

A¬ A A® A¯ A° Ac
χ2 0.56 0.73 4.3 30.2 17.0 117.7
p 0.75 0.70 0.12 < 10−6 0.0002 < 10−6

The results of the tests are given in Table 8.7. The table shows that the value
of the χ2 statistic increases almost monotonically with the distance from S1 to the
sound position (decreasing value of ρ in Equation (8.1)). The lower value of the χ2

statistic when the sound is located at A° is a result of the lower proportion of yes
answers at S1 (the reference sample) for this sound position. When the sound is
placed too far away, the assumption that only adjusting the sound level is enough
to maintain the congruence at S1 ceases to be valid.

At the three closest sound positions (AVangle < 10◦), the proportions obtained
in each test are statistically identical, irrespective of AVangle. An overall estimate
p̄ can be computed for each group of tested samples by collapsing all the corre-
sponding counts in Table 8.6. The resulting mean proportion p̄ is 0.85, when the
sound is at A¬, and 0.90 when the sound is at A and A®.

At A¯, A°, and the control position Ac, the χ2 test reaches significance at the
0.05 level, and therefore at least one proportion is different from the others. The
Marascuilo procedure is applied to compare all pairs of proportions [Marascuilo,
1966]. At each sound position, all comparisons between the reference sample
and the two other samples are significant, except for the comparison between
the proportions at S1 and S2 when the sound is at A°. Note, however, that the
significance is obtained if the sample at S1 is replaced by another reference sample,
indicating once again that this result is obtained because of the lower count of yes
at S1 when the sound is at A°.

8.4 Discussion

8.4.1 General discussion

An increasing angular error AVangle between the sound position and the perceived
character position decreased the reported congruence, i.e. the proportion of “yes”
answers to the judgment of the spatial congruence between the sound and the
image of the character. The presence of background noise increased both the
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point of subjective equivalence (PSE) and the absolute value of the slope of the
psychometric curve. This means that the congruence was maintained at slightly
higher angular separations and that the stimuli were separated more clearly into
two categories. This effect, however, was not statistically significant.

When the angle of error between the sound and the image was greater than
10◦, the congruence statistically significantly decreased. The reported congruence
continued to decrease with increasing angular discrepancy.

When the angle of error was smaller than 10◦, the reported feeling of congru-
ence was statistically independent of the angle of error, and the congruence score
was maximal, between 0.85 and 0.9. These values of the angle of error (below 10◦)
also correspond to the cases where the sound was located nearest to the screen.
This indicates that the method consisting in pulling the audio sources close to the
screen with respect to an “ideal” viewer (Section 8.1.3) helps to improve the audio-
visual congruence when accurate spatial sound is used in combination with s-3D
images. For memory, the experiment was carried out for sound sources located in
the horizontal plane.

The window of bimodal integration obtained in this experiment is far larger
than those obtained with arbitrary stimuli. In Figure 8.6, the integration is close to
maximum up to about 10◦. In particular laboratory conditions, however, humans
are able to discriminate auditory-visual stimuli discrepant by only 1◦ [Perrott,
1993]. To the best of our knowledge, no experiment available so far measured the
bimodal minimum angle using WFS. However, data on the minimum audible angle
obtained with WFS is available. Start [1997] measured the sound field produced
by a single loudspeaker and a virtual source on a WFS loudspeaker array (24
loudspeakers each separated by 11 cm) with a KEMAR dummy head. The stimuli
were broadband and band-limited white noises from 100 Hz to 8000 Hz, and from
100 Hz to 1500 Hz, respectively. Then, the recorded (binaural) signals were played
to participants through headphones. A 2-AFC paradigm was used to evaluate
the minimum audible angle (MAA) for each stimulus. No difference was found
between the real and the virtual source, both for the broadband stimulus (MAA
= 0.8◦) and the band-limited stimulus (MAA = 1.1◦). Our experimental method
differs from the experiments measuring a minimum discriminable angle in two
ways: the stimuli is such that the unity assumption holds, and the participant
is asked specifically to focus on the spatial coherence of the stimuli, without any
previous training. The tasks measuring a minimum discriminable angle rather
involves making a left/right judgment on the stimuli after extensive practice.
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For angular errors above 10◦, the curve decreases rather sharply, crossing the
PSE at 18.3◦ (for NOBG) and 19.4◦ (for BG). Our results are in agreement with those
found in the literature on multimedia perception. Combining an HDTV with ten
monaural loudspeakers, Komiyama [1989] showed that non-expert listeners found
an angular error of 20◦ acceptable. De Bruijn and Boone [2003] combined standard
2D video and WFS to build a videoconferencing system. The participants seated
off-axis rated as annoying discrepancies of 14◦ and 15◦ between the sound and the
image. The thresholds obtained here fall within the range defined by these two
references. With a setup similar to that of de Bruijn and Boone, Melchior et al.
[2003] used the ITU-R 5 grade-impairment scale [ITU, 2003], which they scaled
between 0 and 100. The threshold for a slightly disturbing angular error, measured
as the 50% crossing on the psychometric curve, was between 5 and 7◦ for various
audiovisual source positions. However, the participants to this experiment were
trained to detect small audiovisual discrepancies. Melchior et al. [2006] considered
an augmented reality system consisting of a Head-Mounted Display (HMD) with
s-3D video and WFS. The ITU-R 5 grade-impairment scale was used again. It
was not indicated in the study whether, or how, the subjects were trained. The
reported threshold was approximately 4 to 6◦ (on-axis) and 6 to 8◦ (off-axis).
We argue that the results reported in the last two studies were obtained with
participants that were not completely naive with respect to the localization task,
which explains the lower thresholds. Nonetheless, it is interesting to note that the
average performance of the participants in these experiments was around 90% in
the reference case, when the sound matched the image. This is only slightly better
than the value obtained here, i.e. around 85%.

8.4.2 Impact of the ambient noise level on the bimodal
integration

The non-significant effect of the background ambient noise level can be explained
by the relatively high signal-to-noise ratio (SNR) used in our experiment. Moti-
vated by the cinema context, we chose to favor speech intelligibility over a high
noise level. This resulted in an SNR that was too high to observe any significant
degradation in sound localization. Lorenzi et al. [1999] found that the subject
localization accuracy remained unaffected by noise at positive SNRs, with a sig-
nal level at 70 dB SPL. A similar conclusion was drawn by Good and Gilkey
[1996], where the SNRs were relative to the subject detection threshold when
both the signal and the masker were coming from the same speaker. The error
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in the left/right dimension increased only when the SNRs were negative. In an
experiment using headphones, Braasch and Hartung [2002] found no difference
in localization performance with and without a distractor in the frontal direction
with 0 dB SNR (signal at 70 dB SPL). This conclusion was shown both in an
anechoic environment and in a reverberant environment. All three studies showed
that the accuracy of localization judgments decreased only when the SNR became
negative.

The results from Lorenzi et al. [1999] also provide some insight on the local-
ization performance which can be expected with more than one source present at
a time. Indeed, the researchers tested three different locations of the masker with
respect to the listener: to the left, in front, and to the right. At positive SNRs, the
localization accuracy was independent of the masker location. Therefore, it seems
that the level of the most important sound sources in the scene should always
be superior to the level of less important sources in the background. This would
guarantee the best localization performance of the important sources.

8.4.3 Audiovisual spatial and time coherence in a movie
theater

In this section, the results are discussed in a cinema context. We consider a movie
theater with the following dimensions: distance of 28 m between the side walls,
distance of 30 m between the screen and the back wall, screen width of 12 m, first
row of seats at 6 m from the screen, ideal viewpoint (the origin of axes) at 18 m
from the screen, equidistant from the side walls. Sound sources are reproduced at
the intended position of the visual object through WFS and are therefore perceived
all over the room at the intended position.

The audiovisual source, V1 in our example, is obtained with a visual stimulus
on the screen that has a parallax of 2 cm, so that the geometrical model developed
in Section 6.3 is applicable. In Figure 8.7(a), the value of the angular error between
the sound and the image is shown for all possible location in this theater when
the parallax is positive (the source appears behind the screen). The angular error
is the largest near the side walls and close to the screen. Because of the geometry,
the values are always symmetric with respect to the line joining S1 and V1. In
Figure 8.7(c), the value of the angular error resulting from a negative parallax is
shown (the source appears in front of the screen). The angular error is increased
with respect to the previous case. The largest angular errors are still found at
the same location. In Figure 8.7(d), the value of the angular error is shown when

199



8.4. DISCUSSION

2
2

2
2

2
2

6

6

6

6

6

6
10

10

10
10

14
14

14
14

22
22

19
.4

19
.4

screen

V1

S1

−10

−5

0

5

10

−10 −5 0 5 10

5 10 15 20
(a) Angular error [deg].

−
28

.2
−

21
.1

−2
1.

1

−
14

−
14

−
7

−
7

0.
1

0.
1

7.
2

7.
2

14
.3

14
.3

21
.4

21
.4

28
.5

28
.5

screen

V1

S1

−10

−5

0

5

10

−10 −5 0 5 10

−20 −10 0 10 20
(b) Time delay [ms].

2
2

2 2
2

2

6

6

6

6

10
10

10

10

14

14
14

14

28
28

19
.4

19
.4

screen

V1

S1

−10

−5

0

5

10

−10 −5 0 5 10

5 10 15 20 25
(c) Angular error [deg].

2
2

2
2 2 2

6

6

6

6

6

6

10

10

10
10

14
14

14
14

22

19
.4

19
.4

screen

V1

S1

−10

−5

0

5

10

−10 −5 0 5 10

5 10 15 20
(d) Angular error [deg].

Figure 8.7: Layout of a movie theater with overlayed curves of
(a), (c), (d) constant angular error (in degree) and (b) time delay
(in ms) at each location compared to the ideal viewpoint S1, the
origin of axes (dimensions in m). The audiovisual source V1 is
obtained with a visual stimulus on the screen that has a parallax
of (a), (b) 2 cm, (c) −2 cm, and (d) 2 cm, combined with a shift
of the stimulus 2 m to the right of the screen. The dashed line in
each of (a), (c), and (d) corresponds to the threshold of 19.4◦ in
presence of background noise.
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a positive parallax is combined with a 2 m shift to the right on the screen (the
source still appears behind the screen). Compared to the first case, the value of
the angular error still increases closer to the screen. Because the angle values are
symmetric with respect to the S1V1 line and the rows of seats are vertical lines in
the figure, the largest values are found at the top of the figure. The magnitude of
the error is comparable to that of Figure 8.7(a).

In Figure 8.7(b), the time delay perceived at each location with respect to
the ideal viewpoint is also shown. These values fall in the temporal integration
window found in the literature [Lewald and Guski, 2003; van Wassenhove et al.,
2007].

In Figure 8.7(a), about 95% of the possible seating area of the cinema theater
is below the threshold of 19.4◦. Similarly, 94% and 96% of the possible seating area
of the cinema theater are below the threshold in Figure 8.7(c) and Figure 8.7(d),
respectively. The regions with an angular error above the threshold are those
closest to both the screen and the side walls. Additionally, the impact of the
time delay found in Figure 8.7(b), which is always below 50 ms in absolute value,
should be minimal according to Slutsky and Recanzone [2001]. By comparison,
the largest time delay in our experiment was 3.4 ms.

If still desired, one way to increase the sweet-spot for correct reproduction is
to shrink the audio space towards the screen. The three congruence measures at
the lowest stimulus values each correspond to a different seat and were obtained
with the sound located at A¬, i.e. nearest to the screen. The reported feeling of
congruence at these angles of error was maximal and relatively independent of
the participant position. This indicates that the method illustrated in Figure 8.1
is adequate to improve the audiovisual congruence when accurate spatial sound is
used in combination with s-3D images.

8.5 Conclusion

A study of the auditory-visual spatial integration of 3D multimedia content by
naive subjects is presented. The audiovisual rendering was provided by a combi-
nation of passive s-3D imaging and acoustic WFS.

A subjective experiment was carried out where an angular error between an s-
3D video and a spatially accurate sound reproduced through WFS was presented to
naive subjects. Motivated by a cinema application, we chose a stimulus consisting
of a talking character in an apartment scene. The psychometric curve was obtained
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with the method of constant stimuli, and the threshold of bimodal integration
was estimated. After a five-second speech stimulus, subjects gave their answer to
the question “Is the voice coherent with the character’s position?” The ambient
noise level was varied as an independent variable with two levels. The point of
subjective equivalence (PSE), where the subjects answered “yes” half of the time,
was 18.3◦ when only the speech signal was present, and 19.4◦ when additional
ambient noise was present, with an SNR of 4 dBA. These values are much higher
than the minimum audible angle obtained in particular laboratory conditions and
reported in the literature. Differences in experimental design that lead to this
result are discussed.

In addition to the slight threshold increase with ambient noise, an increase
in the absolute value of the slope was observed. This means that the feeling
of congruence was maintained at higher separation angles and that the stimuli
were separated more clearly into two categories. These effects, however, were not
statistically significant. We argue that this was because the SNR was too high to
observe any significant degradation in sound localization.

The WFS employed in the experiments offers optimum localization accuracy
but employed a large, impractical number of loudspeakers (one every 20 cm) for a
large installation. The results indicated that audiovisual spatial congruency was
obtained with rather large angular disparities (' 19◦). Practical 2D or 3D WFS
applications consisting of sparse loudspeaker arrays, as described by Corteel et al.
[2012], offer good, though non-ideal, localization accuracy over an extensive listen-
ing area. The limited localization error provided by such practical systems should
therefore offer a similar level of audiovisual spatial congruency maintaining the
benefits of WFS (consistency of spatial impression over a large listening area, lim-
ited perception of individual loudspeakers, power efficient rendering through the
use of multiple loudspeakers for each source position) with a realistic installation
complexity (once or twice the number of loudspeakers of today’s typical theater
installations). Nonetheless, the method consisting of compressing the audio to-
wards the screen was proven to be adequate when accurate spatial sound was used
in combination with s-3D video.

Further studies should consider spatial congruence for audiovisual disparities
in the vertical plane using either 3D WFS and/or other 3D audio rendering tech-
niques by simulating different characters at different heights. The audio-visual
coherence evaluation of several concurrently active sources should also be stud-
ied.
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9
Conclusions and perspectives

Highlights
X Conclusions of this thesis are drawn.

X Perspectives are suggested for future work.
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9.1 Conclusions

In this thesis, we study the addition of spatially accurate sound rendering to reg-
ular stereoscopic-3D (s-3D) images in a cinema theater. Our goal is to provide
a perceptually matching sound source at the perceived position of every object
producing sound in the scene. This thesis examines, and contributes to, the ques-
tions of usefulness and practical feasibility of this goal. In particular, the following
questions are considered, in the s-3D cinema context:



9.1. CONCLUSIONS

Usefulness Does a higher spatial coherence between sound and image leads to
an increased sense of presence for the audience, compared to traditional
(stereophonic) sound rendering?

Feasibility In which conditions can the angular error between the sound and
the image be detected, when presenting precise spatial sound through Wave
Field Synthesis (WFS) in combination with s-3D images to spectators seated
at different locations?

Before investigating the “usefulness” issue, we needed a way to obtain a content
combining 3D audio with s-3D video. Therefore, we defined and implemented a
strategy for producing a true, experimental 3D audiovisual content.

With respect to this experimental content, the main contributions are:

• the re-expression in matrix form of a mathematical model which transforms
the 3D coordinates of a visual object captured by an s-3D camera into the
3D coordinates where the object appears when the movie is played;

• a process describing the creation of a 3D audio track for an existing anima-
tion movie, from the early editing stage, through the scripting process, to
the sending of data to the rendering system.

To investigate the “usefulness” issue, a between-subject experiment was de-
signed with three different soundtracks. The sense of presence was evaluated with
a post-session questionnaire and heart rate monitoring. The main findings of this
experiment are as follows.

• The soundtrack condition does not affect the reported presence score directly
for all subjects.

• The soundtrack condition only impacts the sense of presence of the group of
participants who reported the highest level of presence.

• In the group that reported the highest sense of presence, for which sound
rendering condition was influential, the spatially coherent soundtrack (WFS
rendering) is statistically significantly different from the two other stereo
soundtracks. The WFS soundtrack leads to a decreased reported sense of
presence.

• The change in heart rate over time was quantified by using the Heart Rate
Variability (HRV) measures. The analysis of HRV measures shows that HRV
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allows one to discriminate between a baseline state and the movie presen-
tation. In addition, all the HRV frequency domain parameters correlate to
the reported presence scores.

A potential explanation for the decreased reported sense of presence when the
WFS-rendered soundtrack was presented is that presence is lessened when the au-
ditory objects extend beyond the screen boundaries. Further studies with different
source material would be required to substantiate this hypothesis.

To investigate the “feasibility” issue, an experiment was conducted with naive
spectators, seated at different locations, to evaluate the threshold of bimodal in-
tegration associated with the angular error between WFS audio and s-3D video.
In addition, the ambient noise level was varied as an independent variable with
two levels. The main findings of this experiment are:

• The point of subjective equivalence (PSE), where participants were equally
likely to detect the angular error, is 18.3◦ (SNR = 19 dB) and 19.4◦ (SNR =
4 dB). The difference in PSE with and without additional ambient noise is
not statistically significant.

• The method consisting in pulling the audio sources close to the screen with
respect to an “ideal” viewer helps to improve the audiovisual congruence
when accurate spatial sound is used in combination with s-3D images.

• Precise spatial sound reproduction is theoretically possible in a movie the-
ater with a realistic installation complexity (once or twice the number of
loudspeakers of today’s installations).

9.2 Perspectives

9.2.1 Incoherence in the perceived auditory-visual distance

This section is a follow-up on the discussion in Section 6.6.2, where we find that the
perceived auditory distance does not always match the perceived visual distance
resulting from stereoscopic fusion of the images. This incoherence is a direct
consequence of the mathematical model developed in Section 6.3. In this model,
any point in the Blender space which does not produce any horizontal disparity
in the left and right projection planes, i.e. for which Xcl = Xcr , is localized in the
physical world at the depth of the screen plane, because the disparity D defined in
Equation (6.15) is zero in this case. In the case of a parallel camera configuration,
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Xcl = Xcr holds for points in the Blender space in the plane parallel to the
interaxial line which includes the intersection of the cameras optical axes, that is
the plane with Z0 = −C. In the physical space coordinates (the physical world),
these points always appear at the depth of the screen plane, which is located at a
distance V from the (ideal) spectator. However, the stereoscopic parameter C can
be varied for artistic purposes. In the particular scene described in Section 6.6.2,
small characters appear at the depth of the screen plane. From this information,
the spectator can infer that C in this shot is larger than C in the previous close-up
shot. Obviously, the distance between the spectator and the screen, V , has not
changed between the two shots, and an incoherence is perceived.

In our experiment, we chose to introduce a different distance value to the
reverberation engine to mitigate this perceptual conflict. In future work, a math-
ematical model of stereopsis which also takes into account the effect of linear
perspective is needed. We now discuss two different strategies to obtain this new
model.

9.2.1.1 Visual integration of perspective cues and disparity cues

The integration of sensory cues by human subjects has been shown several times
in the literature to be nearly statistically optimal [Ernst and Bülthoff, 2004]. This
has already been discussed in this thesis in the case of an auditory-visual stimulus
(Section 2.3.2).

Therefore, we might hypothesize that the depth defined by monocular cues
may be integrated with the depth defined by horizontal disparity in a similar
optimal fashion. However, Figure 6.12 contains numerous monocular depth cues:
relative size and relative density are combined to produce linear perspective and
texture gradients. Determining whether an optimal model could indeed model
the sensory integration here would require to consider each of these depth cue
(including horizontal disparity) separately to determine the weights associated to
each one. Then the results predicted by the statistically optimal model should be
compared to the results of an experiment combining all the considered cues.

This procedure might not prove successful, as the literature comparing one
perspective cue to horizontal disparity yields contradictory results. On the one
hand, Hillis et al. [2004] showed that texture gradient and horizontal disparity
were optimally integrated when estimating slant. One should note that slant
estimation is not strictly equivalent to depth estimation. On the other hand,
Zalevski et al. [2007] could not accurately describe their data on the combination
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of perspective cues (relative size and relative density) and horizontal disparity cues
in discriminating depth (stereoacuity).

Researchers interested in vision science may consider this research question.
In the next section, we describe a potential experiment closer to our own work.

9.2.1.2 Impact of the camera lens on the perceived auditory-visual
distance

Here, we consider the solution given in Section 6.6.2 to the perceived incoherence,
that is, one distance for the rendering of direct sound and another, termed reverb,
for the rendering of reverberant sound. We suggest an experiment in two steps,
much like the experiment reported in [Kruszielski et al., 2011].

First, we evaluate the impact of the reverb distance on the perceived audiovi-
sual distance for several values of the field-of-view (FOV) of the camera, denoted
by α. The FOV α is related to the stereoscopic camera parameters (see Figure 6.4)
through

α = atan (Wc + h

f
) + atan (Wc − h

f
). (9.1)

In [Kruszielski et al., 2011], three different (2D) images of the same scene are
captured: (1) with a 70◦ FOV, at about 3 m from the object of interest in the
scene, (2) with a 70◦ FOV, at about 1.5 m from the object of interest in the
scene, and (3) with a 20◦ FOV, at about 3 m from the object of interest in the
scene. The configuration in (3) is calibrated so that the object of interest, in the
foreground, appears to be the same size as in (2), but the background is different.
More can be seen of the background in (2) than of the background in (3). Similar
captures of a scene could be done in s-3D.

Since linear perspective is involved, the participants have to be able to evaluate
the size in the physical world of the object of interest in the image. We suggest a
mobile phone. Participants can be shown a real mobile phone before the experi-
ment in order to provide an anchor for the size of the mobile phone in the virtual
world. In addition, localizing a mobile phone by its ringtone is a usual task.

In the experiment, participants could be asked to adjust the level of reverberant
sound, through a direct manipulation of the reverb distance, to the level they feel
is right for the presented image. The outcome of this experiment is a reference
value of the reverb distance for each presented s-3D image.

Second, we evaluate the subjective impact of modifying this reference value of
the reverb distance on the perceived audiovisual distance. Particularly, we should
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evaluate whether modifying this value can trick the participants into perceiving
the object closer or farther in depth than it actually is. One interesting potential
result of this evaluation is related to the depth budget, an important s-3D measure,
which is equal to the total amount of depth in front and behind the screen plane
which can be comfortably perceived. If, by modifying the reverb distance, an
audiovisual object appears further behind the screen plane, or closer in front of
the screen plane, then 3D sound can be used as a mean to increase the (visual)
depth budget, without modifying the display size. This would confirm, using
virtual sound sources, the results obtained by Turner et al. [2011] with real sound
sources.

9.2.2 Spatially accurate sound rendering all around the
audience

When adding spatially accurate sound rendering to s-3D movies, the aim is to
provide the moviegoer with more coherent auditory-visual cues. Therefore, one
would want to position sound sources in a volume at least corresponding to the
audience’s field of view. The question of whether a movie theater sound system
should be able to render spatially accurate sound sources in the whole 3D sphere
needs to be addressed by the people involved in the process of 3D moviemaking.

If moviemakers prefer to limit 3D sound to objects inside the field of view,
one can imagine a hybrid solution combining a frontal system capable of precise
localization and one or several ambience channels. In that case, 3D audio would be
used only to render the material that is currently sent to the three front channels,
including the dialogs that are currently never spatialized for lip-sync reasons. The
ambience channels can then be rendered by the existing loudspeaker arrays.

9.2.3 Personalized 3D soundscape in s-3D cinema

The results in Chapter 8 suggest that the personalization of the sound rendering
is not needed when combining spatially accurate sound rendering to s-3D movies,
because of the visual capture of sound. Nevertheless, the impact of a binaural
rendering of the soundtrack of an s-3D movie∗ should be evaluated [André et al.,
2010], if only because mobile applications (mobile phones, tablets, . . . ) are a
growing market and already require the use of headphones.

∗There is equivalent interest for the addition of 3D soundtracks to regular 2D movies.
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In cinemas, such a sound rendering raises questions that go beyond mere tech-
nical considerations. Several consequences, positive or negative, follow. In terms
of accessibility, for example, the user could choose the language of the soundtrack.
In terms of social interactions, wearing headphones prevent the moviegoers from
interacting with each other, thereby removing an important part of the cinema
experience for some of them. Finally, practical constraints for the cinema operator
should be expected.

9.2.4 Impact of 3D sound on the perception of s-3D stimuli

As previously mentioned, Turner et al. [2011] have shown that 3D sound can
have an influence on the perceived depth of auditory-visual stimulus. It would be
interesting to investigate the potential influence of 3D sound on other aspects of s-
3D perception. We suggest to investigate the influence of 3D sound on s-3D image
impairments [Meesters et al., 2003]. These include (1) the puppet-theater effect
[Yamanoue et al., 2006], a miniaturization effect which makes people in the scene
look like tiny animated puppets, (2) the cardboard effect [Yamanoue et al., 2000],
which makes the objects in the scene appear flat but still separated in depth, and
(3) the window violation [Devernay and Beardsley, 2010], when an object appears
in one image of the s-3D pair, but not in the other.

9.2.5 Other contexts

All the work in this thesis focused on the s-3D cinema context. Other applications
might require different technological choices. Nowadays, movies are consumed (as
a product) not only in cinema theaters, but also on television (home-cinema), on
computers, and on mobile devices. Furthermore, the distinction between these
differing modes of consumption tends to blur. One might, for example, buy a
movie on a web-based video-on-demand service, start watching the movie on a
television, and later catch the rest of the movie on a mobile device. There is a need
for digital formats that cater to all these different needs. The same requirement
for interoperability is therefore applicable to new 3D sound formats.
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A
List of utilized software tools

Highlights
X The list of software tools used to carry out this thesis is given.

X The list of open source software tools is given in Section A.1.

X The list of proprietary software tools is given in Section A.2.

X Visit the software website by clicking its name.
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A.1 Open source software tools
The following open source software tools were used to carry out this thesis:

• The operating system Ubuntu was on virtually all the computers used
throughout this thesis, mostly in its versions 10.04 and 12.04 LTS.

• The free numerical computing environment GNU Octave and its graphical
user interface (GUI) QtOctave, as a free alternative to Matlab.

• The programming language of the GUIs for the experiments was always
Python, for its simplicity, its readability, and its cross-platform nature.
Along with several standard libraries included within Python, the following
additional libraries were used:

http://www.ubuntu.com/
http://www.octave.org/
http://www.python.org/
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– Numpy which includes numerous matrix calculation capabilities (among
others).

– wxPython to create GUIs.

– pyOSC which implements the OpenSound Control (OSC) communi-
cation protocol in pure Python.

– pywii which allows to use WiiMotes (the Nintendo Wii Controller)
with computers through Bluetooth.

• The statistical analysis of the experiment results were carried out using the
software R, as well as several freely available packages:

– Amelia II, which performs multiple implementation of datasets with
missing values.

– Zelig, which performs analyses of variance (ANOVAs) on multiply im-
puted datasets.

– Mclust, which performs normal mixture modelling on a dataset.

– aplpack, which contains the bagplot function which plots bivariate
boxplots.

• This document, as well as all the related publications, were composed using
LATEX. The figures were realized thanks to the power of PGF and TikZ.
The documents were composed first using Kile and later using LATEXila.
Backup copies were saved on Subversion (svn) repositories.

• Although not a computer program, the open source movie “Elephants Dream”
was a very important ingredient of this thesis. The 3D computer graphics
software Blender is strongly associated with this movie.

• The stereoscopic video player Bino was used in combination with the Equal-
izer library, which allows to support multi-projector setups. Actually, Bino
was modified in the course of this work to support OSC communication
through oscpack. It is written in C++.

• Participants’ answers to a questionnaire were collected using the online sur-
vey application LimeSurvey.

A.2 Proprietary software tools
The following proprietary software tools were used to carry out this thesis:
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• Max/MSP, a visual programming language widely used in the audio com-
munity.

• MARC, a framework developed at LIMSI-CNRS for addressing the design
and the real-time interaction with visually realistic expressive virtual agents.

• ProTools, a digital audio workstation.

• The numerical computing environment Matlab was necessary to run the
Binaural Cue Selection toolbox.

Max/MSP was used on Windows XP and ProTools was used on Mac OS X.
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Appendix

B
Other limitations of s-3D imaging

Highlights
X Two artifacts of s-3D imaging are discussed.

X Crosstalk is discussed in Section B.1.

X Flicker is discussed in Section B.2.
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B.1 Crosstalk

Since the multiplexing technologies described in Section 4.1.3 are not perfect, part
of the signal in the channel intended for one eye may find its way into the channel
corresponding to the other eye, a phenomenon called crosstalk. The perceptual
consequence of crosstalk is called ghosting. It is the unwanted perception of double
contours of objects, resulting from the disparity between the two images and the
crosstalk phenomenon. Woods [2010] gave a comprehensive list of mechanisms
producing the crosstalk for different s-3D reproduction systems. We give here
the mechanisms we are mainly interested in, which correspond to the systems
described in Section 4.1.3.

RealD 3D and MasterImage are time-sequential polarized s-3D projection sys-
tems. In addition to potential crosstalk from the polarization process, timing
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considerations must also be taken into account. In summary, the following list
gives the potential sources of crosstalk:

• the optical quality of the polarizers,

• the optical quality of the screen,

• the optical quality of the modulator,

• the potentially incorrect orientation of the polarizers, at the projector or in
the glasses,

• the time delay between the modulator and the projector.

XpanD uses systems combining DLP projection with active liquid crystal shut-
ter glasses. In essence, DLP projection does not introduce any crosstalk. There-
fore, only the shutter glasses are responsible for the crosstalk in these systems.
The following characteristics have to be considered:

• the optical performance of the liquid crystal cells in the glasses. This includes
the amount of transmission in the “closed” state, the rise time, the fall time,
and the amount of transmission in the “open” state,

• the synchronization between the glasses and the display,

• the angle of view through the glasses, because the performance of the liquid
crystal cells is only maximum when seen perpendicularly.

Dolby 3D is similar in its concept to anaglyph s-3D. The sources of crosstalk
are therefore the same:

• the spectral quality of the color wheel,

• the spectral quality of the glasses, and how well it matches the spectral
quality of the color wheel.

One additional source of crosstalk present in anaglyph s-3D is related to the
anaglyph generation matrix. There is no generation matrix in Dolby 3D, how-
ever, so that this is not a potential source of crosstalk.

A simple mathematical measure of the level of crosstalk is given by the fraction
of the RGB value of a pixel in a view that is present in the RGB value for the
pixel at the same position in the other view. For example, the level of crosstalk,
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p, in the left view is defined as:

R′l(x, y) = min
(
Rl(x, y) + p

100Rr(x, y), 255
)
, (B.1)

G′l(x, y) = min
(
Gl(x, y) + p

100Gr(x, y), 255
)
, (B.2)

B′l(x, y) = min
(
Bl(x, y) + p

100Br(x, y), 255
)
, (B.3)

where
[
R′l, G

′
l, B

′
l

]
is the RGB triplet of the left view with crosstalk,

[
Rl, Gl, Bl

]

is the correct RGB triplet of the left view, and
[
Rr, Gr, Br

]
is the correct RGB

triplet of the right view.
In order to study the perceptual impact of crosstalk, Seuntiëns et al. [2005]

used a mirror stereoscope in front of a computer screen. The apparatus shows,
by optical means, one half of the screen to each eye. This apparatus is by design
free from crosstalk. The researchers added levels of 5, 10, and 15% of crosstalk
to two different natural scenes. Although the subjects could effectively detect the
increasing levels of crosstalk, their ratings of visual strain and perceived depth
remained constant. This result is not quite in agreement with that of Kooi and
Toet [2004], who found that 5% of crosstalk reduced the visual comfort “a bit”,
15% reduced it “a lot”, and 25% reduced it “extremely”. Crosstalk also impairs
the quality of depth rendering [Tsirlin et al., 2011]. All studies confirm that the
amount of distortion is more easily detected with increasing interaxial distance.
The general consensus seems to be that, at least for natural scenes with few hard
edges, 2% of crosstalk remain acceptable.

B.2 Flicker

Flicker is a perceived fluctuation in the brightness of the visual stimulus. When
time multiplexing is used to reproduce the s-3D stimulus to the spectator, the
glasses alternatively shows an image to an eye, and then obstruct the light to the
same eye. If the interval where the eye receives no light is too long, the spectator
may perceive the image with a reduced brightness.

Flicker may cause unwanted depth perception: a flickering stimulus is perceived
at a larger depth than a non-flickering one [Miller and Patterson, 1995].

According to Hoffman et al. [2011], the visibility of flicker is mainly influ-
enced by the reproduction rate at the eye. This is the reason why triple-flash
presentation is used (see Section 4.1.3). Flicker may appear in regular 2D video
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C
An overview of the OSC protocol

Highlights
X A user-level overview of the OSC communication protocol is given.

X Our use of OSC in this thesis is described.
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OpenSound Control (OSC) is a communication protocol widely spread in the
audio and computer-assisted music fields. OSC allows to communicate digitally
between computers, synthesizers, human interfaces, . . . In Section C.1, we give a
user-level overview of the OSC communication protocol, as found in [Wright et al.,
2003]. Then, in Section C.2, we describe the use we made of OSC in this work.

C.1 Basics
OSC establishes a communication between a client, who sends messages, and a
server, who receives them. The server has its own address space, which is a tree
structure with named nodes. Each node in the tree is the potential target of
a message, the elementary piece of OSC communication. The message is itself
composed of an address and arguments.

The address is a string describing the path from the root of the tree to the
intended node, with the character / delimiting each node, much like a URL. For
example, the address “/root/node1/node2” refers to a node “node2”, which is the
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child of “node1”, itself the child of the top-level node “root”. The tree structure is
entirely arbitrary, which makes it possible to name the nodes in a self-explanatory
way.

OSC supports arguments of several types. Mostly ASCII strings, 32 bit floating
point and integer numbers were used in this work. For the sake of completeness,
it should be noted that the message also contains a string before the arguments,
detailing the data type of each argument. However, this string is seamlessly con-
structed by the libraries we used, based on the type of the argument passed to the
message data structure.

When several messages are sent at once, one can group them in a bundle, which
is treated as if all messages arrived at the same time.

C.2 Implementations
OSC was already in use in the SMART-I2 before this work. We describe in this
section our own additions to the existing work.

We used two implementations of OSC in the course of this work, namely
pyOSC, written in Python, and oscpack, written in C++. These libraries
send OSC data packets as UDP packets, although this is not specifically required.

We integrated the C++ library oscpack into the sources of the s-3D video
player Bino. This feature was used in Chapters 6 and 7 to send data from the
video engine (djobi) to the audio engine (djoba). At each video frame, the player
would send an OSC message containing all the audio metadata related to sound
sources at that frame.

We integrated the python library pyOSC into the programs we wrote to con-
trol our experiments. We used OSC to communicate between three computers on
a local network, namely djobi, djoba, and the laptop controlling the experiments
in Chapter 8. In addition, OSC was used to gather the answers participants gave
on WiiMotes.
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D
Affine geometry, homogeneous

coordinates, and rigid
transformations

Highlights
X A background in affine geometry is given. In particular, the concept of

homogeneous coordinates is introduced.

X The manipulation of homogeneous coordinates, namely translation and
rotation, is described.
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D.1. A BRIEF INTRODUCTION TO AFFINE GEOMETRY

D.1 A brief introduction to affine geometry

D.1.1 Affine spaces

We use the definition of the affine space given in Chapter 1 of Gallier [2011]. This
particular definition stresses the physical interpretation of points as particles in
space and vectors as forces acting on these particles. The motivation in defining
affine spaces is to define points and properties of points which are independent of
the frame which defines the coordinates of these points.

Definition D.1. An affine space is either the degenerate space reduced to the
empty set, or a triple 〈E,−→E ,+〉 consisting of a non-empty set E (of points), a
vector space −→E (of translations, or free vectors), and an action + : E ×−→E → E,
satisfying the following conditions:

1. a+ 0 = a

2. (a+ u) + v = a+ (u + v), for every a ∈ E and every u,v ∈ −→E .

3. For any two points a, b ∈ E, there is a unique u ∈ −→E such that a+ u = b.

This allows us to denote the unique vector u ∈ −→E such that a+u = b as either
−→
ab, or ab, or b− a.

It is trivial to show that 〈R3,R3,+〉, where + is the symbol of the usual ad-
dition, is an affine space. Indeed, let a =

[
A1, A2, A3

]T
, b =

[
B1, B2, B3

]T
be two

points in R3, and u =
[
U1, U2, U3

]T
, v =

[
V1, V2, V3

]T
be two vectors in R3. Then

we have

a+




0
0
0


 = a, (D.1)

(a+ u) + v = a+ (u + v) (D.2)

and for any a, b, there is a unique free vector −→ab =
[
B1 − A1, B2 − A2, B3 − A3

]T

such that
b = a+−→ab. (D.3)

D.1.2 Chasles’s identity

Given any three points a, b, c ∈ E, since c = a + −→ac, b = a + −→ab, and c = b + −→bc,
we have

c = b+−→bc = (a+−→ab) +−→bc = a+ (−→ab +−→bc), (D.4)
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and thus
−→
ab +−→bc = −→ac, (D.5)

which is known as Chasles’s identity.

D.1.3 Affine combinations

Care must be taken when writing linear combinations of points such as

α1a1 + · · ·+ αnan, (D.6)

where α1, . . . , αn are numbers and a1, . . . , an are points. In fact, we are restricted
to using coefficients which sum to one. The interested reader will find the proof
of the two next results in Gallier [2011].

Lemma D.1. If α1 + · · ·+ αn = 0, then the vector in −→E

α1
−→sa1 + · · ·+ αn

−→san (D.7)

does not depend on the point s.

Lemma D.2. If α1 + · · ·+ αn = 1, then the point in E

s+ α1
−→sa1 + · · ·+ αn

−→san (D.8)

does not depend on the point s. It is called the barycenter (or affine combination)
of the points ai, assigned the weights αi.

D.1.4 Lines and segments

Given two numbers A < B, any number X is an affine combination (1−λ)A+λB

of A and B and is uniquely written in this form. Indeed, since A 6= B, the equation
(1− λ)A+ λB = X admits

λ = X − A
B − A (D.9)

as unique solution. In addition, λ < 0 implies X < A, 0 ≤ λ ≤ 1 implies
A ≤ X ≤ B, and λ > 1 implies X > B. This is illustrated in Figure D.1.

By analogy, we call a line in E the set of all affine combinations of two distinct
points in E (Figure D.1). If a and b are distinct, we note ab the line passing
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RA B

ab

a

b

λ < 0 0 ≤ λ ≤ 1 λ > 1

Figure D.1: The real line as a model for all lines.

through a and b, that is

ab = {(1− λ)a+ λb | λ ∈ R} . (D.10)

We also define the segment of line joining A and B as the set

[ab] = {(1− λ)a+ λb | 0 ≤ λ ≤ 1} . (D.11)

D.1.5 Homogeneous coordinates

In affine geometry, it is not possible to express the notion of length of a segment of
line or orthogonality of vectors. This is why we add an inner product to the vector
space −→E to obtain a Euclidian affine space. For two vectors u =

[
U1, U2, U3

]T
,

v =
[
V1, V2, V3

]T
in R3, the inner product is defined as

u·v = U1V1 + U2V2 + U3V3. (D.12)

The result of the inner product of two vectors is a scalar. The inner product of a
vector with itself is always non-negative. This allows us to define the length of a
vector as

||x|| = √x·x. (D.13)

Still, it would be advantageous to mathematically treat points and vectors as
if they lived in the same world. This is achieved using a “coding trick”. Points and
vectors in the 3D space are distinguished by a new fourth coordinate, which is one
for points, and zero for vectors. This way of doing actually has firm mathematical
grounds, which are described in Chapter 4 of Gallier [2011]. We use the same bold
and lowercase notation to denote points and vectors in homogeneous coordinates.
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For example, let X be a point in the Euclidian space of dimension three:

x =
[
X, Y, Z

]T
. (D.14)

Then, its homogeneous coordinates are

x =
[
X, Y, Z, 1

]T
. (D.15)

These coordinates are defined up to scale, that is

[
X, Y, Z, 1

]T
=
[
λX, λY, λZ, λ

]T
. (D.16)

The inverse operation that gives euclidian coordinates from homogeneous coordi-
nates is [

X, Y, Z, λ
]T →

[
X/λ, Y/λ, Z/λ

]T
. (D.17)

Homogeneous coordinates also allow to express a translation as a matrix prod-
uct [Hartley and Zisserman, 2004]. The translation of vector t can be expressed
as

x′ =

 I3 t

0T 1


x (D.18)

where I3 is the identity matrix of dimension three.

D.2 Representation and manipulation of 3D ob-
ject coordinates

To any object in the Euclidian 3D space, we attach a coordinate system called the
body-fixed coordinate system. Then, the pose of the object, which consists in the
position and the attitude of the object, is defined by the origin of the body-fixed
coordinate system and the rotation matrix linking the world coordinate system to
the body-fixed coordinate system.

Consider two coordinate systems (A) = (oA, iA, jA,kA) (say, the world coordi-
nate system) and (B) = (oB, iB, jB,kB) (say, the body-fixed coordinate system)
that differ by a rigid transformation, i.e. one is translated and rotated relative to
the other. Then the coordinates of the point Bx expressed in (B) can be derived
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from the coordinates of Ax expressed in (A) through [Forsyth and Ponce, 2003]

Bx = B
ARAx+ BoA, (D.19)

where the matrix B
AR describes the rotation from (A) to (B) and is by definition

given by

B
AR =




iA· iB jA· iB kA· iB
iA· jB jA· jB kA· jB
iA·kB jA·kB kA·kB


 . (D.20)

Because BoA = −AoB, Equation (D.19) can equivalently be expressed as

Bx = B
AR(Ax− AoB). (D.21)

This yields, if x = oA,
BoA = −BARAoB (D.22)

because AoA =
[
0, 0, 0

]T
.

In homogeneous coordinates, the whole mapping is expressed as a matrix prod-
uct.



Bx

1


 =




B
AR BoA

0T 1





Ax

1


 (D.23)

Bx =



B
AR −BAR AoB

0T 1


 Ax. (D.24)

The matrix B
AR can be further decomposed into a product of three matri-

ces corresponding to three rotations, each about a different single coordinate
axis [Diebel, 2006]. The triplet by angles defining the rotation is called the Eu-
ler angle vector. In Blender, the Euler angles

[
φ, θ, ψ

]
(specified by the user

through
[
rotX, rotY, rotZ

]
) that define any object orientation in space, are by

default associated with the sequence (X, Y, Z). This means that R is decomposed
in

R = RX(φ)RY (θ)RZ(ψ) (D.25)

=




1 0 0
0 cosφ sinφ
0 − sinφ cosφ







cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ







cosψ sinψ 0
− sinψ cosψ 0

0 0 1


 , (D.26)
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where RX(φ) corresponds to a rotation by angle φ about the X-axis, RY (θ) to a
rotation by angle θ about the Y -axis, and RZ(ψ) to a rotation by angle ψ about
the Z-axis. The detail of each rotation is illustrated in Figure D.2.

x
y

z

x′
y′

z′

ψ

(a) Rotation by angle ψ
about the z-axis.

x
y

z

x′′

y′′

z′′
θ

(b) Rotation by angle θ
about the y′-axis.

x
y

z

x′′′

y′′′
z′′′

φ

(c) Rotation by angle φ
about the x′′-axis.

Figure D.2: The sequence (X, Y, Z) of Euler angles.
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Appendix

E
Post-session presence questionnaire

Highlights
X The questionnaire participants answered in Chapter 7 is given.

X An example of the presentation a question is given.

X The list of questions in the Temple Presence Inventory is given.

X The list of questions in the Swedish viewer-user presence questionnaire
is given.

X The list of questions taken from Bouvier’s PhD thesis is given.

X The lists of questions related to the overall quality of the experience, and
to demographics are given.
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In this appendix, the questionnaire participants answered in Chapter 7 is given.
First, an example of the presentation of a question is given in Section E.1. Then,
the following lists of questions are given: (1) the Temple Presence Inventory in
Section E.2, (2) the Swedish viewer-user presence questionnaire in Section E.3,
(3) the questions taken from Bouvier’s PhD thesis in Section E.4, and (4) the
questions related to the overall quality of the experience, and to demographics in
Section E.5.

E.1 Presentation of the questions
The questionnaire was presented using seven-item scales with anchors at the end-
points, i.e only the extreme values were verbalized. All bullets are associated to a
numerical label, from 1 to 7.

The questions were translated to french.
The answer to a question starting with “To what extent . . . ” is given on an

intensity scale, which reads

1. Not at all

2. Hardly

3. Slightly

4. Medium

5. Quite a bit

6. Considerably

7. Extremely
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which we presented as

1 2 3 4 5 6 7
not at all extremely

The answer to a question starting with “How often . . . ” is given on a time or
frequency scale, which reads

1. Never

2. Rarely

3. Occasionally

4. Sometimes

5. Frequently

6. Very often

7. Every time

which we presented as

1 2 3 4 5 6 7
never always

We now give the list of question, in english. Unless otherwise mentioned, the
question is answered on an intensity scale.

E.2 Temple Presence Inventory

E.2.1 Spatial presence

PLACE How much did it seem as if the objects and people you saw/heard had
come to the place you were?

TOUCH How much did it seem as if you could reach out and touch the objects
or people you saw/heard?

OBJECT How often when an object seemed to be headed toward you did you
want to move to get out of its way? (frequency scale)

BETHERE To what extent did you experience a sense of being there inside the
environment you saw/heard?
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LOCALSND To what extent did it seem that sounds came from specific different
locations?

TOUCHSMG How often did you want to or try to touch something you saw/heard?
(frequency scale)

WINDOW Did the experience seem more like looking at the events/people on a
movie screen or more like looking at the events/people through a window?
(1: window, 7: screen)

E.2.2 Social presence - actor within medium

PPLSEEU How often did you have the sensation that people you saw/heard
could also see/hear you? (frequency scale)

INTERACT To what extent did you feel you could interact with the person or
people you saw/heard?

LEFTPLCE How much did it seem as if you and the people you saw/heard both
left the places where you were and went to a new place?

TOGETHER How much did it seem as if you and the people you saw/heard
were together in the same place?

TALKTOYU How often did it feel as if someone you saw/heard in the environ-
ment was talking directly to you? (frequency scale)

EYECONT How often did you want to or did you make eye-contact with some-
one you saw/heard? (frequency scale)

CONTRINT Seeing and hearing a person through a medium constitutes an
interaction with him or her. How much control over the interaction with the
person or people you saw/heard did you feel you had?

E.2.3 Social presence - passive interpersonal

FACEEXPR During the media experience how well were you able to observe
the facial expressions of the people you saw/heard?

TONEVOIC During the media experience how well were you able to observe
the changes in tone of voice of the people you saw/heard?

STYLDRES During the media experience how well were you able to observe the
style of dress of the people you saw/heard?
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BODYLANG During the media experience how well were you able to observe
the body language of the people you saw/heard?

E.2.4 Social presence - active interpersonal

MKSOUND How often did you make a sound out loud (e.g. laugh or speak) in
response to someone you saw/heard in the media environment? (frequency
scale)

SMILE How often did you smile in response to someone you saw/heard in the
media environment? (frequency scale)

SPEAK How often did you want to or did you speak to a person you saw/heard
in the media environment? (frequency scale)

E.2.5 Engagement (mental immersion)

MENTALIM To what extent did you feel mentally immersed in the experience?

INVOLVNG How involving was the experience?

SENSEENG How completely were your senses engaged?

SENSREAL To what extent did you experience a sensation of reality?

EXCITING How relaxing or exciting was the experience? (1: very relaxing,
7: very exciting)

ENGSTORY How engaging was the story?

E.2.6 Social richness

No propositions were made in this category. The participant had to choose the
number that best described his/her evaluation of the media experience, using only
anchors.

REMOTE 1: Remote, 7: Immediate

UNEMOTNL 1: Unemotional, 7: Emotional

UNRESPON 1: Unresponsive, 7: Responsive

DEAD 1: Dead, 7: Lively

IMPERSNL 1: Impersonal, 7: Personal
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INSENSTV 1: Insensitive, 7: Sensitive

UNSOCBLE 1: Unsociable, 7: Sociable

E.2.7 Social realism

WOULDOCR The events I saw/heard would occur in the real world. (1: com-
pletely disagree, 7: completely agree)

COULDOCR The events I saw/heard could occur in the real world. (1: com-
pletely disagree, 7: completely agree)

OCRWORLD The way in which the events I saw/heard occurred is a lot like
the way they occur in the real world.

E.2.8 Perceptual realism

FEELLIKE Overall, how much did touching the things and people in the en-
vironment you saw/heard feel like it would if you had experienced them
directly?

TEMPERAT Overall, how much did the heat or coolness (temperature) of the
environment you saw/heard feel like it would if you had experienced it di-
rectly?

SMELLIKE Overall, how much did the things and people in the environment
you saw/heard smell like they would had you experienced them directly?

LOOKLIKE Overall, how much did the things and people in the environment
you saw/heard look they would if you had experience them directly?

SOUNDLKE Overall, how much did the things and people in the environment
you saw/heard sound like they would if you had experienced them directly?

E.3 Swedish viewer-user presence questionnaire
We only included the questions related to sound, using the same intensity scale as
previously.

SNDIDENT To what extent were you able to identify sounds?

SNDLOCAL To what extent were you able to localize sounds?
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SNDREAL To what extent did you think that the sound contributed to the
overall realism?

E.4 Bouvier’s PhD thesis

E.4.1 Judgement of emotions

E.4.1.1 Pleasure of the experience

PLEASDIM My pleasure in watching the movie quickly diminished. [inverted
score]

LASTLONG I wished the experience would last longer.

MOVPLEAS The movie itself was enjoyable.

DISAPEND At the end of the experience, I was disappointed it had ended.

RECOMEXP I will recommend the experiment to my friends.

PLEASWAT I had much pleasure watching the movie.

E.4.1.2 Intensity of the experienced emotions

EMSTIMAG The emotions I felt were almost as strong as if the situation came
from my imagination.

EXPSTRES Although I knew the events were virtual, I found myself feeling the
same emotions as the characters.

EMSAREAL My emotional response was the same as that which would have
been, had the situation been real.

EMSTREAL The emotions I felt were almost as strong as if the situation was
real.

EMSAIMAG My emotional response was the same as that which would have
been, had I imagined the situation.

E.4.2 Judgment of absorption and immersion

DURATION The movie lasted two and a half minute. The experience seemed
to last . . . (1: extremely longer → 7: extremely shorter)
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CONSCENV I was conscious of the real surrounding world as I was watching
the movie (for example: noise, room temperature, . . . ). [inverted score]

PERSTHOU My attention was drawn more on the virtual world than my thoughts
(personal concerns, dreaming, . . . )

SUBMVIRT During the experience, the virtual environment overwhelmed you.

REALLABO During the experiment, I could recall I was actually in a laboratory
(frequency scale)

E.4.3 Judgment of negative effects

NEGDESOR At the end of the experience, I felt disoriented.

NEGEYES At the end of the experience, my eyes were tired.

NEGHEAD At the end of the experience, I head a headache.

NEGVERT At the end of the experience, I suffered from vertigo.

NEGTIRED At the end of the experience, I felt tired.

NEGNAUSE At the end of the experience, I felt nauseous.

E.5 Additional questions

E.5.1 Overall quality

SEENBEFORE Had you already watched the media which was shown to you
before?

PERSRELEV To what extent did you feel concerned by the media?

QUALIMAG How would you rate the image quality of the experience?

QUALSND How would you rate the sound quality of the experience?

QUALSEAT How comfortable was your position during the movie?

QUALOVERALL Overall, how would you rate the quality of the experience?

FREETEXT Use the following text box to give us comments on the experiment
in general.
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E.5.2 Demographics

AGE How old are you?

GENDER Please indicate your gender.

HOURSTV How many hours do you spend watching television (DVB, DVD,
BluRay, . . . ) in a typical day? Give an estimation as precise as possible.

SIZETV What size is the screen set you most often watch?

USEVIDEOGAME How often do you play videogames (at home, at work, or
at an arcade)?

USERV How many times have you used an interactive virtual reality system?

KNOWBROAD How much do you know about broadcast or film production?
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Appendix

F
Analysis of variance and multiple

imputation

Highlights
X A method for obtaining point and variance estimates is given.

X A method for combining results from ANOVAs is given.

X The statistical methods used in Chapter 7 to combine quantities from
multiply imputed datasets are given.
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Often, a dataset to be analyzed contains missing items, for example because
one participant forgot to answer one of the questions. Rather than deleting the
entire data of the participant or including educated guesses in the dataset, multiple
imputation can be used:

Multiple imputation involves imputing m values for each missing item and
creating m completed data sets. Across these completed data sets, the ob-
served values are the same, but the missing values are filled in with different
imputations to reflect uncertainty levels. (King et al. [2001])



F.1. POINT AND VARIANCE ESTIMATES

Multiple imputation assumes that the complete data is multivariate normal. It
also assumes that the missing values are missing at random (MAR), meaning that
the pattern of missingness only depends on the observed data, not the unobserved
data.

F.1 Point and variance estimates
In this section, a method combining the results from several (m) imputed datasets
is given. A point estimate can be a mean, a median, . . .

We can compute the point and variance estimates of the quantity Q from each
imputed dataset [King et al., 2001]. If Q̂i and Ûi are the point and variance
estimates for the ith dataset, then the mean of the point estimates, i.e.

Q̄ = 1
m

∑

i

Q̂i, (F.1)

is the point estimate for Q, and the associated variance estimate is

T = Ū +
(

1 + 1
m

)
B (F.2)

where
Ū = 1

m

∑

i

Ûi (F.3)

is the within-imputation variance and

B = 1
m− 1

∑

i

(Q̂i − Q̄)2 (F.4)

is the between-imputation variance. The square root of T is the overall standard
error associated with Q̄.

F.2 Analysis of variance
The analysis of variance (ANOVA) is a general statistical method used to compare
group means and test for a variation with a common dependent variable. ANOVA
is used many times in this thesis. Therefore, a method is needed that combines
the results of ANOVAs carried out on the imputed datasets. Before introducing
this method, several quantities of interest are defined and a simple example of
ANOVA is given in details.
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F.2.1 Background

We give here the definition of several statistical quantities of interest.
The sum of squares (SS) of the values x1, . . . , xn is the quantity

n∑

i=1
(xi − x̄)2 (F.5)

where x̄ is the mean of x1, . . . , xn, and each difference (xi− x̄) is called a deviation.
The SS grows with n, and therefore the comparison between groups with varying
sample size requires some scaling. The mean square (MS), or variance, is the
quantity

1
n− 1

n∑

i=1
(xi − x̄)2 (F.6)

where n− 1 is the number of degrees of freedom of the mean square.

F.2.2 The one-way ANOVA

In order to understand how ANOVA works, we give the example of the simple
analysis of variance, where two independent mean squares are compared. In this
example, n subjects were distributed amongst k groups. Each member of a given
group received the same treatment, but the treatments differed across groups. The
collected score for participant i in group j is noted Xij. We wish to determine
which model fits the data better between

Xij = µ+ εij (F.7)

and
Xij = µ+ αj + εij. (F.8)

ANOVA is based on the algebraic identity

Xij − X̄ = (X̄j − X̄) + (Xij − X̄j), (F.9)

which shows that the deviation between any score Xij and the grand mean X̄ is a
result of a deviation between the group mean and the grand mean X̄j − X̄, equal
for all the members of group j, and a deviation inside the group Xij − X̄j.

As shown in Rietveld and Hout [2005], (F.9) generalizes to a relationship be-
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tween the sums of squares:

k∑

j=1

nj∑

i=1
(Xij − X̄)2 =

k∑

j=1
nj(X̄j − X̄)2 +

k∑

j=1

nj∑

i=1
(Xij − X̄j)2 (F.10)

when there are nj participants in each group. The total SS can therefore be
partitioned in a between-groups SS and a within-groups SS. The MSs are obtained
by dividing the SSs by their number of degrees of freedom. Note that the number
of degrees of freedom follow a similar relationship:

n− 1 = (k − 1) + (n− k). (F.11)

The statistical significance is tested by comparing the within-groups MS (or
variance) and between-groups MS (or variance). The ratio of these two quantities

F = between-groups variance
within-groups variance = σbetween

σwithin
(F.12)

follows an F -distribution with k − 1 and n− k degrees of freedom. The expected
value of F is 1+nσbetween/σwithin, when nj = n for all j. Under the null hypothesis
that there is no effect of the treatment, the expected value of F is exactly 1. If
the null hypothesis is rejected, the expected value of F is greater than 1.

F.2.3 ANOVAs and multiple imputation

We give in this section the method developed by Raghunathan and Dong [2011]
to obtain F -statistics and their associated p-value when conducting ANOVAs on
a multiply imputed dataset.

Suppose that the analysis is based on l = 1, . . . ,m datasets. We denote the
elements of the numerator in (F.12) by a subscript N . Similarly, the elements of
the denominator are indicated by a subscript D. Then, the following quantities
are defined,

AN = 1
m

∑

l

1
SS(l)

N

(F.13)

BN = 1
m

∑

l

1
(
SS(l)

N

)2
df(l)N

(F.14)

CN = 1
m− 1

∑

l




1
(
SS(l)

N

)2 − AN




2

, (F.15)
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and similarly AD, BD, and CD for the denominator. Then, the F -statistic is

FMI = AD
AN

(F.16)

with the number of degrees of freedom (rN , rD) given by

rN = 2A2
N

(
2BN + m+ 1

m
CN

)
(F.17)

rD = 2A2
D

(
2BD + m+ 1

m
CD

)
. (F.18)
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Appendix

G
The chi–squared test for differences

between proportions

Highlights
X The statistical procedure used in Section 8.3.3 is detailed.

X The χ2 test for homogeneity is described.

We describe here the χ2 test for homogeneity [Berenson et al., 2012] for the
dataset in Section 8.3.3. The test compares c (two or more) different indepen-
dent groups, or populations (corresponding to AVangle in our work) on a binary
outcome (yes or no).

The problem is usually presented in a 2 × c contingency table. The statis-
tic compares the given contingency table (Table G.1(a)) to that under the null
hypothesis, where the proportions are equal (Table G.1(b)).

Group 1 Group 2
yes X1 X2
no n1 −X1 n2 −X2

(a) A 2× 2 contingency table.

Group 1 Group 2
yes πn1 πn2
no (1− π)n1 (1− π)n2

(b) A 2×2 contingency table under the
null hypothesis of the χ2 test.

Table G.1: 2× 2 contingency tables.

The statistic to be computed is denoted by χ2 and is defined as

χ2 =
∑

all cells

(fo − fe)2

fe
, (G.1)

where, for a given cell in the table, fo is the observed frequency, and fe is the



expected frequency. The observed frequency fo in the cell j is the ratio between
the count in the cell, either Xj or nj − Xj, and the sample size nj of the group.
The expected frequency in the cell j would be the observed frequency, were the
null hypothesis be true, that is, were the proportions of the different groups equal.
It is computed by multiplying the global proportion p̄

p̄ = X1 + · · ·+Xc

n1 + · · ·+ nc
(G.2)

by the sample size for cells pertaining to success (yes),

fej = p̄nj, (G.3)

and by multiplying 1− p̄ by the sample size for cells pertaining to failure (no),

fej = (1− p̄)nj. (G.4)

The statistic χ2, defined in Equation (G.1), approximately follows a χ2 distribu-
tion with c − 1 degrees of freedom. In the statistical software R, the statistic is
computed with the function chisq.test.

The χ2 approximation requires that all expected frequencies must be large.
In practice, a common criteria states that at least 80% of the cells should have
an expected frequency greater than 5 and that no cell should have an expected
frequency less than 1.

When the statistic χ2 is not significant, there is no statistical difference between
the proportions of answers yes or no in each group. This is the null hypothesis:

H0: the proportions in each group are the same.

The alternative hypothesis, H1, is that not all proportions are equal:

H1: the proportions in each group are different.

Under H0, the proportions in each group vary only by chance and can be
collapsed into the global proportion p̄ given in (G.2).

Under H1, one can only reach the conclusion that some proportions differ. A
multiple comparisons procedure is needed to determine which groups have differing
proportions. The Marascuilo procedure is one such procedure [Marascuilo, 1966].
The Marascuilo procedure consists in computing the observed absolute differences
|fei − fej | (i 6= j) for all c(c− 1)/2 possible pairs of groups. Then, each observed
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difference is compared to its critical range CR

CR =
√
χ2
U

√√√√fei(1− fei)
ni

+
fej(1− fej)

nj
, (G.5)

where χ2
U is the upper-tail critical value of the χ2 distribution at a given signifi-

cance level p with c−1 degrees of freedom. A given pair of groups has significantly
differing proportions if the observed difference |fei − fej | is greater than its corre-
sponding critical range.
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