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## Objectives

Focus:

- basic facts about pseudo-Boolean minimization
- quadratization techniques
- the case of symmetric functions
- more about negative monomials.


## Definitions

## Pseudo-Boolean functions

A pseudo-Boolean function is a mapping $f:\{0,1\}^{n} \rightarrow \mathbb{R}$

## Multilinear polynomials

Every pseudo-Boolean function can be represented - in a unique way - by a multilinear polynomial in its variables.

## Example:

$$
f=4-9 x_{1}-5 x_{2}-2 x_{3}+13 x_{1} x_{2}+13 x_{1} x_{3}+6 x_{2} x_{3}-13 x_{1} x_{2} x_{3}
$$

## Pseudo-Boolean optimization

Complexity:

## PB optimization

Given a multilinear polynomial $f$ of degree at least 2 , it is NP-hard to find the minimum of $f$.

- Many applications: Max Cut, Max Sat, computer vision, etc.
- When $f$ is quadratic and has no positive quadratic terms, then $f$ is submodular and its minimization reduces to minimum cost flow.


## Quadratic optimization

The quadratic case has attracted most of the attention:

- many examples arise in this form: Max Cut, Max 2Sat, simple computer vision models,...
- higher-degree cases can be efficiently reduced to the quadratic case, and this leads to good optimization algorithms.


## Observations

- Say $g(x, y),(x, y) \in\{0,1\}^{n+m}$, is a quadratic function.
- Then, for all $x \in\{0,1\}^{n}$,

$$
f(x)=\min \left\{g(x, y) \mid y \in\{0,1\}^{m}\right\}
$$

is a pseudo-Boolean function.

- $f(x)$ may be quadratic, or not.
- $\min \left\{f(x) \mid x \in\{0,1\}^{n}\right\}=\min \left\{g(x, y) \mid(x, y) \in\{0,1\}^{n+m}\right\}$.
- Conversely...


## Quadratization

## Quadratization

The quadratic function $g(x, y),(x, y) \in\{0,1\}^{n+m}$ is an m-quadratization of the pseudo-Boolean function $f(x), x \in\{0,1\}^{n}$, if

$$
f(x)=\min \left\{g(x, y) \mid y \in\{0,1\}^{m}\right\} \quad \text { for all } x \in\{0,1\}^{n} .
$$

- $\min \left\{f(x) \mid x \in\{0,1\}^{n}\right\}=\min \left\{g(x, y) \mid(x, y) \in\{0,1\}^{n+m}\right\}$.
- Does every function $f$ have a quadratization?


## Existence

## Existence of quadratizations

Given the multilinear expression of a pseudo-Boolean function $f(x), x \in\{0,1\}^{n}$, one can find in polynomial time a quadratization $g(x, y)$ of $f(x)$.

- Due to Rosenberg (1975).
- Idea: replace the term $\prod_{i \in A} x_{i}$ of $f$, with $\{1,2\} \subseteq A$, by

$$
t(x, y)=\left(\prod_{i \in A \backslash\{1,2\}} x_{i}\right) y+M\left(x_{1} x_{2}-2 x_{1} y-2 x_{2} y+3 y\right)
$$

- Fix $x$. In every minimizer of $t(x, y), y=x_{1} x_{2}$ and $t(x, y)=\prod_{i \in A} x_{i}$.
- Drawbacks: introduces many additional variables, many positive quadratic terms, big $M$.


## Questions arising...

- Many quadratization procedures proposed in recent years. Which ones are "best"? Small number of variables, of positive terms, good properties with respect to persistencies, submodularity?
- Can we chararacterize all quadratizations of $f$ ?
- Easier question: What if $f$ is a single monomial?
- How many variables are needed in a quadratization?
- etc.

Refs: Boros and Gruber (2011); Fix, Gruber, Boros and Zabih (2011): Freedman and Drineas (2005); Ishikawa (2011); Kolmogorov and Zabih (2004); Ramalingam et al. (2011); Rosenberg (1975); Rother et al. (2009); Živný, Cohen and Jeavons (2009); etc.

## The case of symmetric functions

## Symmetric functions

A pseudo-Boolean function $f$ is symmetric if the value of $f(x)$ depends only on the Hamming weight $\mathrm{wt}(x)=\sum_{j=1}^{n} x_{j}$ (number of ones) of $x$.

That is, there is a function $k:\{0,1, \ldots, n\} \rightarrow \mathbb{R}$ such that $f(x)=k(w)$ where $w=\mathrm{wt}(x)$.

## Examples

- Negative monomial: $N_{n}(x)=-\prod_{i=1}^{n} x_{i}=-x_{1} \ldots x_{n}$.
- (Freedman and Drineas 2005) $N_{n}(x)=\min _{y}\left[n-1-\sum_{i=1}^{n} x_{i}\right] y$.
- Positive monomial: $P_{n}(x)=\prod_{i=1}^{n} x_{i}=x_{1} \ldots x_{n}$.
- $P_{n}(x)=-x_{1} \ldots x_{n-1} \bar{x}_{n}+P_{n-1}(x)$ : so $P_{n}$ can be quadratized using $n-2$ additional variables.
- (Ishikawa 2011) $P_{n}$ can be quadratized using $\left\lfloor\frac{n-1}{2}\right\rfloor$ additional variables.
- How many variables are needed for other symmetric functions?
- (Fix 2011) $n-1$ variables suffice.

We propose a generic approach.

## A representation theorem

Let $[a]^{-}=\min (a, 0)$.

## Theorem: Representation of symmetric functions

For all $0<\epsilon_{i} \leq 1, i=0, \ldots n$, every symmetric pseudo-Boolean function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ can be uniquely represented in the form

$$
f(x)=\sum_{i=0}^{n} \alpha_{i}\left[i-\epsilon_{i}-\sum_{j=1}^{n} x_{j}\right]^{-}
$$

- Idea: $\left[i-\epsilon_{i}-\sum_{j=1}^{n} x_{j}\right]^{-}$reflects whether $\sum_{j=1}^{n} x_{j}$ is larger than $i$.
- System of linear equations: $\alpha_{0}, \ldots, \alpha_{n}$ can be efficiently computed.


## Example: Negative monomials

- Let $N_{n}(x)=-\prod_{i=1}^{n} x_{i}$.
- Then: $N_{n}=\left[n-1-\sum_{i=1}^{n} x_{i}\right]^{-}$.
- Note: $[a]^{-}=\min (a, 0)=\min _{y \in\{0,1\}} a y$.
- So: $N_{n}=\min _{y}\left[n-1-\sum_{i=1}^{n} x_{i}\right] y$. (Freedman and Drineas 2005).


## Quadratization: first attempt

- More generally, using $[a]^{-}=\min (a, 0)=\min _{y \in\{0,1\}} a y$
- for symmetric $f$ :

$$
f(x)=\sum_{i=0}^{n} \alpha_{i}\left[i-\epsilon_{i}-\sum_{j=1}^{n} x_{j}\right]^{-}=\min _{y} \sum_{i=0}^{n} \alpha_{i}\left(i-\epsilon_{i}-\sum_{j=1}^{n} x_{j}\right) y_{i}
$$

- Well, not quite: $-[a]^{-}=-\min (a, 0) \neq \min _{y \in\{0,1\}}(-a y)$.
- Modify the representation of $f$ to cancel negative coefficients.


## Some identities

Define

- $E(l)=\frac{l(l-1)}{2}+2 l+1+\sum_{i=-1}^{n-1}[i-l]^{-}$,
- $E^{\prime}(l)=\frac{l(l-1)}{2}+2 \sum_{\substack{i=2: \\ i \text { even }}}^{n}\left[i-\frac{1}{2}-l\right]^{-}$,
- $E^{\prime \prime}(l)=\frac{l(l+1)}{2}+2 \sum_{\substack{i=1: \\ \text { iodd }}}^{n}\left[i-\frac{1}{2}-l\right]^{-}$.


## Lemma.

For all $l=0, \ldots, n, E(l)=E^{\prime}(l)=E^{\prime \prime}(l)=0$.
Proof. Follows from the representation theorem applied to $e(x)=\sum_{i<j} x_{i} x_{j}=w(w-1) / 2$, where $w$ is the Hamming weight of $x$.

## Quadratization: second attempt

- for symmetric $f$ :

$$
f(x)=\sum_{i=0}^{n} \alpha_{i}\left[i-\epsilon_{i}-\sum_{j=1}^{n} x_{j}\right]^{-}=\min _{y} \sum_{i=0}^{n} \alpha_{i}\left(i-\epsilon_{i}-\sum_{j=1}^{n} x_{j}\right) y_{i} .
$$

- Well, not quite: $-[a]^{-}=-\min (a, 0) \neq \min _{y \in\{0,1\}}(-a y)$.
- Modify first the representation of $f$ by adding one of $E(l), E^{\prime}(l)$, $E^{\prime}(l)$ so as to cancel negative coefficients.


## Example: Positive monomials

- Let $P_{n}(x)=\prod_{i=1}^{n} x_{i}$.
- Then: $P_{n}=-2\left[n-\frac{1}{2}-\sum_{i=1}^{n} x_{i}\right]^{-}$.
- For even $n$ : add $E^{\prime}\left(\sum_{i=1}^{n} x_{i}\right)$ to $P_{n}$, leading to

$$
\begin{aligned}
P_{n} & =\sum_{1 \leq i<j \leq n} x_{i} x_{j}+\sum_{\substack{i=2: \\
i \text { even }}}^{n-2} 2\left[i-\frac{1}{2}-\sum_{j=1}^{n} x_{j}\right]^{-} \\
& =\sum_{1 \leq i<j \leq n} x_{i} x_{j}+\min _{y} \sum_{\substack{i=2: \\
i \text { even }}}^{n-2} 2 y_{i}\left(i-\frac{1}{2}-\sum_{j=1}^{n} x_{j}\right)
\end{aligned}
$$

## Quadratization of symmetric functions

## Theorem: Positive monomials (Ishikawa 2011)

The positive monomial $P_{n}$ has a $\left\lfloor\frac{n-1}{2}\right\rfloor$-quadratization.

## Theorem: $k$-out-of- $n$ function

The $k$-out-of- $n$ function has a $\left\lceil\frac{n}{2}\right\rceil$-quadratization.

## Theorem: Parity function

The parity function has a $\left\lfloor\frac{n}{2}\right\rfloor$-quadratization, and its complement has a $\left\lfloor\frac{n-1}{2}\right\rfloor$-quadratization.

## Theorem: General symmetric functions (Fix 2011)

Every symmetric pseudo-Boolean function has an ( $n-1$ )-quadratization.

## About negative monomials

## Remember

- Negative monomial: $N_{n}(x)=-\prod_{i=1}^{n} x_{i}=-x_{1} \ldots x_{n}$.
- (Freedman and Drineas 2005) $N_{n}(x)=\min _{y}\left[n-1-\sum_{i=1}^{n} x_{i}\right] y$.
- Question: can we characterize the quadratizations of $N_{n}$ ?
- Seems surprisingly difficult.
- Note: many quadratizations are somehow "reducible", e.g., by fixing variables, or are identical, up to replacing $y$ by $\bar{y}$.


## About negative monomials

We can establish:

## Theorem: 1-Quadratizations of negative monomials

Up to a permutation of the $x$-variables, and up to a switch of the $y$-variable, the only irreducible 1-quadratizations of $N_{n}$ are

$$
\begin{gathered}
s_{n}=\left[n-1-\sum_{i=1}^{n} x_{i}\right] y \\
s_{n}^{+}=(n-2) x_{n} y-\sum_{i=1}^{n-1} x_{i}\left(y-\bar{x}_{n}\right)
\end{gathered}
$$

Proof. Very long...

## Conclusions

- Structure and properties of quadratizations are poorly understood.
- Many intriguing questions and conjectures, much computational and theoretical work to be done.
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